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Abstract 
 
 The effects of practice schedule on learning a complex judgment task were 
investigated. In Experiment 1, participants’ judgment accuracy on a retention test was 
higher after a random practice schedule than after a blocked schedule or operational 
schedule. Experiment 2 demonstrated that judgment on a transfer test was also better 
after a random practice schedule than after a blocked schedule. Both experiments 
failed to show any effects of practice schedule on performance during learning. These 
findings show that benefits of random practice for retention and transfer apply to 
learning a complex judgment task, and may be achieved without performance 
degradation during practice.  
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1. Introduction 
 
 Most educational programs aim to achieve two major goals: Adequate post 
training performance (retention) and transfer to related tasks and situations. However, 
very often, those goals are confused with enhancing performance and speed of skill 
acquisition during training. Research has shown that the opposite is often true: 
Interventions that enhance performance during training may have detrimental effects 
on retention and transfer performance, and conversely, instructional manipulations 
that degrade performance during skill acquisition may support the long-term goals of 
training (for an overview, see Schmidt & Bjork, 1992).  
 An example of the latter is by providing a practice schedule where different 
variations of the learning tasks are sequenced randomly as opposed to sequenced in 
separate blocks (Shea & Morgan, 1979). This type of random sequencing is also often 
referred to as interleaving practice materials, or mixed practice (Hatala, Brooks, & 
Norman, 2003; Richland, Bjork, Finley, & Linn, 2005). Random practice may 
degrade performance during the learning phase but lead to better post training 
performance and transfer (Lee & Simon, 2003). This technique has mainly been 
studied in motor tasks (Brady, 1998; Cross, Schmitt, & Grafton, 2007; Guadagnoli & 
Lee, 2004; Lee & Magill, 1983; Magill & Hall, 1990; Shea & Morgan, 1979; Simon, 
2007). However similar findings have been obtained with, for example, procedural 
tasks (Carlson, 1989; Carlson & Schneider, 1989; Carlson, Sullivan, & Schneider, 
1989; Carlson & Yaure, 1990), cognitive operational tasks, such as interacting with 
automatic teller machines (Jamieson & Rogers, 2000), language learning (Jacoby, 
1978), foreign vocabulary learning (Schneider, Healy, & Bourne, 1998, 2002), 
learning logical rules (Schneider, Healy, Ericsson, & Bourne, 1995), learning 
problem-solving from worked examples (Paas & Van Merriënboer, 1994), and 
troubleshooting tasks (De Croock, Van Merriënboer, & Paas, 1998).  
 Only few studies have been conducted in the past to investigate the effects of 
practice schedule on learning complex judgment and decision-making, in which the 
goal is to learn the complex relationships between several phenomena and predict the 
value of a distal variable (e.g., clinical diagnosis, weather forecast, threat assessment; 
Brehmer, 1973, 1977, 1979). Moreover, these studies measured performance during 
training, not on retention or transfer tests. Although training principles that are 
effective with relatively simple tasks are not necessarily effective for complex tasks as 
well (Wulf & Shea, 2002), earlier studies on complex mathematical problem-solving 
have found benefits of mixing or interleaving practice materials on post-practice 
performance (Rohrer & Taylor, 2007; Simon, 2008). However, whether similar 
benefits can be expected in learning complex judgment tasks, and whether such 
effects also occur on transfer performance, remains an interesting question that is 
addressed in this study. It is important to establish the most optimal training sequence 
for such tasks, because of the far-reaching consequences that, for example, wrong 
clinical diagnoses or military judgments may have (Hogarth, 1980). Therefore, the 
present study explores the effects of practice schedule on learning and transfer of 
complex judgment tasks.  
 
1.1. Complex judgment tasks 
 
 In the numerous choices or judgments people make every day, two distinct 
classes can be identified: Value judgments, which express their preferences, and 
predictions, which reflect what they expect to happen (Hogarth, 1980). Value 
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judgments encompass, for example, a choice for one house over another or one pair of 
shoes over another. Predictions concern future outcomes such as, for example, 
expectations regarding how someone might react to what you say or do, or who will 
win the next presidential elections. In this study we focus on predictive judgment 
tasks.  
 Consider, for example, a central executive officer (CEO) of an international 
company who has to make a decision on moving his production facility from The 
Netherlands to India. In making this judgment, several so-called ‘points of reference’ 
need to be considered that are expected to be related to the target of maximizing 
profit, such as labor costs, infrastructure, inflation rates, and so forth. These points of 
reference are part of the CEO’s mental representation of the network of relationships 
between elements (objects, events) in the environment and the event to be predicted. 
Accuracy of the judgment depends on the extent to which the CEO’s mental 
representation matches the real network of relationships (Hogarth, 1980). It is this 
match, or lack thereof, that is the object of study within the social judgment theory 
(SJT; Brehmer & Joyce, 1988; Hammond, McClelland, & Mumpower, 1980).  
 According to the SJT, which is modeled after Brunswik’s (1943, 1955) theory 
of perception, a person does not have access to any direct information about the 
objects in the environment. Instead, perception is seen as an indirect process, 
mediated by a set of proximal cues (i.e., points of reference). The perceptual system 
uses these cues to make inferences about distal objects. In accordance with this view, 
SJT defines judgment as a process that involves the integration of information from a 
set of cues into a judgment about some distal state of affairs (Hogarth, 1980).  
 Within the SJT research paradigm, an experimental method was devised to 
study how people learn such difficult judgment tasks, namely the (Multiple) Cue 
Probability Learning (MCPL; Björkman, 1965; Brehmer, 1972; Brehmer & Brehmer, 
1988; Brunswik & Herma, 1951; Hammond, Hursch, & Todd, 1964; Hursch, 
Hammond, & Hursch, 1964; Smedslund, 1955), also referred to as Multidimensional 
Functional Learning (MFL; Hoffman, Earle, & Slovic, 1981). During a typical MFL 
experiment a person makes judgments based on a number of probabilistic cues over a 
series of trials. Feedback may be given on each trial, or feedback may be given after 
subsets of trials. The aim is to correctly predict the quantitative or categorical criterion 
value on each trial.  
 The MFL studies have focused on how people learn to discover cues and judge 
the importance of these cues (Klayman, 1988a). In particular, it has been studied how 
learning and transfer performance are affected by parameters of the task (e.g., 
linearity of relationships between variables, predictability of cues, meaningful labels, 
time pressure; Edland, 1993; Koh, 1993), the nature and timing of given feedback 
(e.g., delayed feedback, cognitive feedback, outcome feedback, feedforward; Balzer, 
Sulsky, Hammer, & Sumner,1992), and characteristics of the task performer (e.g., 
age, goal setting, prior knowledge or experience; Alm & Brehmer, 1982; Chasseigne, 
Mullet, & Stewart, 1997; Hoffman et al., 1981). From these studies, it became clear 
that performance is higher when (a) linear relationships exist between cues and the 
criterion (Alm, 1982b; Brehmer, 1979, 1987; Hammond & Summers, 1965), (b) these 
relationships are positive rather than negative (Björkman, 1965; Brehmer, 1977; 
Sheets & Miller, 1974), (c) cues have meaningful rather than abstract labels (Koele, 
1980; Muchinsky & Dudycha, 1975; Ruble & Cosier, 1990), (d) there is no time 
pressure (Rothstein, 1986), (e) positive feedback is given rather than negative 
feedback (Klayman, 1988b), and (f) participants set goals for themselves (DeShon & 
Alexander, 1996).  
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 Regrettably, in most MFL studies, participants’ performance was only 
measured during the learning phase. This is problematic, because observed 
performance during the learning phase can be a notoriously poor guide to predicting 
learning outcomes, namely post-training performance (Bjork, 1994). Only a few MFL 
studies measured test performance after a retention interval (Alm, 1982a; Brehmer, 
1973) or transfer of learning to new, unfamiliar tasks (Andersson & Brehmer, 1977; 
Brehmer, 1977, 1979; Brehmer & Almqvist, 1977; Lindberg & Brehmer, 1976).  
 In conclusion, MFL experiments use representative experimental tasks that 
adequately capture the major characteristics of complex judgment tasks. But although 
many task-related, feedback-related, and learner-related aspects were investigated for 
their effects on performance during learning and retention, few studies have focused 
on methods to increase transfer of MFL. One way to increase transfer performance 
might be to use random rather than blocked practice schedules. 
 
1.2. Blocked vs. random practice schedules 
 
 Blocked task sequences, that is, sequences of learning tasks organised in 
blocks, with only one variation of a task being practised in each block (e.g., AAA-
BBB-CCC), have often been found to lead to better performance during training than 
random practice (e.g., A-B-C-B-C-A-A-C-B; see, e.g., Schneider, Healy, & Bourne, 
2002). However, random practice often results in better retention and transfer of skills 
to related tasks and situations (Greeno, 1964; Healy et al., 2002). These beneficial 
effects of random practice have been observed in a variety of domains and tasks. 
 To explain the benefits of random practice for retention and transfer, several 
hypotheses have been formulated, such as the elaboration hypothesis (Shea & 
Morgan, 1979), the reconstruction hypothesis (Lee & Magill, 1983), and the retrieval 
hypothesis (Schmidt & Bjork, 1992). The major line of argument of these hypotheses 
is that in random practice, learners are challenged to compare the different procedures 
associated with the different tasks, whereas in a blocked schedule, only one task 
procedure has to be kept in mind during a block of tasks, forsaking the need for extra 
processing activities such as elaboration, reconstruction, or retrieval of procedures 
from long-term memory. These extra processing activities lead to abstraction, that is, 
to richer mental representations and more general knowledge about principles and 
procedures. In MFL, random practice schedules may encourage learners to abstract 
cue-criterion relations from the learning tasks, whereas in blocked practice schedules 
learners may rely on memory of specific cue-criterion observations from prior 
learning tasks, without attempting to abstract the underlying relationships between 
cues and criterion. Therefore, it is expected that although blocked practice may 
enhance performance during the learning phase of an MFL task, random practice will 
eventually lead to better retention and transfer. 
 
1.3. Operational practice schedules  
 
 Studying the effects of different practice schedules on learning and transfer of 
complex judgment and decision making skills may also provide insight into the 
effectiveness of the train as you fight paradigm that is being widely applied in 
decision-making training programs (e.g., for military command and control, crisis 
management, and general leadership and management). In this training approach, the 
real world sequence and frequency of events serves as a basis for the scheduling of 
practice events (i.e., operational practice schedule), whereas in a test or exam, the less 
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frequently presented cases may have a normal to high chance of occurrence because 
the event may have serious implications. Consider, for example, a medical student: If 
the student is trained in a real world medical practice, that student will probably 
receive little practice diagnosing rare diseases. However, a subsequent medical exam 
may incorporate such serious cases because their correct diagnosis is very important. 
Within the research community, train as you fight is often considered an ineffective 
training methodology for several reasons (Farmer, Van Rooij, Riemersma, Jorna, & 
Moraal, 1999). One of the objections is that it may not provide the opportunity to 
practice rare or unusual tasks, which may yet be critical to effectively deal with 
emergency situations. However, if the real world sequence of events increases 
variations in tasks when compared to a blocked schedule because it is random, it 
might lead to adequate post training performance. Little research has addressed the 
effects of the train as you fight or operational practice schedules, especially in 
comparison with random or blocked schedules (Beaubien, Palev, Shadrick, Ennis, & 
Jacklin, 2006; Lussier, Shadrick, & Prevou, 2003).  
 
1.4. The present study 
 
 The two experiments of the present study investigated the effects of different 
practice schedules on learning, retention (Experiment 1), and transfer (Experiment 2) 
of complex judgment tasks. It was hypothesized that a blocked practice schedule will 
yield better performance during the learning phase (Hypothesis 1), whereas random 
(Experiment 1 and 2) and operational (Experiment 1) practice schedules will yield 
better performance than a blocked one as regards learning outcomes measured in 
terms of retention- and transfer-test performance (Hypothesis 2).  
 
2. Experiment 1 
 
 Experiment 1 tested Hypotheses 1 and 2. Specifically it investigated the 
effects of random, blocked, and operational practice schedules on performance during 
learning and on retention tasks.  
 
2.1. Method 
 
2.1.1. Participants – Design  
 Participants were 54 students recruited from different faculties of the 
Universities of Utrecht and Amsterdam who volunteered to participate in the 
experiment (21 male, 33 female; mean age was 21 years, SD = 2.9); they had no prior 
knowledge or experience concerning the experimental tasks. Participants received 32 
Euros for their participation in the experiment and could gain an additional bonus of 
between 0 and 12 Euros, based on their level of performance during the experiment. 
They were randomly assigned to the blocked practice schedule (n = 18), random 
practice schedule (n = 18), and operational practice schedule (n = 18). 
 
2.1.2. Materials  
 2.1.2.1. Learning tasks. Three sets of six cases were developed. One set dealt 
with injury cases, one with damage cases, and one with traffic cases. Participants were 
presented with one set of cases, and had to prioritize each case on the urgency for the 
police to deal with it. The three sets were balanced over the three practice schedule 
conditions, that is, in each condition six participants worked on injury cases, six 
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participants worked on damage cases, and six participants worked on traffic cases. 
Priorities depended on the values of two different cues. One cue had three possible 
values and the other cue had two different values, thus yielding six combinations of 
cue values. For injury cases these cues were (a) condition of victim (light injury, 
heavy injury, dead), and (b) weapon (firearm, no firearm). For damage cases the cues 
were: (a) level of damage (light, heavy, irretrievable) and (b) nature of the crime 
(burglary, violence/holdup). For traffic cases the cues were: (a) nature of the offence 
(speeding, driving without insurance, driving drunk) and (b) history (first time, 
recidivist). Tables 1, 2, and 3 present the priority scores for each combination of cue 
values.  

--------------------------------------------- 

Insert Tables 1, 2, and 3 about here 

------------------------------------------------ 

 The cases were presented one by one on a computer screen (see Figure 1). 
Each participant received 96 learning tasks (i.e., each of the six cases was presented 
16 times). The first six tasks were introduced by a short description of the crime, 
whereas the subsequent 90 tasks were presented as a set of cue values only. On the 
lower half of the screen, beneath the presentation of the case, a slide bar was 
presented covering the whole range of priority scores (1-100). Using the computer 
mouse, participants could manipulate an indicator on the slide bar to mark the priority 
of the case. 

--------------------------------------- 
Insert Figure 1 about here 

--------------------------------------- 
 Feedback during the training session consisted of a second slide bar with the 
indicator at the position of the true priority score. This feedback slide bar was 
presented above the first one, immediately after participants had indicated their 
priority score. The bonus that participants had earned was calculated with the 
following formula and was continuously visible on the screen.  

 

 2.1.2.2. Practice schedules. In the random practice condition, the cases were 
presented in a fully randomized order (without replacement) and each combination of 
cue values was presented an equal number of times. Thus, during the 96 learning 
tasks, each of the six combinations of cue values (i.e., each case) was presented 16 
times.  
 In the blocked practice condition, each combination of cues also appeared 16 
times in total. The learning tasks in the first block of the learning phase (12 tasks) 
were sequenced in such a way that only one cue (the cue with 3 values) changed value 
from one task to the next, whereas the value of the second cue was kept constant. In 
the second block (12 tasks), the second cue had changed value, and again only the 
first cue changed value from one task to the next. In the third block (8 tasks) the first 
cue was kept constant and the second cue (with two values) changed value from one 
task to the next. In the fourth block (8 tasks), the value of the first block had changed, 
and again a sequence of tasks was presented where only the second cue changed value 
from one task to the next. In the fifth block (8 tasks), the value of the first cue 
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changed again, and the second cue changed value from one task to the next. In the 
sixth block (24 tasks) and seventh block (24 tasks) two cues simultaneously changed 
their values from one task to the next.  
 The operational task sequence was realized by a random order of tasks in 
which some tasks were more likely to be presented to participants than others (i.e., the 
higher the occurrence in real-life situations, the more likely the case was to be 
presented). For the probability of selecting each case in the operational sequence, see 
Tables 1, 2 and 3.  
 2.1.2.3. Retention test. The retention test consisted of a random selection of 24 
tasks from the learning tasks, presented in random order that was the same for each 
participant. Each combination of cue values was presented approximately four times. 
No feedback was given during the retention test. 

 
2.1.3. Procedure  
 The experiment lasted approximately 1.5 hours and was run in sessions with at 
most six participants. Before the experiment started, participants read a short 
instruction explaining how to rate the priority of the cases by moving the indicator on 
the slide bar. Then, the experimenter assigned each participant to a computer and 
started the learning phase. After participants had practiced the 96 learning tasks, they 
had a short break of approximately 10 minutes after which they completed the 24 
tasks of the retention test. For both the learning phase and the retention test, 
participants could take as much time as they needed. 
 For each task in the learning phase and the retention test, participants’ 
deviation score, defined as the absolute difference between the estimated priority and 
the true priority of the task, was automatically stored in a logfile. For each participant, 
time-on-task for the total session (learning phase and retention test together) was 
logged.  
 
2.2. Results – Discussion  
 
 Table 4 presents the judgment performance (i.e., deviation) scores in the 
learning phase and the retention test per condition. Time-on-task (in seconds) did not 
significantly differ between random (M = 5166, SD = 1067), blocked (M = 5193, SD 
= 853), and operational (M = 5216, SD = 777) practice schedules, F(2, 51) < 1, ns. In 
the analyses reported here, a significance level of .05 was set, and partial eta-squared 
or Adjusted Hedges are reported as a measure of effect size.  

--------------------------------------- 
Insert Table 4 about here 

--------------------------------------- 
 A 3(practice schedule: random, blocked, operational) x 3(type of cases: injury, 
damage, traffic) ANOVA performed on the mean deviation scores during the learning 
phase showed no significant interaction between practice schedule and type of case, 
F(4, 45) = 0.44, ns, and no main effects of practice schedule, F(2, 45) = 0.94, ns, or 
case type, F(2, 45) = 2.08, ns, on performance during the learning phase. That is, 
contrary to Hypothesis 1, participants in the blocked condition did not perform better 
than participants in the random or operational conditions during the learning phase.  
 Regarding the mean deviation scores during the retention test, a 3(practice 
schedule: random, blocked, operational) x 3(type of cases: injury, damage, traffic) 
ANOVA did not show an interaction between case type and practice schedule, F(4, 
45) = 0.14, ns, and no main effect of type of cases, F(2, 45) = 1.43, ns. The analysis 
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did show a significant effect of practice schedule, F(2, 45) = 4.46, p = .02, partial η2  = 
.15. Post hoc Tukey tests indicated that in line with our expectations, participants who 
followed random practice performed better (M = 3.12, SD = 1.84) on the retention test 
than participants who followed a blocked practice schedule (M = 5.48, SD = 2.81), 
that is, they had lower deviation scores. The other differences between conditions 
were not statistically significant. For the operational schedule condition, we also 
analyzed whether the frequency of presentation of cases (see Tables 1, 2, and 3) had 
an effect on performance during the retention test. Application of Friedman’s test 
showed that there were no significant differences in the scores of the retention test 
between cases that were presented with the highest frequency (31%, 45%, 60% for 
damage, traffic, and injury cases, respectively; M = 5.43, SD = 4.60), and cases that 
were presented with the lowest frequency (3% for all case types; M = 3.04, SD = 
4.24), χ2(1, N = 18) = 1.00, p = .32, Adjusted Hedges g = .59.   
 In conclusion, Hypothesis 1 that a blocked practice schedule would generate 
better performance during learning than random or operational practice was not 
confirmed by our results. Hypothesis 2, however, that random and operational 
practice schedules would yield better performance than a blocked one in the retention 
test was partly confirmed. There are some other studies that also failed to find effects 
of practice schedule on performance during learning. Specifically, whereas some 
studies failed to find effects on retention-test performance as well (French, Rink, & 
Werner, 1990; Jones & French, 2007) others did show effects on retention-test 
performance, in line with our results (Immink & Wright, 1998; Ollis, Button, & 
Fairweather, 2004; Wrisberg & Liu, 1991). That is, we did find the expected benefits 
for participants in the random condition over the blocked condition on the retention 
test. However, the operational condition did not outperform the blocked practice 
group. When practice tasks were presented in an operational order, that is, random but 
with some cases being presented more frequently than others, the benefits of 
interleaving learning materials for retention performance disappeared. A possible 
explanation might be that because some cases appear more often than others in an 
operational schedule, not all cases that were presented in the retention test had been 
trained to the same extent. Nevertheless, the Friedman test showed that retention-test 
performance on cases that were practised less frequently was not significantly worse 
than that on cases that were trained more frequently. Even though operational practice 
schedules are advocated by some practitioners as a means of providing more realistic 
training scenarios while increasing random practice, and as a consequence post 
training performance, this experiment showed that a “normal” random schedule is to 
be preferred in terms of reaching good retention performance.  
 In Experiment 1, only effects on retention were measured. However, the aim 
of many education or training programs is to attain transfer of learning, that is, the 
adequate application of skills or knowledge acquired under specific conditions or with 
specific tasks in different tasks or conditions (Mayer & Wittrock, 1996; Roscoe & 
Williges, 1980). It has been argued that transfer is higher following random practice 
than following a blocked schedule, because in a random schedule participants may 
compare different tasks continuously, which may not only lead to a deeper 
understanding of the relationships between the different cues and the criterion, but 
also to abstract knowledge of how to approach this type of task (Wulf & Shea, 2002). 
Therefore, Experiment 2 investigated the effects of interleaving and blocked practice 
on transfer.  
 
3. Experiment 2 
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 Experiment 2 again tested Hypothesis 1 and 2. It investigated the effects of 
random and blocked practice schedules on performance during learning and on 
transfer in complex judgment tasks. Because an operational practice schedule did not 
generate any performance difference during learning and on the retention test in the 
first experiment, this condition was excluded from Experiment 2. 
  
3.1. Method 
 
3.1.1. Participants – Design   
 Participants were 64 students (32 male, 32 female; mean age 22.0 years, SD = 
4.4) recruited from different faculties of the Universities of Utrecht and Amsterdam 
who volunteered to participate in the experiment. They were randomly assigned to 
two groups that received either random practice (n = 32) or blocked practice (n = 32). 
Their prior level of schooling ranged from senior vocational education to university 
masters level. All participants received 32 Euros for their participation in the 
experiment and could gain an additional bonus of between 0 and 12 Euros, based on 
their level of performance during the learning phase. 
  
3.1.2. Materials  
 3.1.2.1. Learning tasks. Learning tasks consisted of 32 descriptions of crimes. 
Each crime had to be prioritized on the urgency for the police to deal with it. Priorities 
could be determined on the basis of the dichotomous values on four different cues that 
occurred in each crime description: (a) the condition of the victim (injured, dead); (b) 
the use of a weapon (no firearm, firearm); (c) the nature of the crime (burglary, 
violence/holdup), and (d) available information concerning the perpetrator 
(description, known to the police). Table 5 presents the priority scores for each 
combination of cue values.  

--------------------------------------- 
Insert Table 5 about here 

--------------------------------------- 
 Two tasks were developed for each of the 16 combinations of cue values, 
resulting in 32 tasks.   
 The crime descriptions were presented to the participants one by one on a 
computer screen (see Figure 2). The task was presented on the upper half of the 
screen. Below that, the four cues and possible cue values with tick boxes as well as a 
blank space for participants’ estimate of the priority of the crime (to be given as a 
numerical value between 1 and 100) were presented. The correct cue values had to be 
ticked before entering priority scores. 

--------------------------------------- 
Insert Figure 2 about here 

--------------------------------------- 
 Feedback in terms of the true priority of a crime was presented on the screen 
after completion of each task. The bonus that participants had earned was calculated 
with the following formula and was continuously visible on the screen. 

 

 3.1.2.2. Practice schedules. In the random practice group, the task order was 
determined by random selection without replacement from the 32 available tasks. In 
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the blocked practice group, the tasks in the first block of 8 tasks focused the 
participants’ attention on the most influential cue, namely, the condition of the victim. 
The tasks in the second block (tasks 9-16) simultaneously varied the values of the 
condition of the victim and one other cue. The tasks in the third block (tasks 17-24) 
simultaneously varied the values of the condition of the victim and of the two other 
cues not yet used in the second block. The tasks in the fourth, and final, block (tasks 
25-32) simultaneously varied the values of the condition of the victim and the three 
other cues.  
 3.1.2.3. Transfer test. The test consisted of eight transfer tasks, that is, tasks 
that were similar to the training tasks in structural features (same combination of cues) 
but different with regard to surface features (cover stories). The transfer tasks were 
presented in a random order that was the same for all participants. No feedback was 
given during the transfer test. 
 
3.1.3. Procedure 
 The experiment lasted about one hour, with at most four participants per 
session. Before the experiment started, participants read an instruction explaining how 
to rate the priority of the tasks, and two exemplary task descriptions were discussed. 
Then, the experimenter assigned each participant to a computer and started the 
learning phase. The transfer test was conducted a few minutes after the last task in the 
learning phase was finished. For each task, participants’ deviation scores, defined as 
the absolute difference between the estimated priority and the true priority of the task, 
were automatically stored in a log file. Time-on-task for the total session (learning 
phase and transfer test) was logged for each participant. 
 
3.2. Results – Discussion  
 
 Table 6 presents the mean deviation scores per condition in the learning phase 
and the transfer test. Time-on-task (in seconds) did not differ between random (M = 
3515, SD = 756) or blocked (M = 3564, SD = 680) practice schedules, t(62) = -.26,  p 
> .20. In the analyses reported below, a significance level of .05 was set, and partial 
eta-squared is reported as a measure of effect size.  

--------------------------------------- 
Insert Table 6 about here 

--------------------------------------- 
 As in Experiment 1, the mean deviation scores of the learning phase were 
analyzed with an ANOVA with practice schedule (random, blocked) as independent 
variable. The analysis showed that practice schedule did not have a significant effect 
on performance during the learning phase, F(1, 62) = 1.106, ns. Hence, Hypothesis 1 
was not confirmed. In line with Hypothesis 2, participants in the random practice 
outperformed (i.e., lower deviation scores) participants in the blocked practice 
schedule on the transfer test, F(1, 62) = 6.328, p = .014, Cohen’s d = 0.63. 
 In sum, Experiment 2 examined the effects of random and blocked practice 
schedules on learning and transfer of a multidimensional functional learning task. We 
expected that a blocked practice schedule would generate equal or better performance 
than a random practice schedule during the learning phase. However, as in 
Experiment 1, performance during the learning phase was equal, but not better in the 
blocked practice schedule compared to the random practice schedule. This unexpected 
finding is further discussed in the general discussion. In line with our expectations, 
this second experiment showed that a random practice schedule not only results in 
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better retention as was shown in Experiment 1, but also in higher transfer test 
performance than a blocked schedule.  
 
4. General discussion 
 
 The aim of the present study was to determine the effects of practice schedule 
on learning, retention and transfer in complex judgment tasks and to investigate the 
effectiveness of an operational practice schedule stemming from the train as you fight 
paradigm (i.e., a interleaved schedule but with some tasks being more likely to be 
presented than others, based on their frequency of occurrence in reality). For this, a 
multidimensional functional learning experiment (Experiment 1) was conducted in 
which participants had to learn how to judge the priority of crimes on the basis of a set 
of cues. It was expected (Hypothesis 1) that the blocked practice group would 
outperform both random and operational practice groups during learning and both 
random and operational practice groups would perform better during the retention 
test. However, it was found that the random practice group performed better than the 
blocked group on the retention test. Performance of the operational practice group did 
not differ from performance of the other groups and no differences were found on 
performance during the learning phase. A second experiment comparing random and 
blocked practice schedules on learning and transfer, also failed to find an effect during 
the learning phase, but did show beneficial effects of a random practice schedule for 
transfer test. 
 As mentioned before, other studies have noted lack of performance differences 
during the learning phase with blocked and random practice schedules as we did in 
both experiments, but sometimes these studies also failed to find effects on a retention 
test (French et al., 1990; Jones & French, 2007). However, some other studies also 
failed to find an effect of a random practice schedule on performance during learning, 
but did find positive effects on transfer, as in the present study. Such findings were 
reported in a study conducted by Wrisberg and Liu (1991) on the effects of practice 
schedules on learning badminton skills. They demonstrated better retention and 
transfer under random practice schedule but no difference was found between groups 
during acquisition. And using knot-tying skills in professional fire-fighters training, 
Ollis, Button, and Fairweather (2004) found that the detriment to acquisition 
performance as a result of a random practice schedule was not as great as previous 
laboratory findings would suggest. Similarly, Immink and Wright (1998) failed to 
find any performance detriment during acquisition of a movement task as a result of a 
random practice sequence. They hypothesized that, in accordance with the 
reconstruction hypothesis by Lee and Magill (1985), a blocked schedule benefits 
performance during acquisition because it obviates the need to re-plan movements 
between tasks, whereas participants in a random practice schedule need to engage in 
these time consuming re-planning activities. They subsequently showed that when 
participants in a random practice schedule were given sufficient time in between 
learning tasks to plan the upcoming response the acquisition benefit, often apparent 
with blocked practice schedule, disappeared while keeping the benefits for random 
practice schedule for transfer performance. As participants could work self-paced, a 
similar mechanism might underlie the lack of performance difference that was found 
between random and blocked practice schedules during learning phase. However, 
whether this assumption is correct remains an open question, but an interesting one 
for future research.  
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 As mentioned above, the performance on the retention test in Experiment 1 
was improved as result of a random practice schedule compared to a blocked one. 
This is probably due to the contextual interference that arises due to variations in tasks 
in a random practice schedule, but spacing may also be a relevant factor (see also 
Kornell & Bjork, 2008). The spacing effect refers to the consistent finding that in a 
given amount of study time, memory for repeated stimuli is mediated by the interval 
between the first and second occurrence of the stimulus, with spaced stimulus 
presentations leading to better memory than massed presentations (for a review, see 
Dempster, 1988; Donovan & Radosevich, 1999). In a random practice schedule, 
spacing is also automatically introduced. Richland et al. (2004) conducted a study in 
which they investigated the relationship between contextual interference and spacing 
in a foreign vocabulary learning task. They came to the conclusion that contextual 
interference and spacing are distinct and additive effects, which both tend to lead to 
detrimental performance during practice but better learning outcomes.   
 The present study found no improvement on retention-test performance after 
having followed an operational practice schedule. This operational practice schedule, 
represented by the train as you fight paradigm, failed to show higher performance 
compared to a blocked one. This may have been due to performance impairment on 
the less frequently practiced cases. In line with the elaboration hypothesis (Shea & 
Morgan, 1979) participants in the operational practice schedule did not have the 
opportunity to elaborate upon the similarities and differences between procedures for 
all different task variations. Therefore, as intuitively attractive as operational practice 
schedules may seem, a random practice schedule seems preferable over an operational 
one. 
 In the two experiments of the present study, the time interval between the 
learning and test (retention or transfer) was quite short, that is, in the first experiment 
10 minutes and in the second experiment only a few minutes. Although a short or no 
interval between learning and test is common in many multidimensional functional 
learning experiments (Brehmer, 1977, 1979; Carrol, 1963; Chasseigne et al., 1997), it 
is known from educational and training research that effects on test performance may 
start to differ between conditions (or vice versa, to disappear) after a longer interval 
(e.g., a week; see, for example, Roediger & Karpicke, 2006), although effects may 
also remain stable across conditions after a longer interval (Nückles, Hübner, & 
Renkl, 2009). Moreover, Brehmer and Lindberg (1973) have shown that duration of 
retention interval hardly influenced performance on retention tests of 
multidimensional functional learning.  
 Another consideration is the complexity of the judgment task. These tasks are 
relevant for training real world complex judgment tasks, because even though they 
may be a simplified version of a real-world task, they allow novice learners to practice 
with whole tasks, that can be increased to real-world complexity levels in later stages 
of training (cf. Van Merriënboer & Sweller, 2005). The exact relationships between 
cues and priorities in our experimental tasks may not fully correspond to real-world 
judgment tasks, but the type of relationships that needed to be learned resemble real 
world judgment and decision-making problems (cf. distinction between physical and 
psychological fidelity; Van Merriënboer, 1997). Moreover, even though these tasks 
were not complex in the sense that they take many hours of practice, they are complex 
in terms of the number of interacting information elements that need to be 
simultaneously considered (cf. Ayres, 2006; Sweller, 1988; Sweller,Van Merriënboer, 
& Paas, 1998), that is, the different cues and their relationship to the criterion value. It 
should be noted though, that the tasks in the two experiments differed with respect to 
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task complexity. In Experiment 1 participants were only required to consider the 
additive effects of two cues that were given to them, whereas in Experiment 2, 
participants had to identify the relevant cues (which also interacted) from among 
irrelevant information, which is closer to real-world judgment tasks.  
 In considering the practical implications of the results of the present study, the 
operationalization of a blocked practice schedule, which is somewhat different from 
blocked schedules as they are traditionally designed, needs to be taken into account. 
In a blocked practice schedule, the sequence of learning tasks is such that only one 
task variation per block is practiced (e.g., block 1: AAAAAA, block 2: BBBBB, 
where A and B are variations of the learning task). As we stated in the Introduction, in 
complex judgment, the task for the judge is to predict a future outcome on the basis of 
a few cues. In learning to predict such future outcomes, the judge has to learn which 
cues are relevant (cue selection), how each cue relates to the criterion to be predicted, 
and whether cues are intercorrelated (i.e., cue-criterion functions). Thus, the creation 
of blocks for these complex judgment tasks is less straightforward than it would be for 
less complex tasks. The blocked schedules in our experiments were such that in the 
first blocks one cue changed value from one task to the next. In terms of predicting 
the future outcomes, this would not seem to be a blocked sequence as the resulting 
sequential tasks are different task variations. However, in terms of the learning task, 
that is, to learn cue-criterion functions, participants are provided the opportunity to 
learn the effects of one cue-criterion function before moving on to learning the next. 
And in the last blocks, two (or more) cues changed value from one task to the next, 
providing the opportunity to learn the interaction between the cues. It may, however, 
be that the, albeit limited, trial-by-trial variability within a block resembles interleaved 
practice more than “regular” blocked practice schedules, which might perhaps explain 
why no performance difference was found between random and blocked practice 
groups during learning. 
 Nevertheless, in the light of learning cue-criterion relationships, this is a 
blocked practice schedule, and moreover, one that resembles real world training 
approaches for complex judgment and decision-making. For example, sonar image 
operators, in a typical training program for identifying and judging sonar contacts, 
first learn how a sonar image depends on ocean bottom patterns, then how water 
temperatures influence sonar image, and only after that, how ocean bottom pattern 
and water temperatures interact and how that influences the sonar image (see, e.g., 
www.mosaichydro.com). The data presented here, however, show that such training 
programs better present the trainee with a random sequence of tasks, leaving it to the 
trainee to identify and categorize relevant cues and cue-criterion relationships. 
 To conclude, the present study showed that random practice schedule benefits 
both retention and transfer in learning a complex judgment task, and that these effects 
may occur without detrimental effects on performance during learning. This study 
focused on retention and near transfer-test performance, that is, the transfer tasks were 
different from the learning tasks on a superficial level, but not on a deep structural 
level. Far transfer in complex judgment tasks, that is, when the transfer tasks also 
differ from the learning tasks on a deep, structural level, was not investigated, but 
remains an interesting subject for future research.  
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Table 1 
Cue values, priority scores, and presentation frequency in the operational practice schedule of the 
injury cases  
  
 
Cue value 

Use of 
weapon 

Priority 
score * 

Presentation 
frequency  

Light injury No Firearm 18 45% 
 Firearm 32   5% 

No firearm 48 25% Heavy injury 
Firearm 62 10% 
No firearm 78   3% Dead 
Firearm 92 12% 

* Min = 1, Max = 100. 
 
 
 
Table 2 
Cue values, priority scores, and presentation frequency in the operational practice schedule of the 
damage cases  

 
 
Cue value 

Level of 
damage 

Priority 
score * 

Presentation 
frequency  

Light 19 18% 
Heavy 25 31% 

Burglary 

Irretrievable 31 21% 
Light 49   3% 
Heavy 55 12% 

Violence/holdup 

Irretrievable 61 15% 
* Min = 1, Max = 100. 
 
 
 
Table 3 
Cue values, priority scores, and presentation frequency in the operational practice schedule of the 
traffic cases 
  
 
Cue value 

 
History 

Priority 
score * 

Presentation 
frequency  

Speeding First time   4 30% 
 Recidivist 20 45% 

First time 24   7% Uninsured 
Recidivist 40   3% 
First time 44   9% Drunk driving 
Recidivist 60   6% 

* Min = 1, Max = 100. 
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Table 4 
Means (and SD) of deviation scores for all conditions in Experiment 1 
 
 Learning phase Retention test 
Condition M (SD) M (SD) 
Blocked practice schedule 7.25 (3.88) 5.48 (2.81) 
Random practice schedule 6.15 (2.17) 3.12 (1.84) 
Operational practice schedule 6.01 (2.61) 4.58 (2.41) 
Deviation scores are the absolute difference between true priority (min. 1 and max. 100) and 
participant’s estimate.   
 
 
Table 5 
The effect of cue values on the priority score in Experiment 2  

 
 
Cue value 

Use of  
weapon 

Nature  
of crime 

Information on 
perpetrator 

Priority  
score * 

Injury (10) No Firearm (0) Burglary (0) Description (0)   10 
   Known to police (8)   18 
  Violence/holdup (12) Description (0)   22 
   Known to police (8)   30 
 Firearm (4) Burglary (0) Description (0)   14 
   Known to police (8)   22 
  Violence/holdup (12) Description (0)   26 
   Known to police (8)   34 
Death (43) No Firearm (0) Burglary (0) Description (0)   43 
   Known to police (19)   62 
  Violence/holdup (29) Description (0)   72 
   Known to police (19)   91 
 Firearm (9) Burglary (0) Description (0)   52 
   Known to police (19)   71 
  Violence/holdup (29) Description (0)   81 
   Known to police (19) 100 
* Min = 1, Max = 100.  
It can be inferred from the Table how the cues interact: The first cue, condition of the victim, 
determines the effect of the other cues on the priority. The use of a firearm has more effect on the 
priority when the victim is dead (injury: +4; dead +9), and so do the use of violence (injury: +12; death: 
+29) and the fact of the perpetrator being known to the police (injury: + 8; death: + 9). 
 
 
 
Table 6 
Means (and SD) of deviation scores for the two conditions in Experiment 2 
 
 Learning phase Retention test 
Condition M (SD) M (SD) 
Blocked practice schedule 15.30 (5.70) 15.09 (6.92) 
Random practice schedule   6.89 (6.39) 10.78 (6.82) 
Deviation scores are the absolute difference between true priority (min. 1 and max. 100) and 
participant’s estimate.   
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Fig. 1. Presentation of a case, including feedback on its true priority, on the participant’s computer 
screen in Experiment 1 (translation, original in Dutch).  

Nature of the crime           Violence/holdup 

Level of damage         Light 

 

Ready Bonus: € 2.20 

Trial 12 
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Fig. 2. Presentation of a case on the participant’s computer screen in Experiment 2 (translation, original 
in Dutch). 
 


