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Abstract—We discuss the effects of the clutter on Geosynchronous SAR systems exploiting long integration times (from minutes to hours) to counteract for 2-way propagation losses and increase azimuth resolution. Only stable targets will be correctly focused whereas unstable targets will spread their energy along azimuth direction. We derive here a generic model for the spreading of the clutter energy based on the power spectral density of the clutter itself. We then assume the Billingsley Intrinsic Clutter Motion model, representing the clutter power spectrum as an exponential decay, and derive the expected GEOSAR Signal-to-Clutter Ratio. We also provide some results from a Ground Based RADAR experiment aimed at assessing the long term clutter statistics for different scenarios to complement from a Ground Based RADAR experiment aimed at assessing the long term clutter statistics for different scenarios to complement the ICM model, mainly derived for windblown trees. Finally we discuss the expected performances of two GEOSAR systems with different acquisition geometries.

I. INTRODUCTION

A Synthetic Aperture Radar placed in geosynchronous orbit (GEOSAR) was first proposed at the end of the seventies [1] [2]. Since then, several GEOSAR systems have been proposed but never implemented due to both technological constraints [3] and the presence of decorrelation sources impacting on the quality of the focused images [4]. Nevertheless the growing interest in GEOSAR systems is justified by their potential applications. In particular the daily revisit could enable the near real time monitoring of geophysical phenomena with time scales much faster than those currently observed with Low Earth Orbit SAR (LEOSAR) constellations.

GEOSAR systems exploit long integration times to increase resolution and compensate spread losses, making the scene response during the dwell time non stable. From one side the Atmospheric Phase Screen (APS), if not properly compensated, could prevent data focusing when integration time extends from several minutes to hours [5]–[7]. On the other hand the response of the targets itself can change during the dwell time. The energy of non stable targets, after focusing, will spread along azimuth direction affecting the Signal-to-Clutter Ratio (SCR) even for very stable targets such as urban and rocky areas [4].

In the present paper we neglect atmospheric effects and concentrate on the impact of the clutter decorrelation on a GEOSAR system. For short integration time SAR systems (\(< 1 \text{s}\)) the clutter is assumed stationary within the dwell time and, after focusing, impairs the detection of the targets of interest. Unlike thermal noise, the Signal-to-Clutter Ratio cannot be improved by increasing the transmitted power but only enhancing the system resolution. Ulaby and Dobson experimentally derived models for the characterization of the clutter in terms of Normalized Radar Cross Section ($\sigma_0^d$) for different classes of terrain at different grazing angles [8].

The increase of the integration time and the reduction of the wavelength in modern SAR systems, aimed at improving resolution like in Spotlight SAR [9], pose the problem of non stationary clutter, which also affects applications like Moving Target Indication [10], [11]. For this reason, non stationary clutter has been widely investigated by Billingsley, who introduced the Internal Clutter Motion (ICM) model, experimentally derived for windblown trees at different bands (from L to X) [12]. The ICM model is a good approximation of the non stationary clutter spectrum for observation times up to 1 minute. The validity of the ICM model has never been proven for longer observation times like those exploited by a GEOSAR system, which can extend to hours [13] [14].

The aim of this paper is twofold. On one hand we introduce a theoretical model for the evaluation of the expected SCR in a generic GEOSAR system. The SCR model explicitly include the effects of non stationary clutter, always neglected for standard LEOSAR systems. The new performance models can be exploited for the design of future GEOSAR missions. On the other hand we provide a preliminary assessment of the ICM model validity for long integration times exploiting a set of Ground Based RADAR acquisitions at Ku band. The analysis shows that the ICM model is not totally valid for long integration times, at least in terms of the values of the model parameters indicated by Billingsley. In any case further extensive GB RADAR campaigns should be carried out to provide a meaningful statistical characterization of the non stationary clutter over long observation times and for different classes of targets.

The paper is organized as follows. In Section II we introduce the GEOSAR concept and define the received and focused signal models. In Section III we provide a statistical description of the non stationary clutter as a Brownian motion, which can be directly related to the Billingsley ICM model. In Section IV we derive the theoretical expressions for the SCR in a generic GEOSAR system. Finally in Section V we evaluate the SCR expressions for two different GEOSAR concepts, assessing their robustness in front of the scene decorrelation.
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II. GEOSAR CONCEPTS AND SIGNAL MODELS

A. GEOSAR concepts

Two main GEOSAR concepts have been proposed in literature. The first one achieves continental coverage by means of a significant orbit inclination [2]. Integration time in the order of minutes, high power and quite large antennas are exploited to counteract for the spread losses. According to [3] road-map, such system would require 2020 technologies to be implemented.

A totally different concept, first proposed in [15], is based on a negligible orbit inclination, very low integration times and reduced requirements in terms of power and antenna size, making it suited to be hosted as an additional payload on a commercial telecommunication satellite (TeLecom COMPatiible concept).

Fig. 1 compares the two GEOSAR concepts in terms of orbit (in an Earth Fixed Reference System) and ground coverage. The continental system would allow to monitor a very large area - say from Equator to mid latitudes of both hemispheres - in a non continuous way. On the contrary the reduced orbit extension of the TLCOMP system would allow the continuous monitoring - say a low resolution image every 15 minutes - of a region located at mid latitude such as Central Europe.

<table>
<thead>
<tr>
<th>System</th>
<th>Continental</th>
<th>TLCOMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbit Inclination</td>
<td>50</td>
<td>Close to 0</td>
</tr>
<tr>
<td>Antenna diameter</td>
<td>15-30 m</td>
<td>1-3 m</td>
</tr>
<tr>
<td>Average Transmitted Power</td>
<td>3000 W</td>
<td>400 W</td>
</tr>
<tr>
<td>Velocity @ Equator</td>
<td>1100 m/s</td>
<td>5 m/s</td>
</tr>
<tr>
<td>Integration time</td>
<td>1-2 minutes</td>
<td>15 minutes - 8 hours</td>
</tr>
<tr>
<td>Revisit time</td>
<td>24 hours</td>
<td>12 hours</td>
</tr>
<tr>
<td>Implementation</td>
<td>Dedicated sensor</td>
<td>geosynchronous satellite</td>
</tr>
</tbody>
</table>

Table I provides a comparison between the main system parameters of continental and TLCOMP systems.

The acquired range compressed data are the spatially variant impulse response:

\[ d(t, \tau) = \int_{L} s(P, \tau) h_{SAR}(t, \tau; P)dP \]  

where \( L \) represents the area illuminated by the antenna main lobe and \( s(P, \tau) \) is the ground scene, assumed both spatially and temporally (during the illumination time) variant. Note that the scene dependency on the azimuth time is usually neglected in standard LEOSAR systems due to the very short dwell time. We are interested in assessing the effects of the decorrelating clutter on the reconstructed scene, assumed spatially impulsive for simplicity:

\[ s(P, \tau) = u(\tau) \delta(P - P_0) \]  

where \( u(\tau) \) is the time varying complex reflectivity of the scene. By substituting (3) in (2) we get the model of the GEOSAR received data for an impulsive decorrelating scene:

\[ d(t, \tau) = u(\tau) h_{SAR}(t, \tau; P_0) \]  

C. GEOSAR focused signal model

We assume to reconstruct the imaged scene with the time domain Back-Projection algorithm [18]. The BP integral for a generic scene location can be written as:

\[ \hat{s}(P) = \int_{T} d \left( \frac{R(\tau; P)}{2c} \right) \exp \left[ j \frac{4\pi}{\lambda} R(\tau; P) \right] d\tau \]  

where \( T \) is the considered synthetic aperture time. Substituting (4) in (5) we get:

\[ \hat{s}(P) = \int_{T} w(\tau; P_0) g \left( \frac{\Delta R(\tau; P)}{2c} \right) \exp \left( -j \frac{4\pi}{\lambda} \Delta R(\tau; P, P_0) \right) d\tau \]  

where \( \Delta R(\tau; P, P_0) = R(\tau; P) - R(\tau; P_0) \) is the range mismatch between the target location \( P_0 \) and the reconstructed scene location \( P \). The above expression assumes that the motion of the target is confined within a range resolution cell so that no energy spreading along range occurs. This
is reasonable for the natural targets (like cultivated fields or forests) we are interested in. Furthermore, considering the GEOSAR critical velocity defined in (12), the Doppler induced delay (or range shift) after pulse compression is small compared to the range resolution and has been neglected.

We now refer to the simplified geometry in Fig. 2 where the y-axis is aligned with azimuth direction. By approximating the range mismatch with a first-order Taylor expansion, we can write (6) as:

$$\hat{s}(y; R_0) = \int_T w(\tau, y; R_0) u(\tau) \exp \left(-j2\pi \frac{2yv}{R_0 \lambda} \tau \right) d\tau$$

(7)

where $R_0$ is the slant range and we have assumed:

$$g \left( \frac{\Delta R(\tau; P)}{2c} \right) \approx 1$$

(8)

The previous expression can be evaluated as a Fourier Transform and the reconstructed scene is:

$$\hat{s}(y; R_0) = W \left( \frac{2v}{R_0 \lambda} y \right) * U \left( \frac{2v}{R_0 \lambda} y \right)$$

(9)

where $W$ is the GEOSAR system nominal IRF including acquisition and focusing, $U$ is the spectrum of the time-varying target reflectivity and $*$ represents the convolution operator w.r.t. the azimuth coordinate $y$. We can rewrite (9) as:

$$\hat{s}(f_d) = W(f_d) * U(f_d)$$

(10)

where $f_d = \frac{2v}{R_0 \lambda}$ is the system Doppler frequency.

The result of the above convolution strongly depends on the spectral width of $W$ and $U$. In case $U$ is significantly narrower than $W$ we get the nominal IRF of the system. In case the width of $W$ and $U$ are of the same order of magnitude the result of the convolution cannot be easily modeled. This is the typical case of APS decorrelation [19]. Finally, in case $W$ is significantly narrower than $U$, we can assume that the system IRF is impulsive w.r.t. the clutter spectrum and we get:

$$\hat{s}(f_d) = A \cdot U(f_d)$$

(11)

where $A = \int W(f_d) df_d$ is an amplitude term which will be neglected in the following derivation. The above assumption depends on the velocity of the imaged clutter compared with the Doppler bandwidth of the system. We define a critical clutter velocity $v_c$, representing the threshold above which the frozen clutter assumption is no longer valid:

$$v_c = \frac{v_{\rho_{\text{az}}}}{R_0}$$

(12)

where $\rho_{\text{az}}$ is the system azimuth resolution. Assuming an azimuth resolution of 10 m the critical velocity is around $10^{-6}$ m/s for a regional GEOSAR system; around $10^{-3}$ m/s for a continental GEOSAR system and around 0.1 m/s for a LEOSAR system. From the above considerations every moving target in the scene can be assumed as decorrelating clutter for a GEOSAR system and modeled as in (11).
III. DECORRELATING CLUTTER

A. Windblown clutter model

The content of a resolution cell during a long observation time can be modeled as a large set of independent elementary scatterers, some of them affected by Brownian motion. The radar echoes from such resolution cell can be expressed as:

\[ u(\tau) = \sqrt{\alpha} + \sqrt{1-\alpha} \sum_{n} a_n \exp \left[-\frac{4\pi}{\lambda} x_n(\tau) \right] \]  \hfill (13)

where \( \alpha \) is a coefficient representing the fraction of power from the stable scatterers, \( a_n \) is the complex reflectivity of each scatterer and the stochastic variable \( x_n(\tau) \) is the target displacement along the radar line of sight, modeled as a Brownian motion process whose value at a given time instant \( \tau \) is distributed as \( N(0, \sigma^2_{x,n,\tau}) \). For simplicity we have assumed, with no impacts on the generality of the proposed model, that the stable targets component is real. The motion variance \( \sigma^2_{x,n} \) depends on several factors including the scatterer nature (e.g. tree leaves are expected to have higher variance than tree branches), the season, the weather (especially local wind conditions) and even the time of the day. We assume here small values of \( \sigma^2_{x,n} \) so that the displacement of a scatterer during the observation time is much lower than the resolution cell. This also means that for short time intervals the returns from the same scatterer can be correlated since the displacement values will be of the same order or even smaller than the wavelength.

The auto-correlation function of the sole time varying component of \( u(\tau) \) is:

\[ R_u(\xi; a_n, x_n) = E \left[ \sum_n |a_n|^2 \int \exp \left[-\frac{4\pi}{\lambda} \Delta x_n(\xi) \right] d\tau \right] \]  \hfill (14)

where we have neglected the constant \( (1-\alpha) \) term and exploited the weak stationarity of the scatterers motion processes and their statistical independence. By exploiting the relationship \( E[\exp(j\phi)] = \exp(-\sigma^2_\phi/2) \) we can rewrite (14) as:

\[ R_u(\xi; a_n, \sigma^2_{x,n}) = \sum_n |a_n|^2 \exp \left[-\left(\frac{4\pi}{\lambda}\right)^2 \frac{\sigma^2_{x,n}}{2} \xi \right] \]  \hfill (15)

By assuming that the complex reflectivity \( a_n \) is a set of zero mean, independent random variables with \( E[|a_n|^2] = P_c \), the auto-correlation function can be written as:

\[ R_u(\xi) = E_{(a_n)} \{ R_u(\xi; a_n, \sigma^2_{x,n}) \} = P_c \int \exp \left[-\left(\frac{4\pi}{\lambda}\right)^2 \frac{\sigma^2_{x,n}}{2} \xi \right] f(\sigma^2_{x,n}) d\sigma^2_{x,n} \]  \hfill (16)

where \( f(\sigma^2_{x,n}) \) is the probability density function of the Brownian motion variance. Finally the clutter power spectrum can be written as:

\[ |U(f_d)|^2 = \alpha \delta(f_d) + (1-\alpha) F \{ R_u(\xi) \} \]  \hfill (17)

The previous expression is quite generic and can lead to different clutter power spectrum models such as Gaussian or Power Law. Billingsley showed both experimentally [12] and theoretically [20] that the power spectrum of windblown clutter can be approximated with an exponential decay at near grazing incidence and over short integration times. The clutter power spectrum according to Billingsley ICM model can be represented as:

\[ |U(f_d)|^2 = \frac{r}{r+1} \delta(f_d) + \frac{1}{r+1} S_u(f_d) \]  \hfill (18)

where \( r \) is the ratio of dc power to ac power in the spectrum and the spectral components of the time varying clutter show an exponential decay w.r.t. to the frequency:

\[ S_u(f_d) = \frac{\beta^2}{4} \exp \left(-\frac{\beta^2}{2} |f_d| \right) \]  \hfill (19)

where \( \beta \) is the exponential shape parameter providing the decay rate and \( \int |U(f_d)|^2 df_d = 1 \). Note that (18) and (19) can also be expressed in terms of Doppler velocity \( v_d \) instead of Doppler frequency \( f_d \) according to the well known relationship \( f_d = v_d/\lambda \). Fig. 3 shows the typical triangular shape (in logarithmic scale) of the windblown clutter power spectrum. Three different components can be identified: a fast decorrelating component originated by the tails of the exponential spectrum folding back in base band due to the system sampling. The slow diffuse component fits the power law. The mid-long term coherent component is the stable part.

B. Experimental verification of clutter model

The ICM model was experimentally derived for windblown trees at near grazing incidence angles over short integration times (lower than 1 minute). Measurements were performed at different bands from L to X. From his measurement campaigns Billingsley provided an empirical relationship between the
Wind speed during different wind conditions measured under different Billingsley experiments [12].

<table>
<thead>
<tr>
<th>Wind</th>
<th>Wind speed [m/s]</th>
<th>Decay Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light air</td>
<td>1-3</td>
<td>7</td>
</tr>
<tr>
<td>Breezy</td>
<td>3-7</td>
<td>8</td>
</tr>
<tr>
<td>Windy</td>
<td>7-15</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Typical exponential decay $\beta$ values measured under different wind conditions during Billingsley experiments [12].

\[
\beta = 140.7 w^{-1.55} f_c^{-1.21}
\]

For the exponential decay rate the values reported in Table II were measured under different wind conditions.

The ICM model is particularly suited for the GEOSAR continental system whose integration time is of the same order of magnitude. On the contrary for the regional system the integration time can be much longer (up to hours for high resolution applications). For this reason a Ground Based RADAR experiment was designed to assess clutter long term statistics. The experiment was performed with a portable RADAR interferometer working in Ku band (not included in Billingsley measurement campaigns) [21]. Fig. 4 shows a geocoded image of one of the monitored scenarios (rural environment close to Bern). The 4 targets indicated refer to the 4 spectra shown in Fig. 5. T1 is an urban target, T2 is a target from a cultivated area, T3 is from a wood and T4 is located on the edge between a small village and a field. Two different acquisition modes are exploited:

- **Scanning Atmosphere Mode (SAM):** repeated scans of the same area with short temporal baseline (less than 3 minutes) are performed. A stack of interferometric images is obtained for each measurement campaign.
- **Fixed Clutter Mode (FCM):** configuration based on Billingsley measurement campaigns. The instrument transmits and receives along a fixed direction for about one minute then changes the looking direction and the measurement is repeated. Acquisition parameters are quite different from Billingsley set-up since we are mainly interested to the quasi-DC region (few Hz) which is the most critical for a regional GEOSAR system. For this reason the acquisition PRF is lower than the one used during Billingsley campaigns.

DC/AC ratio $r$, the carrier frequency $f_c$ [GHz] and the wind speed $w$ [m/s]:

\[
r = 140.7 w^{-1.55} f_c^{-1.21}
\]

Fig. 5. Measured power spectrum (blue line) and corresponding Billingsley model fit (red line) for the four targets indicated in Fig. 4. The fitted model parameter values have been reported. The bottom left target was fitted with a Gaussian model instead of the ICM model. The wind speed during the considered acquisition campaign was low with a maximum speed of about 3 m/s.

FCM data have been exploited to derive the ICM model parameters for the different classes of imaged targets (ICM model mainly refers to forest) at Ku band. A Minimum Least Square fit of Billingsley model was implemented [22]. Fig. 5 shows a few samples of the measured power spectra (blue line) and of the corresponding fits (red line) for the 4 targets indicated in Fig. 4. The top left target (T1) is a coherent urban target with a good DC component and a flat spectrum (white noise) outside the DC portion. The top right target (T2) is from a cultivated area with moderate DC/AC ratio and quite high value of $\beta$. The bottom left target (T3) is from a wood with low DC/AC ratio and even higher value of $\beta$. Finally the bottom right target (T4) is not well identified (it is located on the edge between a small village and a cultivated area) and shows an unexpected spectral shape which cannot be fitted with the ICM model but has a good agreement with the Gaussian function represented with the red line. Fig. 6 shows the distribution of the fitted $r$ parameter for three acquisition performed in Bern on October 2013 (left) and May 2014 (center) and in Lugano on September 2014 (right). The red box indicates the range of expected values for wind-blown trees, calculated at Ku band according to (20) for wind speeds between 1 m/s and 5 m/s. The measured values cover a much wider range from -20 dB up to 40 dB, due to the variety of targets observed in the scene and to the variability of the parameter during the 24 hours campaigns. Fig. 7 shows the evolution of $r$ parameter versus time of the day for the same acquisitions considered in Fig. 6 (Blue: Bern November; red: Bern May; green: Lugano September). The DC/AC trends were realigned over a common time axis spanning 24 hours from the midnight. The starting time of each 24 hours campaign is indicated by the corresponding arrow. A day/night trend can be noticed with a maximum of DC/AC ratio during the night and a minimum during the day, in particular for the November acquisition close to Bern.

The data from SAM acquisitions, after APS compensation,
are exploited to retrieve the clutter long term statistics. APS estimation was performed through the coherent processing of a stack of interferometric images to identify Permanent Scatterers as described in [23]. Of course a residual APS variation, in particular over daytime images, could impact on the derived clutter statistics. This problem will also affect the GEOSAR systems, in particular the regional concept, where APS estimation and compensation will be a fundamental processing step. In any case note that APS characteristics in the considered GB-RADAR data are quite severe due to the very short wavelength and the fact that the wave propagation occurs entirely within the lower part of the troposphere where APS fluctuations are more relevant. For this reason the APS conditions for the GEOSAR systems are expected to be more favorable.

**Fig. 8** shows, on the left, the coherence matrix calculated for a rural portion of the Bern scenario. A drop of the coherence in the day-time, in agreement with the \( r \) parameter measurements reported above, can be observed. The coherence drop is much higher than the expected behavior according to Billingsley measurement campaigns for small wind conditions (from available weather information the wind was weak during the whole acquisition), indicated by the red box on the colorbar of the image. The red-box values have been derived according to the asymptotic value of the cross correlation derived by inverse transforming the Billingsley spectrum for \( \gamma (t \to \infty) \) (see Appendix):

\[
\gamma = \gamma_0 \frac{r}{1 + r}
\]  

where \( \gamma_0 \) is the maximum scene coherence limited by all decorrelation contributions (thermal noise, volumetric decorrelation, ...). The drop in the coherence is probably due to the rise of the sun on the scene, warming and drying the surface of the targets and locally changing the humidity of the air [24], [25].

**Fig. 8** shows, on the right, the coherence variation w.r.t. time during the night (blue line) and during the day (red line). The decorrelation process clearly shows two different time constants, represented by the intersection of the dotted lines in the plot (initial coherence transition) with 0. During the night the coherence slowly decreases and would require more than 24 hours to drop to 0. This is not possible since at dawn the characteristics of the scene suddenly change (abrupt transition in the coherence matrix around 8 AM). During the day the coherence decrease is much faster and the time constant is less than 2 hours.

The different day/night characteristics of the imaged scene shall be considered when planning the acquisitions of a GEOSAR system. In particular the night acquisitions should be preferred to obtain better quality images. Of course GEOSAR imaging during daytime is still possible during winter and for areas with cloud cover or located at high latitudes where sun effect is less relevant. In Appendix we provide a comparison between the short term decorrelation model proposed by Billingsley and the long term decorrelation models considered for space-born SAR acquisitions.

**IV. GEOSAR SIGNAL-TO-CLUTTER RATIO MODEL**

A. SCR model in focused GEOSAR image

We want to define a model for the azimuth spreading of the decorrelating clutter energy in a focused GEOSAR image. The decorrelating clutter is a random process and the expected value of the clutter energy throughout the focused scene can be evaluated from (11) as:

\[
E_c (f_d) = E \{ | \hat{s} (f_d) |^2 \} = TS_u (f_d)
\]  

(22)

where \( S_u \) is the power spectrum of the random process modeling the clutter. We can now substitute the ICM power...
spectrum model in (22) and write the expected amount of energy within the focused image for a generic Billingsley-like target located at \( y_0 \):

\[
E_c(y - y_0) = E_{dc}(y - y_0) + E_{ac}(y - y_0)
\]  

(23)

where:

\[
E_{dc}(\Delta y) = \frac{r}{r + 1} \left[ W \left( \frac{2n \Delta y}{R_0 \lambda} \right) \right]^2
\]  

(24)

\[
E_{ac}(\Delta y) = \frac{T}{(r + 1)} \left[ \frac{\beta \lambda}{4} \exp \left( -\frac{v \beta |\Delta y|}{R_0} \right) + C_{alias} \right]
\]  

(25)

We have defined the azimuth distance \( \Delta y = y - y_0 \) and the term \( C_{alias} \), accounting for the clutter power at high frequencies folding back in baseband due to the sampled SAR acquisition (fast decorrelating components in Fig. 3). In particular the total power folding back, after range compression, is included between PRF and the inverse of the pulse length \( T_C \):

\[
C_{alias} = \frac{2 \int_{1/2 PRF}^{1/2 T_C} S_a(f_d)df_d}{f_{PRF} \int_{PRF}^{T_C} f_{PRF}}
\]  

(26)

\[
= \exp \left( -\frac{\beta \lambda}{4} \frac{PRF}{4} \right) - \exp \left( -\frac{\beta \lambda}{4} \frac{T_C}{4} \right)
\]

Note that the higher the system duty cycle, the lower the alias level since \( T_C \rightarrow \frac{1}{f_{PRF}} \). Fig. 9 shows the average azimuth energy profile for a set of simulated Billingsley-like targets (blue line) compared with the provided decay model (red line). The plot on the left refers to a regional GEOSAR system (\( T = 900 \text{s}, \; PRF = 10 \text{Hz}, \; v = 5 \text{m/s} \)) while the plot on the right refers to a continental GEOSAR system (\( T = 20 \text{s}, \; PRF = 150 \text{Hz}, \; v = 1500 \text{m/s} \)). X-band systems were considered in moderate wind conditions according to (20) and Table II (\( w = 10 \text{m/s}, \; r = -6 \text{dB}, \; \beta = 5.5 \)). Note that due to the different acquisition parameters the energy profile is almost flat for the regional system whereas a decay rate of about 0.5 dB/km can be observed for the continental system.

Billingsley ICM model can be exploited to evaluate the expected performances of a GEOSAR system in terms of Signal-to-Clutter Ratio, defined as the ratio between the power of the coherent signal and the power of the decorrelating clutter within the focused scene. The decorrelating clutter power in a generic position of the focused scene is the integral over the whole antenna azimuth beam footprint \( D \) of the stochastic part of the clutter power spectrum:

\[
P_C = \rho_{rg} \int_D \sigma^0(\Delta y) E_{ac}(\Delta y; r(\Delta y), \beta(\Delta y)) d\Delta y
\]  

(27)

where \( \rho_{rg} \) is the range resolution cell and the clutter parameters \((\sigma^0, r, \beta)\) depend on the azimuth location. The above equation is quite general and, provided that we have a complete characterization of the clutter of the imaged scene, would enable retrieving the expected clutter power for every pixel of the focused image. This is of course not possible for real scenarios even though, exploiting land classification maps and available radiometric information from other missions, an approximate estimation of expected decorrelating clutter nuisance could be obtained. In this paper we define simplified scene models for a preliminary evaluation of the expected GEOSAR performances.

B. Homogeneous scenario

The easiest model we assume is a distributed scenario made of homogeneous clutter in terms of both Normalized Radar Cross Section \((\sigma^0)\) and Billingsley model parameters \((r, \beta)\). The coherent signal level is the integral over the azimuth resolution cell of the deterministic part of the clutter power spectrum:

\[
P_S = \sigma^0 \rho_{rg} \int_{\rho_{az}} E_{dc}(\Delta y) d\Delta y = \sigma^0 \rho_{rg} \rho_{az} \frac{r}{r + 1} T^2
\]  

(28)

The clutter level evaluated at the center of the focused scene is the integral of the stochastic part of the clutter power spectrum over the antenna azimuth footprint \( D \):

\[
P_C = \sigma^0 \rho_{rg} \int_D E_{ac}(\Delta y) d\Delta y
\]  

\[
= \sigma^0 \rho_{rg} \frac{T}{r + 1} \left[ \int_D \frac{\beta \lambda}{4} \exp \left( -\frac{v \beta |\Delta y|}{R_0} \right) + C_{alias} \right] d\Delta y
\]  

\[
= \sigma^0 \rho_{rg} \frac{T}{r + 1} \left\{ \frac{R_0 \lambda}{2v} \left[ 1 - \exp \left( -\frac{v \beta D}{2R_0} \right) \right] + DC_{alias} \right\}
\]  

(29)

The expected SCR is then:

\[
SCR = \frac{P_S}{P_C} = \frac{\rho_{az} r T}{R_0 \lambda \left[ 1 - \exp \left( -\frac{v \beta D}{2R_0} \right) \right] + DC_{alias}}
\]  

(30)

\[
= \frac{1 - \exp \left( -\frac{v \beta \lambda}{2L_{ant}} \right) + \frac{2v \lambda}{\lambda \lambda} C_{alias}}{\frac{R_0 \lambda}{2v} \left[ 1 - \exp \left( -\frac{v \beta D}{2R_0} \right) \right] + DC_{alias}}
\]

where we substituted \( \rho_{az} = \frac{\lambda}{2\pi} R_0 \) and \( D = \frac{\lambda}{\lambda \lambda} R_0 \), where \( L_{ant} \) is the equivalent antenna length.

C. Non-homogeneous scenario

The case of a non-homogeneous scenario is also to be considered. The energy of decorrelating clutter, spreading through the focused image, is a further noise source even for stable targets. We assume here the worst case scenario, pictorially illustrated in Fig. 10, made of a region of stable targets (e.g. a city) at the center of the antenna beam surrounded by
decorrelating clutter (e.g. a forest). The power of the coherent distributed targets is:

$$P_S = \rho_{rg} \rho_{az} \sigma_0^0 T^2$$  \hspace{1cm} (31)

where $\sigma_0^0$ is the NRCS of the coherent target. The clutter power level at the center of the stable region whose extent is a fraction $\alpha$ ($0 \geq \alpha \geq 1$) of the antenna beam width $D$ is:

$$P_C = 2\sigma_c^0 \rho_{rg} \int_D^{D+1} E_{ac} (\Delta y) d\Delta y$$ \hspace{1cm} (32)

where $\sigma_c^0$ is the NRCS of the decorrelating clutter. After some algebra the inverse of the SCR can be written as:

$$\text{SCR}^{-1} = \frac{P_C}{P_S} = \frac{\sigma_0^0}{\sigma_0^0 (r+1)} \frac{2v (1-\alpha)}{L_{ant}} C_{alias}$$ \hspace{1cm} (33)

$$+ \frac{\sigma_c^0}{\sigma_c^0 (r+1)} \left[ \exp \left( -\frac{v \beta \alpha \lambda}{2L_{ant}} \right) - \exp \left( -\frac{v \beta \lambda}{2L_{ant}} \right) \right]$$

By approximating the exponential terms with the Taylor expansion we can rewrite (33) in a compact way:

$$\text{SCR}^{-1} = \frac{\sigma_0^0}{\sigma_c^0} \left( 1 - \frac{1}{r+1} \right) \frac{(\frac{\beta \lambda}{T} + C_{alias})}{L_{ant}} \frac{2v}{r+1}$$ \hspace{1cm} (34)

Three terms can be noticed: the first represents the contrast between the reflectivity of clutter and targets, the second depends on the nature of the clutter and the third is system dependent. The previous expression allows to understand which is the main source of clutter in a GEOSAR system. It is clear that the clutter power is lower than 1 the system is clutter limited.

V. GEOSAR CASE STUDIES

The SCR models from Section IV allows to derive the expected performances for a GEOSAR system. In this section we provide a preliminary performance assessment for the main GEOSAR concepts. The calculations are based on the Billingsley ICM model for both the systems even though, as shown in Section III-B, there is little evidence that the model can be exploited as it is, especially for a TLCOMP system with very long integration times. Nevertheless for a complete statistical characterization of the clutter decorrelation over long observation times the processing of large amounts of data acquired at different bands, seasons, weather conditions and locations would be required. This task is outside the purpose of the present paper and the provided performances offer, in any case, a preliminary indication of the potential issues to be tackled during the design of a GEOSAR system.

A. GEOSAR continental system

The integration time for a continental system goes from seconds to few minutes and the ICM model is a reasonable approximation of the decorrelating clutter. In particular the main source of clutter will be the windblown trees since other classes of targets are expected to have higher decorrelation times. For such system we can also exploit the experimental relationships between wind and model parameters in (20) and Table II.

Fig. 11 shows the SCR evaluated from (30) as a function of wind speed and carrier frequency for a GEOSAR continental system ($v = 2600$ m/s, $f_{PRF} = 200$ Hz, $L_{ant} = 20$ m). For clarity the 0 dB contour has been highlighted with the black line. The image refers to a homogeneous forest. Only at L-band the SCR is good for every wind condition. The SCR level can be improved by reducing the azimuth resolution of the image through pre-summing of the raw data (corresponding to a virtual increase of the antenna size). By imposing an objective SCR of 0 dB it is possible to derive the system's minimum azimuth resolution over a forest as:

$$\rho_{az} = \min \left( -\frac{\lambda v \beta}{4 \log (1-r)} \frac{\lambda T_0 R_0}{2 v_{ground}} \right)$$ \hspace{1cm} (35)

The first term of (35) has been derived from (30), neglecting the $C_{alias}$ term which is very small for a continental system due to the high PRF. The second term is a lower bound for $\rho_{az}$ reached when the system integration time is of the same order of magnitude of the clutter decorrelation time $\tau_0$. Fig. 12 shows the best achievable azimuth resolution as a function of wind speed and carrier frequency. A clutter decorrelation time of about 3 s was assumed. Three different behaviors can be noticed:
Fig. 12. Best azimuth resolution for a GEOSAR continental system over a forest as a function of wind velocity and carrier frequency.

- **Antenna limited resolution**: the resolution does not depend on wind speed but on the physical dimension of the antenna $\rho_{az} = L_{\text{ant}}/2$.
- **Wind limited resolution**: the resolution deteriorates at the increase of wind speed.
- **Time limited resolution**: the resolution does not depend on wind speed but on the clutter decorrelation time. In this case the frozen clutter assumption is valid and the standard clutter models [8] can be applied.

B. GEOSAR regional system

The regional GEOSAR system is characterized by long integration times from several minutes to hours. The applicability of Billingsley ICM model is then subject to the stationarity of the decorrelation process which in turn will depend on the acquisition conditions (e.g. weather, time of the day, ...). Furthermore in such long integration time even targets different from trees (grass, cultivated fields, ...) can decorrelate introducing further sources of noise. The results shown in this section provide in any case a preliminary assessment of the performances of a regional GEOSAR system in presence of clutter decorrelation. Fig. 13 shows the SCR evaluated from (30) as a function of wind speed and carrier frequency for a GEOSAR regional system ($v = 5\, \text{m/s}, f_{\text{PRF}} = 35\, \text{Hz}, L_{\text{ant}} = 3\, \text{m}$). For clarity the 0 dB contour has been highlighted with the black line. The image refers to a homogeneous scene of wind-blown trees. The performances are better than the continental case since only for very strong wind conditions the SCR is lower than 0 for carrier frequencies higher than 10 GHz. The acquisition configuration of the regional GEOSAR system is indeed favorable to clutter noise mitigation thanks to the small ratio between targets and system Doppler bandwidths, resulting in part of the clutter energy spreading outside the focused scene.

The performances of Fig. 13 should improve for a non homogeneous scenario where a certain fraction of Permanent Scatterers is present. To assess the effects of clutter over a real scenario we performed the reconditioning of LEOSAR data into a regional GEOSAR demo product. The original dataset was a stack of COSMO-SkyMed data over Milano (X-band) which was exploited to identify the PS within the scene. All other targets were assumed to decorrelate during the long integration time. In particular a fraction of the power of such targets was not changed (DC part) and the remaining fraction of power was spread through the focused image (AC part). The DC/AC ratio was evaluated according to (20) for a wind speed of 5 m/s corresponding to $r = -3.6$ dB. According to the available wind statistics for Milano Linate (derived for power generation purposes), the wind speed in Milano is for the 95% of the time lower than the considered one, as reported in the wind velocity cumulative distribution function in Fig. 14.

Fig. 15 shows a detail of the original COSMO-SkyMed product used for the reconditioning operation. The performed reconditioning steps have been: the change of resolution according to the expected GEOSAR values ($\rho_{az} = 10\, \text{m}, \rho_{rg} = 5\, \text{m}$); the separation of PS from non stable targets exploiting the stack of original LEOSAR data and finally the introduction of the clutter decorrelation according to Billingsley ICM model parameters. In particular the final image has been obtained.
as the sum of three different components: the PS component unmodified by the processing, the stable clutter component reduced of a fraction of power proportional to Billingsley DC part and the decorrelating clutter reduced of a fraction of power proportional to Billingsley AC part and affected by decorrelation. The decorrelation was introduced by applying to the signal spectrum a phase noise with the same spectral characteristics of ICM model. Fig. 16 shows the results of the processing. The radiometric quality of the GEOSAR demo product is clearly worse than the original COSMO-SkyMed product. The impact of the clutter decorrelation on the image was evaluated by calculating the Signal-to-Clutter Ratio map, represented in Fig. 17. Most of the SCR values are included in the range 0-5 dB but lower values can be found for particularly dark areas while higher values indicate the presence of very bright man-made urban targets.

VI. CONCLUSION

The paper analyzes the issue of scene decorrelation for Geosynchronous SAR systems exploiting long integration times to achieve high resolution and good SNR. The decorrelating clutter energy spreads throughout the focused scene impacting the quality of the focused images. We have derived a theoretical model for the clutter energy spreading based upon the power spectrum of the stochastic process representing the decorrelation.

The Billingsley Intrinsic Clutter Motion model is a widely accepted way to represent the clutter power spectrum with an exponential decay of the clutter energy. By exploiting such model we have derived the expected performances for a GEOSAR system in terms of Signal-to-Clutter Ratio. The provided models can be exploited to design GEOSAR systems robust in front of the clutter decorrelation issue. Furthermore we have presented the preliminary results from a set of GB-RADAR measurement campaigns aimed at extending the validity of ICM model, which is mainly valid for short observation times and for windblown trees. The preliminary analysis shows exponential decay rates much higher than those measured by Billingsley. Furthermore we observed that, at least in Ku band, an important source of decorrelation for almost every target is the sun. The acquisitions performed during the day show DC/AC ratio values lower (up to 15 dB) than those measured during night acquisitions. This would lead to prefer night acquisitions for a GEOSAR system working in X or Ku band, at least during summer period and for mid latitude regions.

The derived performance models were finally evaluated for two different GEOSAR concepts. The continental system characterized by high sensor velocity could experience some problems in imaging densely vegetated areas. Only reducing azimuth resolution (by pre-summing of raw data) would allow
to obtain good quality images. On the contrary the regional GEOSAR system is more robust to clutter decorrelation thanks to the reduced sensor velocity, resulting in a small scene bandwidth with respect to the system PRF. In any case further analysis on the long term clutter statistics are required for the TLCOMP GEOSAR concept in order to properly account for the long integration time required by this system.

APPENDIX A

TARGETS DECORRELATION MODELS COMPARISON

The coherence between two SAR data \( x(t) \) separated by a time interval \( \Delta \) is defined as:

\[
\gamma = \frac{E[x(t)x^*(t+\Delta)]}{\sqrt{E[|x(t)|^2]E[|x^*(t+\Delta)|^2]}} = \frac{E[x(t)x^*(t+\Delta)]}{P_x r_x(\Delta)}
\]

This expression can be related to the ICM model by evaluating the autocorrelation of the clutter power spectral density (18):

\[
r_x(t) = \frac{1}{r+1} \left( 1 + \frac{1}{1 + \left( \frac{4\pi t}{\lambda^2} \right)^2} \right)
\]

where, as expected, the coherence is unitary for the parameters of the ICM model:

\[
\gamma(\Delta) = \frac{1}{r+1} \left( 1 + \frac{1}{1 + \left( \frac{4\pi \Delta}{\lambda^2} \right)^2 + r} \right)
\]

where, as expected, the coherence is unitary for \( \Delta = 0 \) while \( \gamma(\Delta \to \infty) = \frac{1}{r+1} \). The DC/AC parameter defines the long term coherence, whereas the \( \beta \) parameter describes the short term behavior. The long term coherence will be affected by acquisition conditions changes (e.g. wind or day/night).

The DC/AC long term variations can be described exploiting the models usually assumed for SAR acquisitions. The first model, valid for long observation times, is [26]:

\[
\gamma(\Delta t) = \exp\left(-\Delta t \frac{\tau}{\tau^2} \right)
\]

\[
\tau = \frac{\lambda}{4\pi\sigma_d}
\]

derived assuming Brownian motion, that is the displacements randomly change with stationary Gaussian increments distributed as \( N(0, \sigma_d) \). A second model, similar to the first but assuming stationary Brownian motion in increments of velocity (acceleration) is [27]:

\[
\gamma(\Delta t) = \exp\left(-\left(\Delta t \frac{\tau}{\tau^2} \right)^2 \right)
\]

\[
\tau = \frac{\lambda}{4\pi\sigma_v}
\]

where \( \sigma_v \) is the standard deviation of the velocity increments.

Please note that the models have been empirically derived exploiting spaceborne stacks of interferometric images, with revisited time of days, whereas in GEOSAR we are interested in decorrelation times of hours. For this reason, the available GB-RADAR campaigns should be further exploited to derive a model linking the short term decorrelation described by Billingsley with the long term models derived from spaceborne SAR.
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