
Software agents as a versatile simulation tool to model complex
systems

FILIPPO NERI
University of Naples ”Federico II”

Department of Informatics and System Science
via Claudio 21, 80125 Napoli (NA)

ITALY
filipponeri@yahoo.com http://www.docenti.unina.it/

Abstract: In the paper we will describe how the software agent paradigm can be a powerful and versatile simula-
tion tool to model and study complex systems. Software agents allow to approximate the behaviour of complex
systems under several scenario conditions. In some cases, software agents can also be used to approximate solu-
tions to difficult problems occurring in complex systems. To support our position, we will introduce two different
domains: consumer decisions in fast moving consumers goods and mobile telecom network management appli-
cations. Finally we will show how a software agent modeling approach could be used to study their behaviour in
various scenarios.
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1 Introduction to the simulation of
complex systems

Software agent paradigm can be a powerful and ver-
satile simulation tool to model and study complex
systems, allowing to fast prototype approximate so-
lutions to difficult problems and to easily select which
ones to take forward at the deployment stage. To sup-
port our position, we will introduce two different do-
mains: consumer decisions in fast moving consumers
goods and mobile telecom network management ap-
plications. Then we will shows two interesting re-
search problems faced today by the experts in those
fields. And we will show how a software agent mod-
eling approach could be used to increase the under-
standing of the problems, their modelization, and the
proposal of alternative solutions. In particular, in this
paper we expand our ideas initially exposed as an in-
vited talk in one of WSEAS conferences [12] and,
we begin by describing how an agent based tool for
analysing markets behaviour, under several rate of in-
formation diffusion, can be developed. This method-
ology has allowed for the study of tradeoffs among
several variables of information like product adver-
tisement efforts, consumers’ memory span, and pass-
ing word among friends in determining market shares.

In addition, concerning a mobile telecom domain,
we will propose how to use software agent simula-
tion to study the impact of moving from a central-

ized network management architecture toward a dis-
tributed one, where each network management appli-
cation consists of a controller part and a set of dis-
tributed parts running on the individual network ele-
ments.

2 Simulating a consumer market
The diffusion of an Internet based economy, that in-
cludes even the less valuable transactions, is day by
day more evident. The existing information infras-
tructure has allowed the exploitation of new methods
to contract the purchases of goods and services, the
most notable of which is probably the agent mediated
electronic commerce [8, 11]. In this economy, au-
tonomous agents become the building block for devel-
oping electronic market places or for comparing offers
across several seller’s websites (shopbots) [11, 15].
Our aim is to develop an agent-based market place
to qualitatively simulate the diffusion of products’
awareness across the Internet and its impact on cus-
tomer choices. As many commercial scenarios could
be selected, we chose to investigate a simple commer-
cial interaction. Different groups of consumers have
to choose one product between a set of perfect sub-
stitutes that differ in price, advertised lifestyle asso-
ciated with the product and the advertising effort to
initially penetrate the market. Our objective is the to
understand how a sequence of repeated purchases is
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affected by the trade off among the previous variables,
the consumers’ desires and limits, and the diffusion of
the awareness about the existing products. The ulti-
mate goal would be to capture the common experience
of choosing, for instance, among alternative brands of
Italian Pasta packages displayed in the webpage or on
the physical shelf of our grocery store.

Some researchers take a very long term view
about the ecommerce phenomena envisioning
economies of shopbots [8, 11, 15]. We try to capture
the commercial phenomena in more near future where
customers are human beings with their intrinsic limit
in information processing, having the need to trust the
bought product and to feel supported, and reassured
about their purchasing choice as their best possible
choice. We share, however, with Kephart et al. the
desire to analyse and understand how the information
flow can affect such economy. Academics in business
schools already report preliminary studies of these
situations. For instance, Lynch and Ariely [6] try
to understand the factors behind purchases made
in a real world experiment of wine selling across
different retailers’ websites and Brynjolfsson et al.
[16] discuss which factors seems to be more likely
to impact the consumer choices in the electronic
market place. To further extend our work, a more
sophisticated approach to modelling the electronic
market place may have to be selected in order to
take into account negotiation protocols or virtual
organisation formation as, for instance, described in
[14] or to account for additional brokering agents as
described in [17].

3 The Virtual Market Place
The architecture of the agent based virtual market
place is quite simple: one purchaising round after
the other, groups of consumers, modelled as soft-
ware agents, select which product to buy accord-
ing to their internal status. The internal status takes
into account the consumers’ preferences for a prod-
uct and her awareness about the product’s benefits and
image. This process based description of the buy-
ing experience matches what most people experience
when selecting among alternative wholemeal breads
or milk chocolate bars at the local grocery store [2].
In the simulator we represent both products and con-
sumers as software agents. A product is a collection
of an identifier, a price, an effort to describe its fea-
tures/benefits on the package, an effort to bound the
product to the image of a lifestyle (brand) and an ini-
tial advertisement effort to penetrate the market. It
is important to note that the scope of this work is to
consider products that are substitute one for the others

but differ in price or other characteristics. The idea to
model products as software agents is new.

A consumer is a (software) agent operating on
the market and driven in her purchases by a target
price, a need for understanding the product benefits,
the lifestyle conveyed by the product brand, and the
initial marketing effort put into placing the product
in the market. The consumer can remember only
a constant number of products (memory limit) for a
constant number of rounds (memory duration), and
she may share with her friends her opinion about the
known products. It is worthwhile to stress that the
memory span limits the consumer awareness of the
available products. For instance, if a consumer had a
memory limit of 3, she would be aware of 3 products
at most and she would make her choice only among
those three products. A consumer will not remember
a product, if its memory has already reached its limit,
unless it is better of an already known product thus
replacing it. However, round after round, consumers
talk to each other and they may review their opin-
ions about the products by updating their set of known
products. Our interest lays in forecasting the product
market shares (percentage of bought products) on the
basis on the previous factors. In order to evaluate the
feasibility of our approach, we developed from scratch
a basic version of the market place simulator and per-
formed some experimentation under constrained con-
ditions.

In the following the detailed descriptions of both
the simulator’s architecture and the experimental set-
ting is described. In the simulator, each product is
defined by an identifier (Id), a selling price (Price),
an effort in describing its benefits on its package, an
effort to convey a lifestyle (image), and an effort to
initially penetrate the market. As an instance, in the
initial series of experiments, all the products prices
and characteristics are selected to cover a wide range
of significant offers as follow:
Product(Id, Price, Description, Image, InitialAdver-
tisement)
Product(0, LowValue, LowValue, LowValue, Low-
Value)
Product(1, LowValue, LowValue, LowValue, High-
Value)
Product(2, LowValue, LowValue, HighValue, Low-
Value)
...
Product(15, HighValue, HighValue, HighValue, High-
Value)
The constants ’LowValue’ and ’HighValue’ corre-
spond to the values 0.2 and 0.8. The Price, Descrip-
tion and Image parameters are used to evaluate a cus-
tomer’s preference for the product, whereas the Ini-
tialAdvertisement parameter defines the initial aware-
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ness of the product among the customers. So, for
instance, a product defined as Product(x, LowValue,
LowValue, LowValue, LowValue) is especially tar-
geted toward price sensitive consumers that do not
care about knowing much on the product. And with
an initial penetration rate of 0.2, on average, 20% of
the consumers are aware of its availability at the be-
ginning of the first buying round. Finally, it is worth-
while to note that, in the above list, odd and pair num-
bered products differ only because of a different initial
advertising effort.

A similar representation choice has been made to
represent customers. Four groups of consumers are
considered. For the scope of the initial experiments,
we concentrate on customers whose target product has
a low price but differs in the other features. Consumer
groups are represented as follows:
Customer(Price, Description, Image)
Customer(LowValue, LowValue, LowValue) ( bargain
hunters)
Customer(LowValue, LowValue, HighValue) (image
sensitive
Customer(LowValue, HighValue, LowValue) (de-
scription sensitive
Customer(LowValue, HighValue, HighValue) (image
and description sensitive
Through the selection of target values, we tried to cap-
ture the following categories of customers: the bar-
gain hunters, the brand sensitive ones, the package
sensitive ones (i.e. are interested in its nutrition val-
ues, its composition, its ecological impact, etc.), and
those that are both brand and package sensitive. It is
important to note that each customer does not neces-
sary known the same products than other consumers
because of the individual memory and of the initial
random distribution of a product awareness among
consumers. During each round, a consumer chooses
to buy the product that most closely matches her pref-
erences.

According to Bettman [2] and [5], we approx-
imate the product matching process by means of a
weighted average function defined as follows:
Preference(product) =
(max(product.Price, target.Price)−
target.Price)2 +
(min(product.Description,Description)−
target.Description)2 +
(min(product.Image, target.Image) −
target.Image)2

The preferred and selected product is the one with
the lowest value of the Preference function among the
ones known by the customer. Alternative expressions
are under study.

Also each customer does not necessarily known
the same products than the others because of the dif-

ferent distribution of the products depending on their
initial marketing effort. The reported experiments aim
to understand the impacts of the following factors in
determining the final product market shares: customer
preference definition, initial market penetration effort,
number of friends in passing the word of known prod-
ucts, and memory limit.

In the initial group of experiments we aimed to in-
vestigate some hypothesis on the impacts of the diffu-
sion of product awareness and shift in the consumers’
behaviours. The obtained results are promising and
confirm the feasibility of the approach. They are how-
ever far from being conclusive in term of hypothesis
testing. Indeed in order to perform extensive and in-
formative experiments, the virtual market place simu-
lator should be completely re-engineered to facilitate
its use and the definition of hypotheses/rules govern-
ing the consumers’ behaviour.

4 Experimental Results
Goal of the experimentation is to show that our tool
can capture some of the inherent complexity behind
the determination of the product market shares by con-
sidering a variety of factors that impact on this eco-
nomic phenomena. These factors include the cus-
tomers’ expectations for a product, the limited mem-
ory span and duration that consumers reserve to re-
member available products, and the diffusion of the
product awareness among consumers by initial adver-
tisement and further passing by word. Value ranges
for this variables have been selected accordingly to
past experience with consumers behaviour.

All the reported experiments refer to an hypothet-
ical economy and are based on the following basic
settings. During each round, 400 consumers (one hun-
dred for each of the four consumer types) select which
of the 16 products to buy. Only products that the con-
sumer remembers (i.e. appearing in its memory list)
compete for being purchased. The economic process
is repeated for 100 rounds. For each experiments, the
reported figures are averaged over 3 runs.

As a baseline for evaluating the economic pro-
cess, we consider the situation where each consumer
is fully aware of all the available products since the
first round. As all the consumers are oriented towards
products with low price but with different characteris-
tics, it is straightforward to calculate that the product
market shares stay constant over the 400 rounds and
correspond to the values reported in Fig. 1. In the
figure, ideal market share distribution in presence of a
perfect product awareness or perfect information flow
is shown. In the picture, the product’s identifiers ap-
pear on the x axis, and the market shares on the y axis.
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Thus for instance, Product 6 will achieve a 9.3% mar-
ket share. It is worthwhile to note that the product
from 9 to 16 have a 0% market share because, in the
range from 1 to 8, there exists a product with identical
features but with lower price.

0

5

10

15

20

25

30

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 1: Ideal market share distribution.

If we were in this ideal situation, every consumer
would be able to make the best pick among the avail-
able products. Unfortunately, in the real world, full
knowledge about the available choices is not common
and product awareness is the results of a variety of fac-
tors including advertisement, passing by word among
friends and memory capacity. The impact of these fac-
tors on the product market shares is taken into account
in the following experiments.

Let us consider the case where consumers do not
have any friends or do not talk about products to
friends (average number of friends or avgf =0), they
can remember only 2 products at the time (memory
limit or ml=2), and they remember each product for
20 rounds unless either they keep buying it or they are
told about by their friends. The initial (end of round 1)
and final market shares (end of round 100) appear in
Fig. 2. In the picture, market shares when consumers
do not talk each other (avgf=0) and remember at most
2 products (ml=2) for 20 rounds, are shown.

avgf=0, ml=2, md=20

0

5

10

15

20

25

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Initial

Final

Figure 2: Market shares when consumers do not talk each
other.

It appears that the initial and final market shares
are very alike and that the higher the effort in penetrat-
ing the market the better the market share (compare
odd and even numbered products). The market share
distribution is biased toward low priced product, this
is to be expected given the customers’ preferences.
But, still, some high price products achieve a signifi-
cant portion of market because of the limited memory
span of the consumers that would prevent him to com-
pare and choose among more alternatives.

If we alter the previous scenario just by increasing
the number of friends to 20, we obtain quite a differ-
ent distribution of market shares, Fig. 3. In the pic-
ture, market shares when consumers talk to about 20
friends (avgf=20) and remember at most 2 products
(ml=2) for 20 rounds, are shown. The pattern of the
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Figure 3: Market shares when consumers talk to each
other.

initial market shares is, of course, similar to that of
the previous scenario but the final shares tends to con-
verge towards the ideal ones. This can be interpreted
that having many friends or collecting many opinions
among the same market does actually empower the
customer in making the best selection. It is interest-
ing to note that the only initial advertisement cannot
compensate for the further product comparisons com-
municated among the consumers. However, the initial
product advertising effort results in the consumers re-
membering and, then, choosing the more advertised
products among the low priced ones.

From additional experiments not reported here,
comparing the initial and final distributions of market
shares it appears that exchanging information about
products with friends and remembering a number of
them is the key to make a successful choice in this
scenario. Indeed this observation is at the very base
for the development of several strategies to deal with
comparative on-line shopping.
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5 Simulating mobile telecom archi-
tectures

The research problem is how to measure and estimate
the resource requirements and performances of de-
ploying distributed applications into the network man-
agement (NM) system of a mobile telecommunica-
tions.

In order to provide some background knowledge
about mobile networks and their network management
systems, we will start to introduce a simplified model
of a mobile network. We present in the next section
a more detailed description of the main components
of a 2G/3G mobile network and how they cooperate
to provide user services, such as voice calls and data
transfer. From the point of view of our research, a tele-
com mobile network can be viewed as a set of several
types of network elements responsible for routing the
voice or data traffic across the network. In particular
for this research, we focus our attention to one Net-
work Element: the OSS (Operation Support System)
node and on the set of Network Management applica-
tions running on it. The OSS system assists the net-
work operator (for example, a company such as Voda-
fone, TMobile, etc.) in configuring and monitoring
the operation status of each network element and of
the network as a whole. Among other activities, the
OSS constantly updates a centralised database record-
ing the network configuration, by collecting data from
the network elements, and by propagating changes
across the network when a new configuration is de-
fined. State-of-the-art commercial telecom networks
adopt a centralized solution which resides and runs
on the OSS node. As can be easily understood with
the centralized approach, the OSS node become the
focus of high computational activity and of intense
message traffic which in turn require the provision of
expensive hardware and large amounts of bandwith.
As an example, status data from the Network Ele-
ments is copied to the OSS in order to be manipu-
lated and any new configuration data is pushed back
to the Network Elements affected by the configura-
tion change. This way of dealing with Network Man-
agement tasks results in scalability issues, in term of
number of Network Elements that can be controlled
by one OSS, and potentially problems also with data
consistency, as Network Element data may have to be
duplicated across the network. Therefore the central-
ized approach can result in the OSS having to oper-
ate with an outdated picture of the network, which
may then result either in the propagation of configura-
tion errors when, for example, new Network Elements
have to be included into the network, or it may result
in the inability of the network manager to detect when
a customer service, (such as video call), is not work-

ing properly because of a technical fault somewhere in
the network. A potential solution approach to the out-
lined problems could be to decentralise or distribute
more of the Network Management functionality di-
rectly to the network elements. This would have the
advantage of dealing with configuration changes at,
or close to, the data source, thus reducing issues with
data consistency, while at the same time freeing com-
putational resources on the OSS node, and reducing
bandwith requirements to/from the OSS node, and al-
low for a more scalable network architecture support-
ing a greater number of Network Elements being man-
aged from one OSS instance.

While such suggestion is easy to propose, the dif-
ficulty lies in proving that the suggestion can actually
work and that actually improve the NM operations
while at the same time ensuring that the performance
of the network, in carrying traffic, is not adversely af-
fected.

It is then with respect to this last point that a soft-
ware agent simulation methodology will come handy
as a simulation environment for novel software archi-
tecture.

In the following section we will review the tools
available for simulating or modeling part of the tele-
com wireless network and their limitations.

6 Related works
In [18], the authors show that predictive algorithms
can be successfully employed in the estimation of
performance variables and the prediction of critical
events in system management tasks.

In [3], the authors describe an off-line modeling
tool able to predict the impact of changes to a net-
work’s topology, configuration, traffic, and technol-
ogy.

In [10], Mobile Ad hoc NETworks (MANETs)
are studied. MANETs are dynamic networks popu-
lated by mobile stations.

Ns-2 [13] is the de facto standard for network
simulation. We are considering to use the ns-2 sim-
ulator [13] for some advanced stage work on mobile
network modeling.

GloMoSim [20] from UCLA is the second most
popular wireless network simulator. Lack of docu-
mentation makes difficult to adopt and exploit the sim-
ulator.

The OPtimized Network Engineering Tools, OP-
NET, [4] is a network simulator proposed by MIT in
1986. It is a well-established and professional com-
mercial suite for network simulation.

Researchers at IBM [19, 9] report two approaches
to measure and predict performance behaviour under
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growing workload for a centralized system.

7 Distributing NM to deal with new
services and more nodes in telecom
wireless networks

As mentioned earlier, the current centralized NM sys-
tem may run into problems when attempting to scale
up when new customer services and network nodes
will be deployed across a mobile network. This con-
sideration has prompted a research activity to find al-
ternative architectures that could overcome the limits
of the current centralized approaches.

A straightforward idea to deal with increasing
network size and complexity is to move from a cen-
tralized NM system to a distributed/decentralized one
where each NM application previously residing in the
OSS node is broken into a controller part running on
the OSS node and a distributed part running on each
affected network element. While such suggestion is
easy to promote, the difficulty lies in proving that the
suggestion can actually work and that actually im-
prove the NM operations while at the same time en-
suring that the performance of the network, in carry-
ing traffic, is not adversely affected. In the following
section we will review the tools available for simulat-
ing or modeling part of the telecom wireless network
and their limitations.

8 Selected mobile network simula-
tors

In our research, we would like to be able run code both
on NEs and on the OSS node, and we then would like
to use an experimental mobile network to verify the
effect produced by our code. This is easier said that
done as our experience proved.

Accessing an experimental mobile network is not
an easily achievable task as priority is obviously given
to the commercial production projects. Therefore we
decided to run our experiments on the JADE platform
[1, 7] and then to move the code to the experimental
mobile network when the procedures and the code for
the experiments are tuned.

The JADE (Java Agent DEvelopment Frame-
work) is a java based middleware that simplifies the
implementation of multi-agent systems. We can use it
as we have based the development of our distributed
NM applications on Object Oriented programming
and the Software Agent paradigm. It is therefore
straightforward to prototype alternative versions of an
application in JADE and simulate the distributed NM
system of a mobile network by using a network of

cooperating agents where each agent implements one
NE.

9 Identifying relevant Performance
measures

In order to measure the impact of deploying dis-
tributed applications in a mobile network, a set of
measures has to be defined which should allow to
identify requirement for relevant limited resources.
For the scope of this research, we have defined the
following measures as relevant, but the list can be ex-
tended on a case by case need:

1. CPU usage - average CPU usage by the decen-
tralized application over time

2. Memory utilization - average memory usage over
time

3. Storage - maximum amount of hard disk space
needed

4. Bandwith - average bandwith utilization.

In particular, we are interested in monitoring vari-
ations in those measures under different load condi-
tions and ideally we would like to be able to estimate
how an application will perform under unseen load
conditions (number of nodes in the network).

10 The PIRR estimation methodol-
ogy

Given our research problem, we would like to de-
velop a performance and resource estimation method-
ology which could predict the impact of deploying a
distributed application, NewApp, into the mobile net-
work. Because of the complexity of the problem we
are dealing with, and the limits of the available sim-
ulators, we decided to base our estimation method-
ology on a combination of empirical and analytical
practices.

We will call our methodology PIRR (pronounced
as the word ’peer’) from Performance Indexes and Re-
source Requirements estimation, and it consists of a
two step approach.

In the first phase, we will run NewApp in our
simulation environment and collect as much relevant
performance data as possible by using profiling tools.
Unfortunately not all the information we are interested
in is ready available from a profiling tool.

In the second phase, we will analyze the code of
NewApp in order to understand what part of the algo-
rithm affects the application’s performances. On the
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base of this analysis, we will develop a mathemati-
cal model of NewAppl’s performances that should be
able to explain the set of observed performance data
and should allow to estimate the PIRR values when
NewApp runs in different network loads.

We will show on an example how the PIRR
methodology can be applied.

11 The PIRR methodology applied
to the OK-PING service

In order to show the PIRR methodology at work, we
selected two versions of the simplified OK-PING ap-
plication.

In the rest of the section, we will described the
two versions of the OK-PING application and we will
show how we were able to collect and estimate PIRR
data by using our methodology.

The simulation environment for the reported ex-
periments is based on JADE running on JVM 1.5. In
JADE, each NEs and the OSS node run as software
agents implemented as separate Java threads.

11.1 Centralized OK-PING
The OK-PING application in real mobile network has
a centralized architecture with the OSS node initial-
izing the communications towards to NEs and then
collecting their replies. If a NE does not reply be-
fore a time out period, a fault management procedure
is activated. The abstract code of the application parts
running on the OSS node and on each NEs follows:

// Location: OSS node; Application: OK-PING.
Every t seconds do {

for any NE in the mobile network
send a OK-PING request

NEset={the set of all the NEs in the network}
while ((some timeout is not exceed) and

not(empty(NEset))) {
collect OK-PING replies from any NE
remove from NEset the NE who replied

}
if not(empty(NEset))
{some NEs cannot be reached,
start fault management process }

}

// Location: NE; Application: OK-PING.
Every t seconds {

prepare status data
wait to receive a OK-PING request from OSS

send OK-PING reply to OSS with status data
}

For our work, the message size of a OK-PING request
is 10 bytes, an OK-PING reply consists of 60 bytes
and the interval of time, t, is set to 60 seconds. The
values of these parameters in real mobile networks de-
pends on the chosen configuration.

We are interesting in measuring PIRR data for
the concentrated OK-PING application when differ-
ent numbers of NEs are in the network. Those data
will provide information about the scalability of the
application. We will also use the collected PIRR data
to compare them against a different implementation
of the same application, reported below, where a more
distributed architecture is adopted.

By looking at the code, we can calculate that for
each NE two messages have to be exchanged (the re-
quest and reply ones) between the OSS node and the
NE to accomplish the task.

11.2 Decentralized OK-PING
This version of the OK-PING application is experi-
mental and is not deployed on real mobile network. In
this implementation, each single NE has the liability
to periodically update the OSS node about its status
by using a ’fire and forget’ approach. If no communi-
cation is received by every NEs before a timeout ex-
pires, than a fault management procedure is activited
for those NEs who have not sent the ’ok-ping’ mes-
sage. In this application, the OSS node periodically
listen to the incoming communication and update its
network status.

The abstract code of the application part running
on the OSS node and on each NEs and follows:

// Location: OSS node; Application: OK-PING.
Every t seconds do {

NEset={the set of all the NEs in the network}
while ((some timeout is not exceed) and

not(empty(NEset))) {
collect OK-PING replies from any NE
remove from NEset the NE who replied

}
if not(empty(NEset))
{some NEs cannot be reached,
start fault management process }

}

// Location: NE; Application: OK-PING.
Every t seconds {

WSEAS TRANSACTIONS on 
INFORMATION SCIENCE and APPLICATIONS Filippo Neri

ISSN: 1790-0832 615 Issue 5, Volume 7, May 2010



prepare status data
send OK-PING message to OSS with status

}

For our study, the size of a OK-PING message is 60
bytes and the interval of time, t, is set to 60 seconds.

Also by examining the code, it appears that for
each NE only one message is needed to inform the
OSS node that the NE is working properly.

11.3 The PIRR methodology applied to the
centralized OK-PING

Ten experiments per each network configuration (us-
ing a simulated network of 20, 40, 80 NEs) have been
run to average the collected PIRR data by using the
concentrated version of the OK-PING application.

Applying the PIRR methodology
In order to collect some of the PIRR data we are inter-
ested in, we have used NetBeans 5.5 Profiler. The pro-
filer application allows for measuring the CPU time
used by every NEs and by the OSS in networks with a
different number of NE elements.

We then performed a linear interpolation in order
to estimated how much the OSS node’s CPU usage
would vary depending on the number of NEs present
in the network. This simple calculation, allows us to
represent PIRR data in a parametric form which is
useful when predictions for unseen condition have to
be made.

In order to measure the memory utilization, the
information provided by the profiler is not directly
useful as only the total memory used (Heap and
Stack) by the JVM is reported. So we have estimated
the memory used by each NE node to run the OK-
PING application, by averaging the total memory
variations, when running the simulator with different
NE load, over the number of NEs in the network. In
practice, we used the following formula:

((TMU(80) - TMU(40))/40 + (TMU(40) +
- TMU(20))/20)/2

where TMU(n) stands for Total Memory Used (aver-
aged over the 10 run experiments) when the number
of NEs in the network is n.

The bandwith required by the application has
been estimated by performing a code analysis, calcu-
lating the total byte size of the messages exchanged
over a period of time and dividing the total byte size
per the seconds in the time period. A communica-
tion set up overhead, whose value we were not able to
measure, has to be added.

The storage requirement have been calculated by
summing up the size of the compiled java file (class
files) that make up the application plus estimating the
size of temporary file used by the applications. No
temp files are used by the studied applications.

Reporting PIRR data
In the table below, PIRR data for a configuration
with 40 NEs reporting to the OSS are reported in a
parametric format:

OSS (40 NEs in the net) 1 NE
CPU 0.02% * 40 0.02%
Memory α 35 KB
Bandwith 6.4 B/s + (40 * conn set up) + 0.16 B/s +

conn set up +
60 B/s + (40 * conn set up) 1 B/s +

conn set up
Storage 9 KB 6 KB

Note that the Memory need (α) for the OSS node can-
not be estimated. We know, by the code analysis, that
the OSS node will use a fixed amount of memory for
its internal objects and that amount will not change
during runtime. If we run the system with only the
OSS system to measure the total heap memory use (in-
clusive of JADE environment) we notice that it stays
constant over time and does not exceed 700KB. That
means that the memory usage for the OSS node is sta-
ble and its upper bound is 700KB. Further if we in-
spect the application code running on the OSS and
we compare it with the code running on a NE, then
a better estimate for an upper bound for the OSS node
memory need is 50KB.

It is important to note that the PIRR data are re-
ported in a parametric format obtained by combining
the code analysis step with the experimental phase of
the PIRR methodology. We will then be able to use
the parametric data to estimate PIRR values for the
application when it might run in different configura-
tion settings.

11.4 The PIRR methodology applied to the
distributed version of OK-PING

Again by using the distributed OK-PING application,
we run ten experiments per each network configura-
tion (using a simulated network of 20, 40, 80 NEs),
and the averaged PIRR data have been collected.

In the table below, parametric PIRR data for a
mobile network with 40 NEs reporting to the OSS are
shown:

OSS (40 NEs reporting to it) 1 NE
CPU 0.02% * 40 0.02%
Memory β 35 KB
Bandwith 60 B/s + (40 * conn set up) 1 B/s +

conn set up
Storage 5 KB 5 KB

As in the previous subsection, the reported values are
parameter based, so they show the relationships be-
tween the application cost drivers and the number of

WSEAS TRANSACTIONS on 
INFORMATION SCIENCE and APPLICATIONS Filippo Neri

ISSN: 1790-0832 616 Issue 5, Volume 7, May 2010



NEs in the network. As obvious, they could be used
to estimate PIRR data for the OK-PING, distributed
version, under different conditions.

11.5 Two ways to exploit PIRR tables

PIRR tables, associated with information about the
network configuration, could be used

1. to compare alternative versions of an application
at the design time to decide which one to further
engineer, or

2. to decide at runtime if or not to run a dis-
tributed application by dynamically estimating
its resource requirements.

As an example of the first use of PIRR tables, com-
paring alternative implementation of the same appli-
cation, the results reported in the above tables could
be used to support the case to substitute the decen-
tralized version of the OK-PING application for the
concentrated one. The decentralized version requires
less communication bandwith, as less messages are
exchanged, and thus could help reducing the amount
of network management traffic running through the
mobile network. Also the storage requirements for the
two versions, show that the distributed version can be
stored in a smaller bytecode file.

Coming to the second use of PIRR tables, any ap-
plication to be deployed into the mobile network could
have associated a parametric table calculated a priori
in a simulator. Then depending on overall load condi-
tion on the mobile network, a controller process could
estimate if the mobile network has enough resources
to run the application, and decide if to grant permis-
sion to execute to the application or postpone its exe-
cution when enough resources are available. This us-
age of the parametric PIRR table could support the
move from a centralized and static NM approach, such
as the one currently used in commercial systems, to
a distributed and dynamic one where the NM system
could deploy across the mobile network just the right
combination of NM applications, from a portfolio of
many, depending on the available resources and with
a reasonable certainty that they would run as required
and not adversely affect the network.

The control at runtime over which applications
are allowed to run or not, could allow to reduce both
the economic investment in network hardware and
bandwith, and the interference in the core network be-
tween payload traffic and NM traffic.

12 Conclusions
The results from our research support the use of a
simulation methodology based on software agents to
approximate the behaviour of complex systems, such
as, for instance, economics markets and mobile tele-
com networks. An important finding, when exploiting
our simulation methodology, is that alternative solu-
tions to difficult problems occurring in the domains
of interests may be approximated in the simulated en-
vironment with relatively low development cost. In
case, the empirical results from the simulations were
good enough, the approximate solutions could be fur-
ther developed and adopted in the real world version
of the domain to solve the original problem. We have
discussed with examples how such an approach could
be employed in the domains of consumer decisions in
fast moving consumers goods and mobile telecom net-
work management applications. We believe that the
description of the use of the software agent based sim-
ulation in the two case studies has allowed the reader
to appreciate how flexibile such a methodology can be
and how to practically use it in real world domains.
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