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Abstract    A cloud robotics solution was designed and preliminary tested with a 

mobile robotic platform and a smart environment, in order to provide healthcare 

management services to senior citizens and improve their independent living. The 

solution was evaluate in terms of Quality of Service (QoS) and tested in the realistic 

scenario of the DomoCasa Living Lab, Peccioli, Italy. In particular, a medication 

reminding service, a remote home monitoring and an user indoor localization 

algorithm were outsourced in the cloud and provided to the robots, users and 

caregivers. The system pulled data from a smart environment and addressed the robot 

to the user for service delivery. Experiments demonstrated a service’s Reliability of 

Respond at least of the 0.04% and a Time of Respond of the same order of magnitude 

of the processing time required by the user localization algorithm. 

1 Introduction 
 

EU population ageing is a long-term trend that will almost triple the share of those 

aged 80 years or above between 2011 and 2060. This will increase the demand for 

Nurse Practitioners (+94% in 2025) [1] and Physician Assistants (+72% in 2025) [2] 

with several implications for quality of care and for the configuration of future cost-

effectiveness care delivery systems. One of the greater challenge in the next years will 

be to fit to the reduction of funds for social-medical services, with the opportunity to 

provide socially sustainable home care services to senior citizens. Seniors prefer to 

live as independently as possible [3] and to maintain their quality of life. Their well-

being depends on the opportunity to efficiently managing medications and cares, and 

mainly lose their independence because of the difficulties in medication self-

management and health status monitoring [4]. Cognitive impairments and the com-
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plexity of the cares negatively impact on their independent living [5]. For these rea-

sons, several works [6] investigated the opportunity to provide medication reminders, 

self-monitoring, and family therapy, and demonstrated that this could reduce hospitali-

zations from 33 to 69%.. 

2 Form Service Robotics to Cloud Service Robotics 

Service robotics for ageing population aim to support senior citizens with cognitive 

and physical impairments. In particular assistive robotic services were identified as a 

potential solution to improve quality of life enhancing mobility and communication, 

monitoring physiological parameters and daily activities [7]. Robots were developed 

to support elderly in the management of daily activities [8] and the monitoring of their 

health state [9,10].  

Many standalone and networked robots, also integrated in smart environments, was 

developed to perform specific tasks [11,12], acted as simple companion robot [13,14] 

or provided complex assistive services [15,16]. Standalone robots autonomously 

planned and acted depending on their sensing capability and their internal model of the 

surrounding environment. These robots usually required high computational capabili-

ties and expensive technologies that made them unaffordable [17]. Networked robots 

were defined as a group of autonomous mobile systems that made important use of 

wireless communications among them or with the environment and living systems, in 

order to fulfill complex tasks [18]. Smart environments, and intelligent agents, like 

wearable and personal devices, extended the effective sensing range of that robots and 

improved their planning and cooperation capability. Nevertheless, standalone and 

networked-robots faced inherent physical constraints as all computations were con-

ducted onboard of the robots or on wireless devices, which had limited computational 

capabilities [19], and were proved to be insufficient to provide continuous and effec-

tive assistive services to fulfill seniors’ needs.  Recently cloud robotic paradigm ex-

tended the concept of networked robotics. Cloud robotics and cloud networked robotic 

paradigms were introduced by [20], to improve networked robotics and design a new 

generation of cheaper and smarter robots by exploiting cloud computing infrastruc-

tures. Main advantages in using cloud infrastructures, respect to classic client-servers, 

are (i) dynamically address physical and computational resources depending on the re-

quired workload for service delivery, (ii) improve quality of service by requiring no 

downtimes for hardware and software upgrades (iii) reduce costs because of no needs 

for hardware [21]. In cloud robotics, complex algorithms run on the cloud that acts as 

a modular and always connected remote brain. Cloud reduce time and energy expendi-

ture for service delivery [22] and could improve the QoS [23] and the cost-

effectiveness of demanding AAL robotic services. 
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Given the novelty of cloud infrastructures, several definitions of cloud robotics ex-

ists. In particular Ken Goldberg emphasized  the  benefits  of  the great computation 

capacity and memory allocation provided by the Cloud, to provide a new form of col-

lective robot intelligence through learning and sharing paradigms [24,25].  

In authors’ opinion, Cloud Service Robotics (CSR) could be defined as the integra-

tion of different agents that allow an efficient, effective and robust cooperation be-

tween robots, smart environments and humans, to provide continuous services to sen-

ior citizens. CSR could be applied in many robotic applications, to offload CPU-heavy 

tasks and access base knowledge to expand robot consciousness beyond their physical 

body [19] (see Figure 1).  

Two main paradigms were introduced in literature to improve service robotics: the 

Robot as a Service (RaaS) and the Software as a Service (SaaS) approaches. In the 

RaaS approach [23] the cloud is introduced to resolve issues on continuity of services. 

The relationship between users and robotic platforms is mediated by a robot manage-

ment system on the cloud, that coordinates and selects the proper hardware platform to 

fulfill user needs and provide robotic services. In this model, the user is not required to 

own a specific robot, and the same robot could be used by several citizens.  

The SaaS approach enables low cost robots, to offload storage and processing ca-

pabilities to the cloud. Complex algorithms on the cloud, could be provided on re-

quest, to improve reasoning, sensing and planning capability of robots with limited 

hardware. Recently, the SaaS paradigm was investigated to offload computational in-

tensive tasks like object recognition and user localization. In the RobotEarth project 

[26], the knowledge required to recognize objects was opportunely aggregated and 

stored in a cloud infrastructure, and provided as a service to the connected robots in 

order to improve their interaction and manipulation capability. 

 

 

 
Figure 1Cloud Service Robotics paradigm 
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Several researchers [27,28] investigated the opportunity to provide Localization 

Based Services (LBS) by using cloud solutions, that are expected to improve the cost-

effectiveness and the QoS. User localization systems allow robots to know the position 

of the users without the need to implement a seeking procedure. in a cloud robotic so-

lution, robots could inquire for user position on demand, and seniors’ doesn’t need to 

own computers running localization algorithms in their homes, reducing the system in-

stallation and maintenance costs.  

 

3 Proposed Services 
 

The proposed system was designed to provide high quality and continuous assis-

tive services for independent living. According to RaaS paradigm, assistive robot was 

provided as a service, to alert the user in case of critical situations, and remind to take 

drugs or attend a medical therapy. Taking in account for SaaS paradigm, assistive 

software for user localization and environmental monitoring were developed, to im-

prove robots functionalities (see Figure 2). In particular the system provided: 

 

1. User indoor localization service - The system was able to locate the user to support 

robots in the continuous care service. A localization software pulled data from het-

erogeneous commercial and ad-hoc sensors, to estimate the position of the user. A 

sensor fusion approach was investigated to locate people in a robust and scalable 

manner. Accuracy and cost of the indoor localization service will depend on the 

typology and the number of the installed sensors. In case of a sensor fault, user po-

sition was be estimate, by fusing data from the remaining ones improving the reli-

ability and the robustness of the service. 

2. Care reminding service - A calendar for medication and care management was in-

tegrate in the system, and provided as a service to caregivers and users. This ser-

vice was based onto Google Calendar tool. In this way, users and caregivers was 

allowed to schedule therapies and medical visits on the calendar. The system au-

tomatically addressed a robotic reminding service at the scheduled time, to remind 

the user about appointment or medication. 

3. Environmental monitoring service - Data from sensors, like switches on doors, 

presence, light, humidity, temperature and GAS sensors, were collected and pro-

cessed by a software module on the cloud. The software monitored the home status 

and alerted users and caregivers in case critical situations. 

Low-cost companion robots could be improved by the proposed system, that allowed 

to perform environmental monitoring and user localization, independently to the robot 
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hardware.  

 
Figure 2 SaaS and Raas module  

4 System Architecture Description 
 

The proposed  system was composed of four functional layers: (1) Hardware (2) 

Communication, (3) Application and (4) Interface layers, to provide assistive services 

to the users.  

4.1 Hardware Layer 

Hardware consisted of a mobile robotic platform and two ZigBee-based Wireless 

Sensor Networks (WSNs), one for user localization, and the other for environmental 

monitoring. The personal robot was based on a SCITOS G5 platform (Metralabs, 

Germany) that communicated with the user by means of an embedded touch screen. 

And exchanged data with the cloud by means of an Wi-Fi module. The user localiza-

tion network was designed to locate multiple users at the same time, using the Re-

ceived Signal Strength (RSS) [29]. It was composed of a ZigBee coordinator, a Data 

Logger (DL), a wearable mobile node and a set of ZigBee Anchors. The mobile node 

periodically sent messages to all anchors within one communication hop. Each anchor 

computed the RSS on the received messages and transmitted this value to the DL. The 

sensor network was developed for home monitoring and presence detection. It was 

composed of a ZigBee coordinator, a DL and a set of sensor nodes, that was connected 

to a selection of sensors, like Passive InfraRed (PIR) sensors, pressure sensor placed 

under a chair or a bed, switches on doors or drawers, temperature, humidity and light 

sensors. The two networks were set on different channels to avoid interferences and 

ensure the proper bandwidth for the localization and environmental monitoring ser-

vices. Each DL was connected to a PC using USB connection, to upload data on the 

cloud platform.  
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4.2 Communication Layer 

Communication layer was composed of two tiers: Machine-to-Machine (M2M) and 

Machine-to-Cloud (M2C) communication modules. ZigBee, WI-FI and TCP/IP proto-

cols were used for M2M communication to directly exchange data between the agents 

at the hardware layer. TCP/IP protocol connected the physical agents to the cloud in 

the M2C communications, for data exchange and service delivery.  

4.3 Application Layer 

Application layer included a database (DB), a DB Management Software (DBMS), 

a User Localization Module (ULM), an Event Scheduler Module (ESM) and a Data 

Analysis Module (DAM). The DBMS managed DB entries and queries while the DB 

contained data from the connected robotic agents. The DB was composed of several 

tables: one for each observation from sensor outputs, one containing the list of in-

stalled sensors (typology and unique identification number) and another table record-

ing the user estimated position. Outputs from physical agents and the estimated user 

position were sent to the DBMS and recorder in the DB. A dedicated localization algo-

rithm was implemented by the ULM to estimate the user position. RSS observations 

were used to estimate user position by using Area-based localization [30] and trilatera-

tion [31] methods, while presence sensors were combined to improve positioning ac-

curacy and perform host detection in a sensor fusion approach. 

Numeric values (x,y) and semantic information on user position were provided to 

the robots to efficiently provide assistive localization based services. The ESM knew 

the current date time, user’s commitments 

and appointments and scheduled the re-

minding services. After scheduling, at the 

proper time it retrieved the user position 

stored in the DB and tells the robot to 

reach the user and provide required re-

minding service. The DAM, periodically 

analyzed the data in the DB and alerted the 

system in case of critical situations. 

4.4 Interface layer 

The interface layer consisted of a Web 

application for remote home monitoring. It 

was connected directly to the DB on the 

same remote server with a public static IP, 

Figure 3 Web interface for home monitoring 
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and the access was restricted to authorized people only. The interface home page pro-

vided mean light, humidity, and temperature values for each sensitized room (see Fig-

ure 3) and the entrance door status. An alarm webpage provided a list of alarms that 

occurred, while the localization webpage reported the  room where the user was locat-

ed. 

  

5 Application Scenarios 
 

The systems was preliminary evaluated and tested in the realistic scenario of the Do-

moCasa Living Lab, Peccioli, Italy; a 200m
2
 flat with a living room, a kitchen, a re-

stroom and two bedrooms. DomoCasa was instrumented with the previously described 

service robot and the two WSNs. In particular, fifteen anchors, six PIRs, and five sen-

sorized carpets and pillows were installed for user localization. A PC called do-

mocasa-PC gathered all the sensor outputs and sent them to another PC, named re-

mote-PC, that acted as a cloud and implemented the assistive robotic services. In the 

application scenario, the user stood wherever he wanted in the kitchen and the com-

panion robot, at the scheduled times, automatically moved from the living-room to 

reached him/her and remind to take drugs. After the interaction with robot, the user 

gave a feedback for the reminding service through a specific app installed in the ro-

bot’s tablet. Data from the SE were sent to the cloud for home monitoring and critical 

situation recognition. The web interface on the robot’s tablet allowed to check the sta-

tus of the house and the calendar (see Figure 4 and Figure 5).  

 

 
Figure 4 Storyboard of the proposed service. The domestic robot reached the user in the bedroom 

and acted as a physical reminding 

6 Evaluation Metrics 
 

The performance of the cloud platform was estimated through two parameters: the 

Time of Respond (ToR) and the Reliability of Respond (RoR) [32]. The ToR was 

defined as ―the time needed from a client to receive a response after a request of 
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service‖. The RoR instead was defined as ―the measure of confidence that the retrieval 

data is free from errors‖ and its value was given in percent and calculated as the ratio 

between the succeeded requests and the total request. The RoR was computed as the 

ratio between DB data recovery which has been successful and the total requests. 

The user localization service was designed and preliminary evaluated according to 

state of the art metrics regarding system usability and cost [33,34], while the accuracy 

will be evaluated in future experimentations. 

7 Results 

Quality of service was assessed by the analysis of the system ToR and RoR in the 

DomoCasa environment. System total time of service was  65.56 ms plus transmission 

time. Furthermore, in Table 1 were reported the complete results of ToR analysis. ToR 

was divided into two value: (i) ToR to save data into the DB (ToR_DB), which was 

obtained by mediating the ToT_DB provided by each sensor typology, and (ii) ToR 

related to service requests (ToR_SR) was the time that system needs to provide the user 

position to the client which made the request. RoR value was computed as the ratio 

between successfully requests from the ESM for user position and its total request to 

the DB. This module inquired for user position at the rate of 1 Hz. The number of 

service fails was less than 0.04%. 

Table 1. ToR values in milliseconds. 

Parameter Time 

Mean ToR_DB over all data 32.08 [ms]
 

Mean ToR_SR 24.27 [ms] 

Mean time of processing for Localization 9.21 [ms] 

The overall cost of the communication between the sensor networks and the user lo-

calization module on the cloud, was comparable with internet cost. Interference be-

tween the wireless sensors in DomoCasa were avoided by setting the localization and 

the sensor networks on different ZigBee channels. The sensor network nodes were pro-

vided by the plug-and-play feature, that allow them to automatically join the network 

and send data at the start-up, in order to reduce the installation complexity. The locali-

zation system was able to locate multiple users at the same time, thanks to the synergic 

use of information coming from the ZigBee wearable radio devices and presence sensos 

in the environment. Thanks to the cloud DB, the user’s movement could be recorded 

for history behavioral models and analysis for up to 1 year. 



Design of Cloud Robotic Services for Senior Citizens to Improve Independent living and Per-

sonal Health Management   

 

9 

 

Figure 5 Storyboard of the proposed service. The domestic robot reached the user in the kitchen 

and acted as a physical reminding 
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