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ABSTRACT
In this paper, a system able to retrieve contents deemed
relevant for the users through a text categorization pro-
cess, is presented. The system is built exploiting a generic
multiagent architecture that supports the implementation
of applications aimed at (i) retrieving heterogeneous data
spread among different sources (e.g., generic html pages,
news, blogs, forums, and databases); (ii) filtering and orga-
nizing them according to personal interests explicitly stated
by each user; (iii) providing adaptation techniques to im-
prove and refine throughout time the profile of each selected
user. In particular, the implemented multiagent system cre-
ates personalized press-revies from online newspapers. Pre-
liminary results are encouraging and highlight the effective-
ness of the approach.

1. INTRODUCTION
We are assisting to a continuos growth in the availability

of electronically stored information, due to telecommunica-
tions developments and cost reductions in technology. In
particular, the World Wide Web offers a massive amount of
data coming from different and heterogeneous sources. Un-
fortunately, it is becoming very difficult for Internet users
to select contents according to their personal interests, es-
pecially if contents are continuously updated (e.g., news,
newspaper articles, reuters, rss feeds, and blogs). Tradi-
tional filtering techniques based on keyword search are often
inadequate to express what the user is really searching for.
Furthermore, users often need to refine by hand the results
provided by the system. Therefore, is becoming a primary
issue to support users in handling with this enormous and
widespread amount of web information. To this aim, an
automated system able to retrieve information from the In-
ternet, and to select the contents really deemed relevant for
the user, through a text categorization process, would be
very helpful.

In the literature, several approaches have been proposed
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to separately face with information extraction and text cat-
egorization. As for information extraction, several tools
have been proposed to better address the issue of generating
wrappers for web data extraction [18]. Such tools are based
on several distinct techniques such as declarative languages
[7, 13], HTML structure analysis [8, 23], natural language
processing [11, 25], machine learning [14, 16], data modeling
[1, 22], and ontologies [10]. As for text categorization, sev-
eral machine learning techniques have been exploited [29].
Let us recall multivariant regression models [28], k-Nearest
Neighbor (k-NN) classification [30], Bayes probabilistic ap-
proaches [26, 31], decision trees [19], artificial neural net-
works (ANN) [27], symbolic rule learning [20] and inductive
learning algorithms [5].

In this paper, we propose a multiagent system suitably tai-
lored for generating press reviews by (i) extracting articles
from italian online newspapers, (ii) classifying them using
text categorization according to user’s preferences, and (iii)
providing suitable feedback mechanisms. In particular, we
focus on the text categorization techniques adopted by the
proposed multiagent system. The motivation for adopting
a multiagent system lies in the fact that a centralized clas-
sification system may be overwhelmed by a large and dy-
namic document stream such as daily-updated online news
[12]. Moreover, the Internet is intrinsecally a distributed
system and offers the opportunity to take advantage of dis-
tributed computing paradigms and distributed knowledge
resources for classification. From a conceptual point of view,
the proposed system creates press reviews in separate steps
at different levels of granularity, whereas from a technologi-
cal point of view the system has been implemented upon the
PACMAS architecture [3], thus giving rise to a personalized,
adaptive, and cooperative multiagent system.

The remainder of the paper is organized as follows: Sec-
tion 2 illustrates the multiagent system from both the ab-
stract and the concrete perspective. Section 3 discusses pre-
liminary experimental results. Section 4 draws conclusions
and points to future work.

2. THEPROPOSEDMULTIAGENTSYSTEM
In this section, we present a multiagent system suitably

tailored for creating personalized press reviews. From a con-
ceptual point of view, the system is organized into three
logical layers – each one devoted to a specific task; from a
technological point of view the system has been built upon
the PACMAS architecture [3] – giving rise to a personalized,
adaptive, and cooperative multiagent system.
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Figure 1: The Proposed Architecture.

2.1 The Abstract Architecture
Automatically generating personalized press reviews typ-

ically involves three main activities: (i) extracting the re-
quired information, (ii) classifying them according to users
preferences, and (iii) providing suitable feedback mecha-
nisms to improve the overall performances. Furthermore,
personalization and adaptation should be taken into ac-
count, in order to allow users to set their preferences in
advance and provide their feedback while the system is run-
ning. A generic architecture able to perform these activi-
ties is presented in Figure 1. This section illustrates each
involved activity with particular emphasis on text catego-
rization.

2.1.1 Information Extraction
The information extraction module extracts data from

web sources through specialized wrappers. Each wrapper
identifies data of interests and maps them according to a
suitable function M . Given a web page P containing a set
of objects O = {o1, ..., on}, a mapping function M : P → O

populates a data repository R with the elements of O. In
particular, objects in O are: text content, title, half title,
author/s, and figure captions. Furthermore, M is capable
of recognizing and extracting data from any other page P

�

similar to P (i.e., pages provided by the same site or a web
service).

Currently, two kinds of wrappers have been implemented,
depending on the supported Internet sources: the HTML /
XHTML and the RSS wrapper, respectively.

The former kind of wrapper extracts information by di-
rectly parsing Internet pages in HTML format. Let us point
out that HTML is often bad-formed and thus needs ad-hoc
algorithms to be correctly parsed. Therefore, the process
of extracting data from HTML pages typically consists of

two steps: (i) learning page structure; (ii) performing struc-
tured data extraction. The first step, currently supervised,
allows the wrapper to detect the tags containing objects in
the set O. The second step consists of applying the mapping
function to populate the corresponding data repository.

The latter kind of wrapper extracts information from on-
line newspapers articles in RSS format 1. Being the RSS
a well-structured format, it is very simple to process RSS
pages, since RSS tags contain objects in O.

2.1.2 Text Categorization
The text categorization module progressively filters infor-

mation that flows from external sources (i.e., online news-
papers) to the end user by retaining only the relevant arti-
cles. First, newspapers articles are classified according to a
high-level taxonomy, which is independent from the specific
user. Being interested in classifying newspaper articles, we
adopted the taxonomy proposed by the International Press
Telecommunications Council 2 (a fragment is depicted in
Figure 2).

Figure 2: A fragment of the adopted taxonomy (in
italian and in english).

The corresponding classifiers, devised to perform text cat-
egorization, have been trained by resorting to state-of-the-
art algorithms that implement the k-NN technique, in its
“weighted” variant [6]. The choice of adopting this partic-
ular technique stems from the fact that it does not require
specific training and is very robust wrt the impact of noisy
data. To facilitate the work of such experts, a suitable en-
coding has been adopted. In particular, all non-informative
words such as prepositions, conjunctions, pronouns and very
common verbs are removed using a stop-word list. After
that, a standard stemming algorithm [21] removes the most
common morphological and inflexional suffixes. Then, for
each class of the taxonomy, features selection, based on the
information gain statistics, has been enforced to reduce the
dimensionality of the feature space.

Text categorization is performed according to the user
needs and preferences. In fact, typically, the user is not
directly concerned with “generic” topics that coincide with
classes of the given taxonomy. Rather, a set of arguments of
interest can be obtained by composing such generic topics
with suitable logical operators (i.e., and, or, and not). For
instance, a user might be interested in being kept informed
about all articles that involve both defense and government.
This “compound” topic can be dealt with by composing the

1Really Simple Syndication
2http://www.iptc.org/



defense and the government classifiers 3.
Particular care has been taken in limiting the phenomenon

of “false negatives” (FN), which –nevertheless– produced the
effect of augmenting the percent of “false positives” (FP).
To reduce the impact of this latter, unwanted, effect, we
exploit the filtering effect enforced by the combination of
different classifier outputs, together with the existence of a
suitable taxonomy. Let us consider both the “horizontal”
and the “vertical” way of combining classifiers. The for-
mer occurs according to the typical linguistic interpretation
of the logical connectives “and”, “or”, and “not”. In text
categorization, the most important connective is the first,
since the remaining ones can be more easily dealt with after
giving a suitable semantics to the first. Hence, let us con-
centrate on how to cope with an “and-based” combination
of classifier outputs. There are several ways of combining
them, according to the user’s needs, from the standard (and
trivial) logical “and” to more sophisticate tools. In particu-
lar, we adopted a –rather general– soft boolean perspective,
in which the combination is evaluated using P -norms, with
the “p” parameter set to 5 (we did not observe significant
differences for p ≥ 5). The latter way of combining clas-
sifier outputs occurs within a taxonomy of classifiers, and
consists of exploiting the effect of a typical pipeline of clas-
sifiers that progressively filter out non relevant information
according to their level of granularity.

For the sake of simplicity, let us assimilate horizontal and
vertical combination of classifiers. 4 In particular, we ex-
pect that most articles are non relevant to the user, the ra-
tio between negative and positive examples being very high
(a typical order of magnitude is 103). Unfortunately, this
aspect has a very negative impact on both precision and
recall. On the other hand, combining classifiers allows to
reduce this negative effect –in the best case exponentially
with respect to the number of classifiers that occur in the
combination. Experimental results confirm this hypothesis,
although the actual impact of combination is not as high as
the theoretical one, due to the existing correlation between
the classifiers actually involved in the combination. Never-
theless, a combination of 5-7 classifiers (e.g., 3-4 combined
horizontally and 2-3 in pipeline) greatly helps to reduce the
given problem.

2.1.3 User’s Feedback
The user’s feedback module is devoted to deal with any

feedback optionally provided by the end-user. Several solu-
tions have been experimented to deal with the problem of
supporting user’s feedback, although how to improve this
part of the architecture is considered priority with respect
to other issues. So far, two trivial though effective solu-
tions have been implemented and experimented, based on
the neural and k-NN technology. The former solution con-
sists of training an ANN with a set of examples classified
as “of interest to the user” by the second layer. When the
amount of feedback provided by the user has trespassed a

3The possibility of resorting to other, more specific, solu-
tions is left to the knowledge engineer who is in charge of
maintaining the taxonomy. If s/he deems that the user’s in-
terests are too difficult to obtain through composition, the
alternative solution would consist of training a specific clas-
sifier.
4Which is sound, provided that the correlation between
pipelined classifiers does not exceed a reasonable threshold.















Figure 3: The PACMAS Architecture.

given threshold, the ANN is trained again –after updating
the previous training set with the information provided by
the user. The latter solution consists of a k-NN classifier.
When a non-interesting article is evidenced by the user, it is
immediately embedded in the training set of the k-NN clas-
sifier. Of course, a suitable check performed on this training
set after inserting the negative example allows to trigger a
procedure entrusted with keeping the number of negative
and positive examples balanced. In particular, when the ra-
tio between negative and positive examples exceeds a given
threshold, some examples are randomly extracted from the
set of “true” positive examples and embedded in the above
training set. The solution based on the k-NN technology has
shown to be slightly better than the one based on ANNs, al-
though this result should be validated by further and more
detailed experiments.

2.2 The Concrete Architecture
The functionalities of the abstract architecture, described

in the previous section, have been implemented exploiting
the PACMAS architecture. In this section, after briefly re-
calling the PACMAS architecture, all customizations made
to create press reviews are described.

2.2.1 The PACMAS Architecture
PACMAS, which stands for Personalized Adaptive and

Cooperative MultiAgent System, is a generic multiagent ar-
chitecture, aimed at retrieving, filtering and reorganizing in-
formation according to the users’ interests. The PACMAS
architecture (depicted in Figure 3) encompasses four main
levels (i.e., information, filter, task, and interface), each be-
ing associated to a specific role. The communication be-
tween adjacent levels is achieved through suitable middle
agents, which form a corresponding mid-span level.

At the information level, agents are entrusted with ex-
tracting data from the information sources. Each informa-
tion agent is associated to one information source, playing
the role of wrapper. At the filter level, agents are aimed
at selecting information deemed relevant to the users, and
cooperate to prevent information from being overloaded and
redundant. Two filtering strategies can be adopted: generic
and personal. The former applies the same rules to all users;
whereas the latter is customised for a specific user. At the
task level, agents arrange data according to users’ personal
needs and preferences. In a sense, they can be considered
as the core of the architecture. In fact, they are devoted to
achieve users’ goals by cooperating together and adapting
themselves to the changes of the underlying environment.
At the interface level, a suitable interface agent is associ-
ated with each different user interface. In fact, a user can



Figure 4: Agents Connections.

generally interact with an application through several in-
terfaces and devices (e.g., pc, pda, mobile phones, etc.). At
the mid-span level, agents are aimed at establishing commu-
nication among requesters and providers. Agents at these
architectural levels can be implemented as matchmakers or
brokers, depending on the specific application [9].

PACMAS agents can be personalized, adaptive, and co-
operative, depending on their specific role. As for personal-
ization, an initial user profile is provided to represent users’
interests. The information about the user profile is stored by
the interface agents, and flows up from the interface level to
the other levels through the middle-span levels. In particu-
lar, agents belonging to mid-span levels (i.e., middle agents)
take care of handling synchronization and avoiding poten-
tial inconsistencies. As for adaptation, different techniques
may be employed depending on the application to be devel-
oped. In particular, the user behavior is tracked during the
execution of the application to support explicit feedback in
order to improve her/his profile as well as the system per-
formances. As for cooperation, agents at the same level
exchange messages and/or data to achieve common goals,
according to the requests made by the user. Cooperation is
implemented in accordance with the following modes: cen-
tralized composition, pipeline, and distributed composition
(see Figure 4). In particular: (i) centralized compositions
can be used for integrating different capabilities, so that the
resulting behavior actually depends on the combination ac-
tivity; (ii) pipelines can be used to distribute information
at different levels of abstraction, so that data can be in-
creasingly refined and adapted to the user’s needs; and (iii)
distributed compositions can be used to model a coopera-
tion among the involved components aimed at processing
interlaced information.

2.2.2 PACMAS for Text Categorization
In this section, we describe how the generic architecture

has been customized to implement a prototype of the system
devoted to create press reviews. In particular, we illustrate
how each level of PACMAS supports the implementation of
the proposed application. The prototype has been imple-
mented using JADE [4] as the underlying framework.

2.2.2.1 Information Level.
The agents at this architectural level are devoted to per-

form the information extraction. In particular, in the cur-
rent implementation a set of agents wraps italian online
newspapers containing newspapers articles in RSS and HTML
format. In particular, an agent wraps the adopted “generic”
taxonomy to be used during the high-level text categoriza-
tion phase. Information agents are not personalized, not
adaptive, and not cooperative (shortly PAC). Personaliza-

tion is not supported at this level, since information agents
are only devoted to wrap information sources. Adapta-
tion is also not supported, since we assume that informa-
tion sources are invariant for the system and are not user-
dependent. Cooperation is also not supported by the infor-
mation agents, since each agent retrieves information from
different sources, and each information source has a specific
role in the chosen application.

2.2.2.2 Filter Level.
At the filter level, a population of agents processes the

information belonging to the information level through suit-
able filtering strategies preparing the information for the
text categorization phase. First, a set of filter agents re-
moves all non-informative words such as prepositions, con-
junctions, pronouns and very common verbs by using a stan-
dard stop-word list. After removing the stop words, a set of
filter agents, performs a stemming algorithm to remove the
most common morphological and inflexional suffixes from
all the words. Then, for each class, a set of filter agents se-
lects the features relevant to the classification task accord-
ing to the information gain method. Filter agents are not
personalized, not adaptive, and cooperative (shortly PAC).
Personalization is not supported at this level, since all the
adopted filter strategies are user-independent. Adaptation
is also not supported, since all the adopted strategies do
not change during the agents activities. Cooperation is sup-
ported by the filter agents, since agents cooperate continu-
ously in order to perform the filtering activity according to
the pipeline mode.

2.2.2.3 Task Level.
At the task level, a population of agents has been devel-

oped. Such agents are devoted to perform the text catego-
rization activities. To perform the high-level text categoriza-
tion activity, each task agent embodies a kNN classifier. All
the involved agents have been trained in order to recognize a
specific class. Given a document in the test set, each agent,
through its embedded classifier, ranks its nearest neighbors
among the training documents to a distance measure, and
uses the most frequent category of the k top-ranking neigh-
bours to predict the categories of the input document. Each
task agent is also devoted to measure the classification ac-
curacy according to the confusion matrix [15]. To perform
the personalized text categorization activity, some agents at
this architectural level are devoted to take into account users
preferences automatically composing topics. Composition
has been performed through the cooperation of the involved
task agents. For instance, the “compound topic” defense
and government is obtained by the cooperation of the task
agent expert in recognizing defense together with the task
agent expert in recognizing government. Task agents are
personalized, not adaptive, and cooperative (shortly PAC).
Personalization is supported by the task agents, since they
perform the classification taking into account users needs
and preferences. Adaptation is not supported by the task
agents since all the adopted strategies do not change during
the agents activities. Cooperation is supported by the task
agents, since agents have to interact each other in order to
achieve the classification task.

2.2.2.4 Interface Level.
At the interface level, agents are aimed at interacting with



Figure 5: Interface for the news classifying system.

the user. In the current implementation, agents and users
interact through a suitable graphical interface that runs on a
pc (see Figure 5. Interface agents are also devoted to handle
user profile and propagate it by the intervention of middle
agents. Interacting with the interface agent, the user sets
her/his preferences. In particular, s/he can set preferences
regarding on the information sources, and the the topics of
the required press review. Moreover, the interface agent is
also devoted to deal with the feedback provided by the user.

Interface agents are personal, adaptive, and not coopera-
tive (shortly PAC). Personalization is supported to allow
each user the customization of her/his interface. Adapta-
tion is supported to take into account the user’s feedback.
Cooperation is not supported by agents that belong to this
architectural level.

3. EXPERIMENTAL RESULTS
To evaluate the effectiveness of the system, several tests

have been conducted using articles belonging to the selected
online newspapers. 5

First, several experiments have been performed to set the
optimal parameters for the training activity. In particular,
experiments have been conducted changing the following pa-
rameters: the number of documents forming the dataset; the
percentage of positive examples; the number of features to
be considered.

As for the training activity, 6 task agents have been pro-
vided with a set of newspaper articles previously classified
by experts of the domain. For each item of the taxonomy,
a set of 200 documents has been selected to train the cor-
responding classifier. Subsequently, to validate the training
procedure of the first step of classification, the system has
been fed by the same dataset used in the training phase,
showing an accuracy between 96% and 100%.

Then, random datasets for each category have been gen-
erated to test the performance of the system. The global
accuracy for fourteen categories is summarized in Figure 6.

5In the current implementation, www.repubblica.it,
www.corriere.it, and www.espressonline.it
6In fact, training for k-NN classifiers typically consists of
storing known examples.

Figure 6: Accuracy of the system.

On the average, the accuracy of the system is 80.05%. It is
worth pointing out that, in this specific task, the accuracy
should not be directly considered as a measure of the system
performance. On the other hand, it becomes important since
the accuracy of a classifier (evaluated on a balanced test set,
i.e., with a number of negative examples that does not differ
much from the number of positive ones) indirectly affects
the recall, under the hypothesis that classifiers are (dynam-
ically) combined using logical operators and/or (statically)
combined according to the given taxonomy (in this latter
case, they are in fact in a pipeline).

As for the composition of taxonomy items, once trained
the task agents, several experiments have been performed
to test the performance of the system. The existence of a
classifiers’ taxonomy and the ability of resorting to combi-
nations of classifiers allowed to reach a recall comparable
with state-of-the-art systems by resorting to the composi-
tion of three classifiers (on average) and within a taxonomy
with depth three. This result has been obtained by imposing
a ratio between negative and positive instances of 102 and
with an accuracy measured on single classifiers tested with
an equal number of negative and positive examples (on aver-
age) between 90 and 95%. The categorization capability has
been evaluated using several newspaper articles previously
classified by hand by domain experts.

Results are very encouraging and show that the proposed
approach is effective in the given application task, also tak-
ing into account that the system can be improved in several
and important aspects.

4. CONCLUSIONS AND FUTUREWORK
In this paper, we presented a system devoted to retrieve

articles from italian online newspapers and to classify them
using suitable machine learning techniques. The system has
been built upon PACMAS, a generic architecture designed
to support the implementation of applications explicitly tai-
lored for information-retrieval tasks. PACMAS stands for
Personalized, Adaptive, and Cooperative MultiAgent Sys-
tems, as PACMAS agents are autonomous and flexible, and
can be personalized, adaptive, and cooperative –depending
on their role within the given application.

As for the future work, we are implementing a new release
of the system with improved text categorization functionali-
ties by adopting different classifier algorithms, such as naive
bayesian classifier. Furthermore, we are investigating how to
enhance the feedback-related functionalities according to an



evolutionary computation framework. Finally, a graphical
interface to compose items of the taxonomy is under study.
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