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Chapter 1  

The importance of genetic context
The idea that people would benefi t from diff erent medical treatments based 

on inherent biological diff erences is not new. In 1900, Karl Landsteiner identifi ed the 
ABO blood group system and the need to give specifi c blood transfusions based on 
individual blood types, work for which he would go on to win a Nobel Prize1. But it was 
not until 1999 that the term personalized medicine was fi rst introduced, in an article 
describing the need to target drugs based on genetic profi les2. In an article published 
in 2015, Nicholas Schork and his coauthors exemplifi ed this need by showing that the 
top-ten highest-grossing drugs in the United States only help between 4%–25% of the 
people to whom they are prescribed (Fig 1.1)3. This situation is even worse for statins, 
a drug commonly used to lower cholesterol levels, where only 2% of people taking the 
medication appear to benefi t4. Learning who will benefi t from a given medication, and 
who will not, will lead to more eff ective treatment and a reduction in unnecessary side-
eff ects. However, eff ectively implementing personalized medicine requires a better 
understanding of the sources of inter-individual heterogeneity in biological processes.

Abilify (aripiprazole)

Nexium (esomeprazole)

Humira (adalimumab)

Crestor (rosuvastatin)

Effective Ineffective

Figure 1.1. The eff ectiveness of the top grossing drugs in the USA, showing how many patients are given 
ineff ective drugs for every person with an eff ective response.* 
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In recent years, technological advances have made it feasible to study many more 

contexts to disentangle the factors that drive this inter-individual heterogeneity, with 
genetic factors playing a central role. Genetic heterogeneity plays a role in many drug 
responses and thousands of diseases5. In monogenic diseases, a single mutation 
can lead to the disease. In complex diseases, a combination of multiple genetic and 
environmental risk factors defines an individual’s risk of getting the disease6. However, 
identifying which combinations of genetic risk factors and environmental factors 
lead to complex disease is incredibly difficult and requires data on many individuals 
due to the much smaller genetic effect sizes for complex diseases compared to 
monogenic diseases, even when combining the effects of all genetic risk factors for 
complex disease. Additionally, the ability to capture these genetic risk factors at a 
large scale has only become available fairly recently. It was not until 2001 that the 
Human Genome Project released a draft of the first fully sequenced human genome7. 
This draft drove efforts to systematically study common genetic variation and linkage 
disequilibrium (LD), which describes the pattern of inheritance of nearby variants, so 
that by knowing the genotype of one variant, those in high LD can be inferred. This 
information made it possible to design oligonucleotide arrays that profile a limited 
number of genetic variants but cover large parts of the genome and the most common 
human genetic variation. With the availability of the first beta-versions of these arrays, 
the first genome-wide association study (GWAS) was performed in 20058. The study 
used genetic information of 96 patients with age-related macular degeneration and 50 
healthy controls to identify a single nucleotide polymorphism (SNP) that significantly 
increases the risk for developing this disease. Since then, thousands of GWASs have 
been performed on a wide variety of traits, and studies now often include hundreds 
of thousands and even millions of individuals to identify low frequency and small 
effect-size genetic variants9. However, knowing that a SNP is associated to a disease 
provides little insight into how it may lead to disease. Various strategies exist to 
unravel this black box between genetic association and disease. One such strategy is 
to link the SNP genotypes to changes in gene expression, also known as expression 
quantitative trait locus (eQTL) mapping. When a SNP affects the gene expression of 
a gene in close proximity, the SNP is called a cis-eQTL, while distal effects are called 
trans-eQTLs (Fig. 1.2). Generally, eQTLs have stronger effect sizes the closer they 
are to transcription start sites, meaning cis-eQTLs often have stronger effect sizes 
than trans-eQTLs10. Low effect sizes, combined with the much larger number of tests 
required in trans-eQTL analyses, mean that very large sample-sizes are needed in 
order to yield sufficient statistical power to identify trans-eQTLs. This is now becoming 
possible through meta-analyses on multiple eQTL datasets10,11.
*Figure adapted from Schork et al.3 using images from Macrovector.



10

Chapter 1  

G
en

e
 

SNP Gene

 no eQTL:

GG GC CC

cis-eQTL:

SNP Gene

G
en

e
 

GG GC CC

trans-eQTL:

SNP Gene

G
en

e
 

GG GC CC

Figure 1.2. The effects of SNPs on gene expression when there is no eQTL, a cis-eQTL, or a trans-eQTL. For 
cis-eQTLs, the SNP is in close genomic proximity to the gene, whereas trans-eQTLs are distal effects where 
the SNP is far from the gene or even on another chromosome.

The majority of eQTL studies have been done using bulk RNA-seq data, i.e. 
measuring mRNA expression levels of all the cells in the tissue together without 
a way to trace expression back to the cell of origin. Generation of bulk RNA-seq 
data is relatively inexpensive compared to other techniques that allow for such cell 
type–specific resolution, and therefore, often contain much larger cohort sizes12. 
However, such studies often miss context-specific effects. Current studies show 
that as little as 11% ± 2% of disease heritability is mediated by known cis-eQTLs13. 
We hypothesize that the true mediation is higher, but that the right cis-eQTLs have 
not yet been identified due to the missing cell type- and context-specific effects. In a 
large effort by the Genotype-Tissue Expression project, eQTLs were studied across 
44 human tissues using 7,051 samples from 449 donors to learn about the importance 
of tissue-specificity14. Despite the wide variety of tissues, only 61.5% of SNPs within 
significantly associated GWAS regions, or loci, had an eQTL effect. However, some 
of these effects may still be hidden due to other contextual information, such as cell 
type and environmental factors. As single-cell technologies such as single-cell RNA 
sequencing (scRNA-seq) are maturing, they are increasingly being used to map high-
resolution context-specific eQTL effects.

Single-cell analyses to disentangle context-specificity
Single-cell sequencing was first introduced by Tang et al in 2009 in a study 

where they sequenced the RNA of a single mouse cell15. Since then, single-cell 
technology has advanced dramatically and now permit the sequencing of hundreds 
of thousands of cells per run, although the technique remains more expensive than 
bulk tissue alternatives12,16. Many different single-cell sequencing strategies exist. The 
most commonly used techniques, which also allows users to sequence most cells, 
are droplet-based techniques17. In future studies, these will likely be combined with 
combinatorial indexing to improve the throughput18. The droplet-based technique 
used throughout this thesis uses a microfluidic chip with oil, reagents and gel beads 
with primers and both bead-specific barcodes and barcodes specific to the lane of 
the chip (Figure 1.3)19. Cells are isolated into a droplet of oil, together with the reagents 
and the barcoded gel beads. Each mRNA molecule, or read, receives a cell barcode 
and a unique molecular identifier (UMI) before being transcribed into cDNA, amplified 
and finally sequenced together with all other reads. The amplification increases the 
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odds of capturing the reads, which can be correctly counted using the UMIs and 
assigned to the original cell using the cell barcode20. Unlike some other techniques, 
this technique does not sequence the entire read, but instead sequences from the 3’ 
end up to a fixed number of nucleotides to still be able to map the read to a gene.

Oil

Cells & reagents

Beads

Micro�uidics chip
Lane

Cells & 
reagents

Oil

Beads

Isolated single-cells

b

a

c
Read 1

Cell
barcode UMI Poly A tail Read 2

Lane
barcode

Figure 1.3. Overview of how the single-cell RNA-seq method we used works. a) The microfluidics chip with 
eight lanes, each with four wells. b) The process to acquire single cells. c) The read structure to be sequenced.

In addition to mapping reads to genes and cells, all the reads of a cell 
together can also be used to map the cell back to an individual donor using genetic 
demultiplexing21. When sequence reads cover a genomic region containing a 
common variant, this information can be used to link the cell back to an individual. 
While a single read would not allow us to distinguish between individuals, many such 
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reads together can. Using genetic demultiplexing, it is possible to pool cells from 
multiple individuals in a single experiment, greatly reducing the reagent costs per 
individual while also reducing technical batch effects.

Given the large quantities of data being generated and advances in 
computational capacity, it is now possible use these massive datasets to map the 
underlying biological interactions. One way to study how transcriptional regulation 
works is to reconstruct gene regulatory networks (GRNs) that map the transcriptional 
relationships between genes. Such GRNs typically consist of genes (nodes) and 
co-expression relations between genes (edges) and can provide insight into how 
genes affect specific biological processes within cells. Knowledge of these GRN, 
in combination with information on how individual genetic variants affect the gene 
within these networks (e.g. through eQTL mapping), is likely to reveal new insights 
into how the genetic variants associated in GWAS eventually cause disease, and this 
knowledge can be used in drug development. Various consortia have been initiated 
to generate such data in a wide variety of cellular contexts, including the Human Cell 
Atlas22, LifeTime23 consortium and the eQTLGen10 consortium. This work also opens 
up many avenues for the development of new tools and strategies to utilize the vast 
amounts of data coming from these consortia.

Aim of the thesis
The aim of this thesis is to learn more about the impact of genetic and 

environmental variation on gene expression and their interactions in blood, using the 
latest single-cell technologies and computational methods, with the ultimate goal of 
identifying routes for the realization of personalized medicine approaches. We show 
how scRNA-seq can be used to study how genetic variation and the environment 
affect gene expression. In later chapters of this thesis, we delve into how genetic 
and environmental factors interact and affect gene expression and co-expression and 
eventually describe the single-cell eQTLGen consortium, which will work on studying 
such interactions in the future.

Outline of the thesis
In Chapter 2, we outline how to integrate bulk and single-cell–derived data to 

reconstruct GRNs and hypothesize how context-specific, personalized GRNs may 
help to identify key driver genes for disease and for drug targeting.

In Chapter 3, we perform one of the first single-cell eQTL studies in which we 
identified cell type–specific eQTLs for blood immune cell types. We show how cell 
type–specific effects can be masked in a bulk-like analysis due to small effect sizes 
or through opposing eQTL effects in other cell types. In addition, we introduce the 
concept of co-expression QTLs, where the co-expression relationship between pairs 
of genes is dependent on genetic variation.
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In Chapter 4, we look at the effects of fungal exposure (Candida albicans) on 

blood immune cells. We used bulk tissue–based approaches to ensure sufficient 
power to detect pathogen-specific effects, then single-cell data to pinpoint the 
specific cell types in which these effects occur. Using this approach, we were able 
to identify the likely mechanism through which the LY86 gene affects the response to 
Candida infection of the blood.

In Chapter 5, we use three different pathogen stimulations at two time points to 
better capture the cell type–specific and pathogen-dependent responses to infection. 
We identified the expression changes upon stimulation and saw that the pathogen-
specificity was lower than the timepoint-specificity for both differential expression 
and context-specific eQTLs. Similarly, co-expression QTLs often showed timepoint-
specificity. Using a combination of transcription factor binding information and pathway 
enrichment for the co-expressed genes, we identify the biological mechanism through 
which pathogen-stimulation affects the co-expression between genes.

In Chapter 6, we assess strategies to reconstruct gene regulatory networks 
derived from scRNA-seq data and quantify the impact of several challenges associated 
with reconstructing personalized gene regulatory networks. We further develop our 
co-expression QTL capturing strategy to systematically identify such events and 
provide guidelines on how co-expression QTL mapping can be performed in other 
datasets. With this method, we were able to identify a potential working mechanism 
for how a genetic variant affects the manifestation of autoimmune diseases.

In Chapter 7, the plans of the single-cell eQTLGen Consortium are outlined. 
As a continuation of the eQTLGen consortium’s work, this new consortium aims to 
provide a comprehensive, cell type–specific resource of eQTLs in blood. We present 
how we want to harmonize cell type classification and perform a federated eQTL 
analysis and how to use to reconstruct GRNs.

Finally, in Chapter 8, I describe how new developments in single-cell 
technologies can be used to further study context-specificity and how I envision the 
use of these technologies for precision medicine.
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Abstract
Only a small fraction of patients actually respond to the drug prescribed to treat 

their disease, which means most are risking unnecessary exposure to side-eff ects 
through ineff ective drugs. This inter-individual variation in drug response is driven 
by diff erences in gene interactions caused by each individual’s genetic background, 
environmental exposures, and distribution of specifi c cell types. These gene 
interactions can now be captured by building gene networks. In this perspective, we 
propose an integrative approach that leverages the sensitivity of bulk data with recent 
advancements in single-cell data to enable the reconstruction of personalized, cell-
type- and context-specifi c networks. We expect this approach will allow us to prioritize 
key driver genes for specifi c diseases, knowledge that will open new avenues towards 
better personalized healthcare.

Genetic risk factors

Disease

Context

Gene

Pathway

Environmental
risk factorsrisk factors

Figure 1 | link between genetic and environmental factors on disease. Revealing the interplay between 
genetic and environmental risk factors enables identifi cation of the disease-associated context, causal genes 
and pathways. This leads to a better understanding of why certain individuals become ill, whereas others do 
not.
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2

1. Unravelling the link between genetic risk factors and 
disease

In the last decade, genome-wide association studies (GWAS) have identified 
over 10,000 genetic risk factors, mainly single nucleotide polymorphisms (SNPs), for 
more than 100 common diseases1. Together these GWAS loci can explain up to   ̴25% 
of the heritability of complex diseases2 and up to 56% of disease-related traits3. The 
majority of these genetic risk factors are located in non-coding regions4 and, as the 
function of these regions is challenging to decipher, it remains largely unclear how 
the SNPs are linked to disease. Several studies have shown that the gene nearest 
to the genetic association may not always be the causal gene5-7. In consequence, 
more sophisticated approaches have been developed to unravel the link between 
genetic risk factors and disease (e.g. causal genes, pathways and cell types) (Fig. 1). 
Expression quantitative trait loci (eQTL) studies, for example, have been performed 
to identify the local (cis-eQTL) and distal (trans-eQTL) downstream effects of genetic 
variation on gene expression8, 9. These eQTL studies have provided the first clues about 
how genetic variation is linked to disease (Fig. 2). Other methods to further prioritize 
putatively causal genes include co-localization analysis, fine-mapping and summary-
data-based Mendelian randomization (for detailed discussions of these techniques 
see 10, 11). To provide a greater understanding of gene regulatory mechanisms, several 
large consortia—including the ENCODE project12, FANTOM13, Epigenome Roadmap14 
and Blueprint15—have systematically classified more than 80% of the genome as non-
coding regulatory elements. Genetic variation has now been linked to many of these 
elements, including epigenetic marks16, 17, transcription factor binding and chromatin 
accessibility18,19 and post-transcriptional regulation20, 21. 

 What all the above-mentioned studies make clear is the importance of 
studying both gene expression22 and its regulation. However, despite all these 
advances in our understanding of GWAS variants, a recent study of 7,051 samples 
from 449 donors across 44 tissues from the Genotype-Tissue Expression (GTEx) 
project could still only link 61.5% of the SNPs within a GWAS locus to an eQTL 
effect23. The reason that not all GWAS SNPs can be linked to an eQTL effect could be 
that eQTL studies have been performed in the wrong context for a specific disease. 
We know now that many genetic risk factors have cell-type-specific effects22, 24, 25 or 
are modulated by environmental factors26, 27 and these are contexts that eQTL studies 
usually do not completely capture. 
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Independent genetic risk factors can converge into key regulatory pathways24, 

28 and may act beyond the disruption of individual genes29, 30. Therefore, we expect 
that a comprehensive overview of the many processes at work will be required to 
better understand disease pathogenesis. This kind of overview can be acquired by 
reconstructing gene regulatory networks (GRNs), which are uniquely based on cell 
type22, 24, 25, environment26, 27 and an individual’s genetic makeup29, 30. Understanding 
the effect of genetic variation on GRNs is particularly important because this may 
contribute to the large inter-individual variation in drug responsiveness (Fig. 3); 
currently some of the most commonly prescribed drugs are only effective for 4% to 
25% of the people to whom they are prescribed31. 

In this perspective, we outline our vision for an integrative approach to 
reconstructing context-specific GRNs. We focus here on gene-expression-based 
regulatory networks because gene expression data has been extensively collected 
and because the generation of this type of data at the bulk and single-cell level has 
advanced the most compared to other single-cell technologies. However, there are 
other molecular levels, such as metabolites or proteins, that can and should be added 
to GRNs in the future to capture the full complexity of a disease32. 

We begin this perspective by briefly introducing the concept of a co-expression 
network and describing the methods to create directional GRNs from co-expression 
networks using bulk data. We then discuss the limitations of bulk data and how they can 
be resolved by the unique properties of novel single-cell gene expression approaches 
to enable the reconstruction of causal GRNs. We do not cover the methods used to 
reconstruct single-cell GRNs in detail because they have recently been covered in an 
excellent review by Fiers et al.33. We conclude by describing how combining bulk and 
single-cell data permits reconstruction of context-specific, personalized GRNs, and 
describe their use in advancing personalized healthcare.

2. Gene networks in bulk data
Understanding the pathways affected in disease requires a clear definition of 

which genes act together in specific cellular processes. To this end, model organisms 
have been instrumental in defining the most basic pathways present in each cell. By 
performing knockout experiments, for instance, the relationships between genes can 
be identified by studying the downstream effects on gene expression or enzymatic 
function, and these effects are now catalogued in databases such as KEGG34 and 
REACTOME35. The pathways defined in these databases, however, can be incomplete 
or biased towards well-studied cellular phenotypes or genes. Co-expression networks 
and GRNs can therefore be useful for extending the knowledge provided by such 
databases, and methods for constructing such networks have been reviewed in detail 
elsewhere36, 37.

Gene networks can be used to infer the functions of genes by assuming that 
genes with similar functions are located close together in these networks (Fig. 2). 
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For example, known pathway annotations can be combined with network properties, 
such as the number of connections between nodes (which effectively define genes) 
or distances between individual nodes. This enables the identification of clusters 
of genes that are enriched in a particular pathway, and unannotated genes can be 
assigned to the overrepresented pathways in the cluster (i.e. guilt-by-association)38-42. 
A recent comparison of methods for the identification of disease-relevant gene 
clusters in a co-expression network showed that while a number of approaches were 
successful, the challenge was best tackled using a consensus of several predictors43.

Implementing directionality in the gene network 
While disease-relevant gene clusters can be identified using the methods 

discussed above, they do not provide insight into how genetic risk factors affect 
the network. To identify the downstream consequences of genetic risk factors, 
directionality must be added to co-expression networks. A directional co-expression 
network that also has information about the regulators that control gene expression 
is a GRN. Information obtained from databases such as KEGG34 can be used to add 
directionality to specific pathways, but they are limited in their ability to determine 
whether these pathways are active in specific cell types or if they function similarly 
in all cells or individuals. Additional approaches are therefore required to generate 
context-specific GRNs.

Directionality can be added to a co-expression network using a combination of 
perturbations, time-series data and Bayesian models44-46 (Fig. 2). Bayesian models can 
be divided into static and dynamic models. Static Bayesian models cannot implement 
feedback loops and are thus restricted in the type of models they can generate. Since 
feedback loops are a common property of GRNs47, dynamic Bayesian models that 
incorporate time-series data and allow feedback loops are more suitable44, 45. However, 
generating time-series data is very costly because it requires a high sampling-rate to 
correctly define directional relationships between genes (follows from the Nyguist-
Shanning sampling theorem48, 49). Undersampling could result in incorrect correlations 
between genes or in missing key events in the network50. Moreover, correct directional 
inference requires cells to be synchronized before time-series experiments are started, 
and even when successful, cells may lose their synchronization over time51. Finally, 
constructing Bayesian networks is computationally intensive52. This burden can be 
reduced by including prior knowledge from other sources (e.g. pathway databases), 
but the quality of the resulting network will be determined by the reliability of that prior 
knowledge53, 54. 

Information about the regulators that control gene expression can also be 
gained by linking GWAS variants to additional molecular layers such as transcription 
factor binding motifs, and enhancer and promoter elements55. This information can be 
helpful in determining directionality and understanding how genes are being regulated, 
providing additional support for putatively causal interactions. Similarly, it has been 
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previously shown that eQTL information can be linked to additional molecular layers 
to reveal the functional mechanism of how the genotype aff ects interactions between 
genes, so-called context-dependent eQTLs29. The directionality of these interactions 
can be exposed by understanding the underlying regulatory mechanism. The cis-
regulatory eff ect of SNP rs968567 on FADS2 expression, for example, is modifi ed 
by the sterol regulatory element-binding transcription factor SREBF2 (Fig. 4)29. Using 
ENCODE ChIP-seq data, a binding site of SREBF2 near rs968567 was identifi ed, 
which suggested that the binding of SREBF2 depends on the allele at rs968567 and 
consequently modulates the downstream expression eff ect on FADS2. 

Disease 
SNP

Disease 
SNP

Disease 
SNP

cis
-eQTL

cis-eQTL

cis-eQTL

Disease 
SNP

Disease 
SNP

Disease 
SNP

cis
-eQTL

cis-eQTL

cis-eQTL

Individual 1 Individual 2

Key driver gene

Drug

No disease 
symptoms

Disease 
symptoms

Drug

Key driver gene

Prioritized genes Drug target

Legend:

Drug does not
cure symptoms

Drug cures
symptoms

Figure 3 | Implications of personalized GRNs on precision medicine. Depending on an individual’s 
regulatory wiring, specifi c drugs may or may not be eff ective. Personalized GRNs will provide guidance for 
precision medicine in the future. In this particular example, GRNs of two individuals are shown in which the 
regulatory wiring between the drug target gene and the key driver gene is diff erent: in individual 1, the drug 
target gene activates the key driver gene, whereas in individual 2, the interaction between both genes is 
absent. Thus, in individual 1, the drug is eff ective, whereas in individual 2, the drug is ineff ective.
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While additional molecular data layers can be very informative for inferring 
directionality, they are not always available in the disease-relevant context. Recent bulk-
based RNA-seq studies have generated tissue-specific co-expression networks for up 
to 144 different tissues56, 57. However, the associated time and cost of implementing 
directionality and context-specificity have hampered the generation of tissue-specific 
GRNs in bulk data. In the following sections, we describe how a combination of bulk 
and single-cell data can be used to resolve these issues and to create GRNs that help 
us understand the link between genetic risk factors and disease. 

3. Improving networks with single-cell data
The first scRNA-seq experiment was performed with a single cell in 200958. 

Since then, the technique has developed to the point where more than a hundred 
thousand cells can be processed in parallel59, 60. Initial efforts have used single-cell 
qRT-PCR data to build co-expression networks consisting of a limited number of 
genes involved in hematopoiesis61. More recently, efforts have been made to build 
gene co-expression networks using scRNA-seq data62-64. The reliability of these 
networks will improve with increasing numbers of cells, reads-per-gene and genes-
per-cell, but exact numbers are difficult to provide as they are influenced by many 
factors63, 64. Experimentally-induced perturbations using CRISPR-based approaches 
coupled to scRNA-seq show that using 100-200 cells with 1000 unique reads per cell 
is sufficient to detect effects on individual genes65. Assuming that such perturbations 
reflect natural perturbations, comparable numbers of cells and reads are expected to 
be required to reconstruct a co-expression network. 

Most aspects of reconstructing a co-expression network will not differ between 
single-cell and bulk expression data (see review in 33). However, single-cell-based 
co-expression networks will be enhanced when the unique features of single-cell 
data are taken into account. For example, network inference can be improved by 
extending the model with transcriptional dynamics revealed by single-cell data62. 
Additionally, the mRNA capture efficiency is lower in a single cell sample compared 
to a bulk sample66. Therefore, especially in single-cell data, being able to confidently 
impute gene expression levels or increase capture efficiency will increase the power 
to detect co-expression relationships63, and we discuss several of these aspects in 
the following sections.
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Specifying the context
Gene expression networks change depending on a number of factors, including 

cell type22, 24, 25, environment26, 27 and genetic signature29, 30, and the influence of each 
of these contexts can be determined using scRNA-seq. 

The ability of scRNA-seq data to dissect complex tissues and detect cell types/
states in an unbiased manner67-69 is valuable for reconstructing cell-type-specific co-
expression networks. This kind of dissection was recently applied to detect single-
cell eQTLs with high resolution30, 70, and this analysis revealed that gene regulation 
can differ even between subcell types30. Unbiased classification has also led to the 
identification of specific cell states and combinations of transcription factors that 
drive cell-type-specific gene regulatory programs71. That study showed that networks 
are different between brain cell types and that cell-type classification using networks 
gives better separation than classification on gene expression levels alone. 

Cellular heterogeneity induced by environmental perturbations can also be 
dissected using single-cell analysis72. In the context of co-expression networks, 
Martins et al. used single-cell qRT-PCR to identify the heterogeneous effects of 
cytokine stimulations on the rewiring of the network in macrophages73. Importantly, 
some of the effects on the co-expression network they identified would have been 
overlooked if they had pooled the expression of 10 cells, a demonstration of how 
population-level co-expression networks cannot fully capture gene regulation at the 
single-cell level.

scRNA-seq can also be used to identify differences induced by genetic variation 
between individuals, which enables the reconstruction of a person-specific or 
personalized co-expression network. It has recently been shown that, unlike with bulk 
RNA-seq, it is feasible to generate many measurements per individual with scRNA-
seq, which enables the calculation of correlations between genes per individual30. 
These correlations can be used to identify the relationships between genes within 
a personal co-expression network. This approach was recently applied to identify 
relations between genetic variants and the modulation of co-expression in CD4+ 
T cells. Within a cohort of 45 individuals, genetically modulated co-expression 
relationships, so-called co-expression QTLs, were identified that could be replicated 
in a bulk RNA-seq dataset of 2,116 individuals. However, these relationships would 
not have been detected using a genome-wide approach in bulk data only30. Another 
advantage of scRNA-seq data is that true correlations between genes can be identified 
that would otherwise be masked by the effects of averaging in bulk RNA-seq data due 
to Simpson’s paradox74. 

However, a disease-specific network is not defined by any of the above-
mentioned factors alone, but rather by a combination of them.  Celiac disease, as an 
example, occurs only in individuals who both carry specific HLA genotypes (genetics) 
and consume foods containing gluten (environment)75. Celiac disease is a well-known 
example of what is called a Genotype by Environment (GxE) interaction, where an 
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environmental perturbation is modulated by an individual’s genetic background. 
Future scRNA-seq studies should expand our understanding of how GxE interactions 
modulate the co-expression network. For example, by exposing cells from different 
individuals to various environmental conditions. 

 

Exploiting scRNA-seq data variability to infer directionality
Measured gene expression levels can vary considerably between different cells 

even when accounting for cell type, environment and genotype. This is the result 
of biological and technical variation, with the former affected by processes such 
as stochastic bursting of transcription76 and the cell cycle stage, while the latter is 
inherently associated with the challenges of accurately measuring single-cell gene 
expression levels 77. Although large variability in gene expression levels is usually seen 
as a problem, it can actually provide unique insights that cannot easily be extracted 
from bulk expression data. During dynamic processes, such as cell differentiation or 
a response to an environmental stimulus, cells will move towards another stage over 
time. However, the pace at which cells move into this new stage differs between cells. 
By exploiting the asynchronous nature of these processes between cells, cells can 
be computationally ordered in pseudotime based on expression similarity78, 79. This 
pseudotemporal ordering of cells can provide temporal resolution in an experiment that 
does not explicitly capture cells along a time-series. Insights can therefore be gained 
using scRNA-seq data that would remain hidden in bulk data, while requiring only 
one snapshot from a single sample (Fig. 5). Currently, there are more than 50 different 
methods for pseudotemporal ordering cells (see 80 for a recent comparison of these). 

Previously, pseudotime has been used to reconstruct co-expression networks81, 82 
or small directional GRNs83 from single-cell data33. However, the assumptions required 
for pseudotemporal ordering of cells are often violated in practice, which can result in 
incorrect assignment of directionality84, 85. The sampling frequency inferred by these 
methods, for instance, depends on sample size, which could be insufficient to recreate 
the complete underlying process of interest. Further, several different networks may 
give plausible explanations for the same observed distribution of cell states. Therefore, 
it is difficult to determine the correct underlying mechanism of gene regulation without 
prior knowledge. 
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Figure 5 | Inferring causality using pseudotime analysis and RNA velocity. (a) In this example, when 
determining the relation between gene X and gene Y, no correlation would be observed (top). However, the 
relationship between both genes may be masked by a time delay and correcting for this time delay might 
reveal a clear correlation between the expression of gene X and gene Y (bottom). (b) To identify the length 
of a time delay, the cells can be ordered along pseudotime, i.e. an inferred timeline based on the variable 
gene expression states of single cells measured at a single moment in time (top). RNA velocity, a method 
that exploits the unidirectional character of splicing, allows the prediction of the future state of a cell and its 
genes (bottom). As such, the correct ordering of cells can be validated using RNA velocity. When plotting gene 
expression against pseudotime, it will become clear that the expression of gene X is following the expression 
of gene Y. From this, it can be deduced that gene Y is regulating gene X, and not the other way around.  

Both these issues can be resolved using a method called RNA velocity86 that 
exploits the unidirectional character of splicing. RNA velocity examines the rate 
of change of mRNA molecule abundances in the cell by modeling the relationship 
between unspliced mRNA (an indicator of current transcription) and spliced mRNA (an 
indicator of transcription in the recent past). By taking the RNA velocity information 
of all genes together, a cell’s future state can be successfully predicted86. Moreover, 
RNA velocity artifi cially enriches the inferred sampling frequency and prioritizes the 
pseudotemporal order that explains the observed distribution of cell states. This 
approach was recently used to independently validate diff erentiation trajectories 
predicted using another approach that combines perturbation experiments with 
clustering and pseudotemporal ordering algorithms87.
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Interestingly, in the context of GRNs, combining the information extracted from 
RNA abundance and RNA velocity has been shown to improve the ability to predict 
true targets of transcription factors across a range of species and for experimental 
settings that mimic the sparseness and noisiness of scRNA-seq data88. Moreover, 
implementation of a time-delay between gene-gene interactions was shown to result in 
greater accuracy to identify time-delayed interactions and infer network topology89, 90.  
As such, similar to application of time-series bulk data, we reason that causality 
can be inferred in GRNs using a combination of RNA velocity and pseudotemporal 
ordering (Fig. 5). 

Overcoming the drawbacks of single-cell data 
While the unique properties of scRNA-seq data can specify context and add 

directionality to the co-expression network, scRNA-seq data does have some 
drawbacks that can reduce its downstream usage for GRN construction. Single cells 
contain a limited amount of RNA, which means input material requires many rounds 
of PCR amplification before being sequenced. In consequence, amplification bias and 
dropouts91 (genes not detected even though they are expressed, resulting in observed 
zero-inflated gene expression) are two important factors that can affect scRNA-seq 
data. In addition to dropouts, zero-inflated gene expression can also be the result of 
biological heterogeneity76, 92. To estimate the contribution of dropouts to zero-inflated 
gene expression in scRNA-seq data, the abundance of known amounts of synthetic 
RNA spike-ins and endogenous transcripts have been quantified using both scRNA-
seq and single molecule RNA fluorescent in situ hybridization93, 94. These comparisons 
have revealed an average RNA capture efficiency of   ̴5-25%, depending on the gene 
expression level and the scRNA-seq protocol used66, 95, 96.

Amplification bias has been largely addressed by including unique molecular 
identifiers (UMIs), which tag individual molecules in the 3’-end scRNA-seq protocols, 
before PCR amplification97. However, so far, no general solution has been found for 
the dropout events. Two major approaches have been proposed to resolve this issue: 
gene expression imputation and multi-omics imputation. The challenge of zero-
inflated expression in scRNA-seq data is one that several groups are trying to tackle 
by developing gene expression imputation algorithms, such as scImpute, CIDR and 
MAGIC98-100. All these algorithms look for patterns in other cells that can be used 
to infer the true expression value of the dropout, but they differ in approach and 
their performance varies depending on the number of dropouts in the data (for a 
detailed comparison of recent imputation algorithms see 101). The complex biological 
relationship between multiple omics layers may also provide additional information 
that would otherwise not be extracted by investigating a single omics layer. By taking 
advantage of cross-omics relationships, multi-omics imputation has been shown to 
outperform single omics imputation approaches in bulk data, especially when the 
sample size is small or noise is large102. 
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Single-cell data may also benefit from multi-omics imputation. Several 
technologies have been developed to measure multiple omics layers in a single 
cell, varying from combinations of genomics, epigenomics and transcriptomics to 
transcriptomics and proteomics (see review in 103). These studies neatly illustrate the 
potential of single-cell multi-omics data, however we do not expect direct usage for 
imputation purposes because the single-cell omics layers are extremely sparse and 
generating these datasets is very time intensive and costly. Instead we expect that 
a close exchange between the information obtained in bulk and single-cell data can 
reveal the subcell type and genetic-context-specific rules to improve multi-omics 
imputation in single-cell data. The feasibility of this concept was recently assessed 
by Buenrostro et al., who elucidate the relationship between chromatin accessibility 
and expression levels using a combination of bulk and single-cell data104. Another 
approach was taken by Welch et al., who computationally combined multiple omics 
layers from different single cells ordered in pseudotime105. This enabled them to 
retrieve the cross-omics relationship within individual cells and accurately infer the 
cross-omics correlations. While several promising solutions are being developed, 
none have completely solved the problems surrounding the sparseness of single-cell 
data, and this will likely remain an area of intense study for the next years to come.

4. Integrative approach for GRN assembly
Considering the unique features and applicability of both bulk and scRNA-seq 

data for generating GRNs, we propose using an integrative approach to assemble 
context-specific, personalized GRNs that can help move towards improved precision 
medicine in the future. This integrative approach combines the richness of bulk 
data with the finer detail and unique insights obtained from single-cells (Fig. 6). Our 
proposed approach consists of an interplay alternating between bulk and single-cell 
data, iteratively updating GRNs with knowledge acquired from both sources of data. 
This allows us to take full advantage of both technologies and recent collaborative 
efforts, such as the Human Cell Atlas106 and the GTEx consortium22. In the following 
sections we describe the three steps of this integrative approach using the example 
of CD4+ T-cell data illustrated in Figure 6.

Bulk-based reference co-expression network
The first step in assembling a context-specific GRN is establishing a cell-type-

specific reference network that can be used as a baseline onto which the specific 
contexts can be projected. To create this reference network, numerous publically 
available datasets for specific cell types made with bulk RNA-seq can be used. Public 
RNA-seq repositories, such as the European Nucleotide Archive and the Sequence 
Read Archive, already contain hundreds of bulk RNA-seq datasets from purified 
cell types. Combining these datasets from different resources requires uniform 
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alignment, quantification and removal of batch effects107, and multiple recent efforts 
have worked to combine such uniformly processed bulk RNA-seq datasets in large 
repositories108-111. 

While single-cell data provides a more detailed context of the network, it 
does not currently have the sensitivity of bulk data and will create an incomplete 
network due to dropouts. The bulk reference co-expression network thus serves two 
purposes. The first is to fill gaps in the network where expression, and therefore any 
possibility of an interaction, is missing for genes. The second is to provide additional 
supporting information when evidence from single-cell expression data is insufficient 
to confidently report the interaction between two genes. In this scenario, comparison 
between the single-cell and bulk RNA-seq reference can be used to gain additional 
support for the interaction.

Fine-tuning the reference co-expression network to reflect the context
The second step in assembling the context-specific GRN is to use scRNA-seq 

data to add context-specific information to the bulk-based reference co-expression 
network. Sampling can be performed on a full tissue, after which individual cell 
types can be dissected using the single-cell expression profiles. This allows for the 
creation of cell-type-specific networks without the need to predefine the studied cell 
types. Furthermore, for each of the identified cell types, the effect of environmental 
perturbations can be studied. To illustrate this second step, we provide an example 
in Figure 6 of a CD4+ T cell-specific and pathogen stimulation-perturbed network. By 
generating such a network for each individual within a study separately, the higher 
complexity of the network can be captured. 
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Figure 6 | Reconstruction of personalized, context-specifi c GRNs through the integration of bulk and 
single-cell data. We expect the richness of bulk expression data (e.g. number of genes or transcript variants 
detected, number of datasets available for any given tissue) combined with the context-specifi city of scRNA-
seq data (e.g. cell type, environmental exposure) to facilitate the generation of context-specifi c co-expression 
networks. Finally, integrating additional data layers, such as context-specifi c eQTLs and co-expression 
QTLs combined with ChIP-seq data, will allow the direction of eff ects to be determined. This will enable the 
reconstruction of personalized, context-specifi c GRNs. 



33

An integrative approach for creating personalized gene regulatory networks for precision medicine

2

Transitioning from associations to causal relations
The final step in assembling the GRN is adding directionality to the context-

specific network to gain insight into the putatively causal relations between genes 
and to validate them using experimental approaches. Our proposed method solves 
the issue of directionality by integrating information from eQTLs or pseudotemporal 
ordering into the network. 

There are several ways in which eQTLs can be used to gain insight into the GRN. 
First, they can reveal downstream effects of gene regulation. SNPs that have both cis 
and trans effects on gene expression can be used to uncover regulatory relationships 
between genes. For example, Westra et al. have shown that such SNPs may affect 
the expression of a transcription factor in cis and consequently affect the expression 
of many downstream genes in trans24. For a number of these downstream genes 
supporting ChIP-seq data was found, suggesting directionality of regulation. Second, 
context-dependent eQTLs29 and co-expression QTLs30 can uncover the upstream 
interactors of some genes and identify parts of the network where the relationships 
between genes change with genotype (Fig. 4). Altogether, by combining cis-, trans- 
and context-dependent eQTLs or co-expression QTLs, branches of a GRN can be 
reconstructed and extended with genetic information. 

To put the regulatory information obtained from eQTLs in the correct context, the 
cell types in which the eQTL effects manifest have to be identified22, 24, 25. Identification 
of trans-eQTLs and context-dependent eQTLs requires enormous sample sizes in 
bulk expression data (thousands of samples) to overcome a severe multiple-testing 
burden24, 29. Such massive datasets are currently only available for whole tissues in 
bulk (such as whole blood), but these do not allow identification of the relevant cell 
type. While the sample size of single-cell datasets does not permit these analyses at 
the genome-wide level, single-cell datasets can be used to determine the cell type in 
which an eQTL effect identified from bulk data manifests. After pinpointing the relevant 
cell type, the bulk multi-omics data of this specific cell type can be used to identify 
or verify the regulating mechanism behind the context-dependent interaction. In one 
example of how this could work, a genetic variant was shown to change enhancer-
promoter looping by affecting the affinity of a cell-type-specific transcription factor112. 
By providing this kind of evidence for the regulating mechanism, causality can be 
integrated into the parts of the cell-type-specific GRN for which eQTLs can be found. 

Combining pseudotemporal ordering with RNA velocity allows the identification 
of directionality between all genes, not just eQTL genes. Identifying which genes 
share similar expression patterns and the pseudotime at which they are expressed 
can establish the directional relationship between these genes (Fig. 5). Van Dijk et 
al. recently showed promising results with a comparable approach in which gene 
expression imputed scRNA-seq data was ordered along pseudotime100. Subsequently, 
kNN-DREMI, an approach to quantify the strength of non-linear and noisy gene-gene 
relationships, was used to select those transcription factors and potential targets 
that changed considerably along pseudotime. In this way, they could reconstruct a 
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large GRN consisting of 719 transcriptional regulators and 11,126 downstream target 
genes. Of the predicted target genes that were tested, 92% significantly overlapped 
with target genes as assessed by ATAC-seq. This study showed promising results 
to identify target genes without experimental perturbation. However, experimental 
validation is required to transition from associations to causal relations, and pooled 
CRISPR-screens coupled with a scRNA-seq readout (such as CROP-seq113, CRISP-
seq114 or PERTURB-seq65, 115) are especially suited for this purpose. These methods 
enable the mapping of downstream consequences of gene perturbations on the 
whole transcriptome level. Our proposed integrative approach will help provide focus 
on those regions of the network that are of particular interest and alleviates the need 
to perform experimental validation on every possible gene. Altogether, we expect that 
such an integrative approach enables the reconstruction of well-validated context-
specific, personalized GRNs.

5. The future of precision medicine
A major challenge in healthcare is that the majority of currently prescribed 

drugs are only effective in a small subset of patients31. This not only leads to money 
lost on ineffective drugs, but it also unnecessarily exposes patients to adverse drug 
side-effects. Well-validated, context-specific, personalized GRNs will be essential to 
move from more traditional medicine towards precision medicine, which will provide 
treatment or preventive measures that will be effective for specific patients based on 
their genetic, environmental and lifestyle characteristics (Fig. 3).

Disease-specific GRNs may provide novel insights into disease pathogenesis 
and have enhanced power to prioritize disease-causing genes116. These GRNs 
provide a bird’s-eye view which is required to look beyond the disruption of individual 
disease genes: while each gene may have a small individual effect, several disease 
genes together may have a large additive effect when converging into a few disrupted 
key regulatory pathways117-119. Despite different individual disease genes, similar 
key regulatory pathways are likely to be disturbed in different diseases. Likewise, 
exposure to specific environmental factors may disturb regulatory pathways in a 
fashion comparable to specific disease-associated genetic variants. These insights 
may provide novel links between different diseases or clues to how environmental 
factors can contribute to one or more diseases, and these new associations should 
provide novel directions for treatment.

Generation of context-specific GRNs may never fully capture the complexity 
of multifactorial interactions (genetic background, environmental exposures, disease, 
etc.) and the intercellular communication that influences the whole organism. 
Nevertheless, GRNs will be valuable for predicting the outcome of perturbations, and 
this particular function of GRNs will be useful for predicting potential drug targets for 
disease. Tumor-specific networks inferred using a combination of gene expression 
data and cancer-related signaling pathways have already been successfully applied 
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to identify oncogenes and previously identified targets of cancer treatment120. Gene 
expression and network data of 235 bioactive molecules have also been combined to 
identify known drug targets with high accuracy (AUC > 0.9)121.

Not only are GRNs expected to lead to more effective treatment, they may also 
enable the identification of high risk individuals who would benefit from preventive 
medicine. Predictions based on genetic information through polygenic risk scores 
(PRS) have been shown to be valuable in this regard. In one example, individuals 
given the highest likelihood of developing coronary heart disease by a PRS model 
were shown to benefit the most from statin treatment122, 123. Comparable to genetic 
prediction models, personalized GRNs are expected to enable identification of high 
risk individuals, but with the added benefit of understanding the mechanism that 
underlies the prediction and providing insight into environmental risk factors that 
might exacerbate genetic risk. We expect that a combination of GRNs and PRS 
would provide valuable information for disease risk reduction, especially for complex 
diseases that are less well understood.

An integral component to predict disease in individuals before disease 
manifestation using both PRS and GRN, is to have their genotype information 
available. However, the problem is that (seemingly) healthy individuals infrequently 
come into contact with the healthcare system. Therefore, to implement this in current 
clinical practice, every individual would ideally be genotyped, for example, directly 
after birth or during a visit to the general practitioner, as is done with vaccinations. 
Genotyping using genotype arrays in combination with imputation-based approaches 
has become very cost-effective, mapping clinically relevant genetic variants with 
high coverage at low cost (~30 euros/individual). With the steady decrease in 
price, large-scale genotyping projects have already begun. 500,000 individuals 
have been genotyped within the UK Biobank population cohort for example124. The 
small investment in genotyping early in life may pay off in the future, as the resulting 
personalized GRNs are expected to provide informed personal lifestyle advice that 
could reduce disease risk. The Finnish GeneRISK study is already demonstrating how 
this could work by showing how providing individuals with a personal disease risk 
assessment can have a major, long-term effect on their lifestyle125. This disease risk 
assessment was based on 49,000 disease-associated genetic variants and lifestyle-
associated risk factors. Overall, 1.5 years after the disease risk assessment, 32.4% of 
the individuals who were informed they were at >10% risk for cardiovascular diseases 
showed risk-reducing behavior. 

Genotyping individuals may also allow doctors to select effective drugs without 
adverse effects. However, before this can be implemented in clinical practice, a 
shift in both public perception and healthcare regulations is required. In 2013 the 
company 23andMe, which offers commercial genetic testing, was prohibited from 
providing health risk assessments as part of their products by the US Food and Drug 
Administration (FDA), as the health information provided by their genetic testing was 
not accurate enough and not individually actionable. Four years later, the FDA gave 
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23andMe approval to provide the first at-home DNA test for 10 diseases and clinical 
conditions, marking a shift in the regulations required to provide genotyping for every 
individual126. Before this DNA test was FDA approved, 23andMe had to assure that 
users fully understood what the test entails and what the results mean. In addition to 
this, we believe that trained professionals, such as genetic counselors, are essential 
for helping individuals interpret genetic results in order to prevent misconceptions 
and un-needed anxiety. These recent developments are expected to facilitate 
implementation of genetic testing in the future.

6. Conclusions and future perspectives
In this perspective we have highlighted the importance of using a gene network-

based approach rather than a single-gene focused approach to gain the bird’s eye 
view required to understand disease pathogenesis. As diseases arise in highly specific 
contexts, context-dependent GRNs are needed to understand these diseases. To 
build these context-dependent GRNs, we have proposed an integrative approach 
of generating GRNs using both bulk and single-cell data. We have not covered the 
computational implementation of our approach, as this would go beyond the scope of 
this perspective. Nevertheless, we expect that our iterative approach is well-suited to 
implementation using machine learning or deep learning models that learn from large 
datasets and make predictions on likely outcomes of complex cellular systems such as 
GRNs127, 128. However, massive datasets of this kind are not yet available at the single-
cell level. Therefore, large single-cell reference panels, like those being assembled by 
the Human Cell Atlas106, will be instrumental for executing our integrated approach 
using machine learning algorithms. Moreover, platforms like the Human Cell Atlas are 
expected to provide more uniform guidelines and solutions for generating, processing 
and handling large-scale scRNA-seq data. This will facilitate the combining of scRNA-
seq datasets as part of our integrative approach. 

We conclude this perspective with the possibilities that may open up with the 
integration of person-specific information in GRNs. As initiatives such as 23andMe 
and the UK Biobank produce ever larger genetic datasets that could be used to 
reconstruct personalized GRNs, and new initiatives are started, the ability to accurately 
predict disease risk through a combination of genotype associations and personalized 
GRNs will improve. However, before these personalized GRNs may be adopted in 
clinical practice, a number of ethical and legal issues will have to be resolved. Clinical 
guidelines, for instance, will have to be developed so that the interpretation of the results 
can be guided by trained professionals and the actionability of individual findings has 
to become clear32. Additionally, updated privacy and data protection regulations, such 
as the General Data Protection Regulation implemented in the EU in 2018, will be an 
important aspect to reduce privacy concerns in the general public. Once these issues 
have been addressed, however, we expect that personalized, context-dependent GRNs 
will accelerate the progress required to make the next big leap in precision medicine.
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Glossary terms
genome-wide association studies (GWAS): genome-wide approach in which genetic variants such as 

single nucleotide polymorphisms (SNPs) are linked to a molecular trait or disease.
expression quantitative trait loci (eQTL): SNP that explains variation in gene expression levels. When 

the SNP explains the expression of a gene within a 1 megabase distance, it is called a cis-eQTL. 
When it explains the expression of a gene beyond a 1 megabase distance, it is called a trans-
eQTL.

co-localization: a method that determines whether the association signals in a locus correspond between 
two association studies (e.g. between a GWAS and an eQTL study).

fine-mapping: a statistical approach that is used to prioritize the most likely causal genetic variant in a 
previously identified locus that is linked to a specific phenotype.

Summary-data-based Mendelian randomization (SMR): a summary statistics based variant of 
Mendelian Randomization that leverages the principle that genetic variation is randomly assigned 
to a sample with a specific phenotype to infer causality between genetic variation and the 
phenotype in an observational study. 

gene regulatory network (GRN): a directional co-expression network that also contains information 
about the regulators that control gene expression.

precision medicine: healthcare that is individually tailored on the basis of a person’s genetic, 
environmental and lifestyle characteristics.

co-expression network: an undirected network that describes which genes often behave in a coordinated 
manner. This network consists of nodes, representing genes, that are connected through edges 
that represent relationships between nodes. These relationships can be unweighted or weighted, 
indicating either a binary relationship (on/off) or a more continuous relationship. 

Bayesian model: statistical modeling to calculate probabilities for an observation while taking into 
account the empirical or theoretical expected distribution of these observations or factors 
expected to influence the observations. Used in co-expression networks to assign probabilities 
for directionality between genes.

Nyquist–Shannon sampling theorem: describes the sample frequency that is sufficient to capture all 
the information from a continuous-time signal of a finite bandwidth. 

context-dependent eQTLs: eQTLs for which the strength of association depends on a secondary factor. 
This may be either intrinsic (e.g. expression of another gene, cell type frequency) or extrinsic (e.g. 
environmental exposure). Gene expression can be used as proxy measurements for both intrinsic 
and extrinsic factors. 

co-expression QTLs: SNPs that modulate the correlation between the co-expression of two genes. To 
calculate these, many observations (e.g. on multiple cells or tissues) per individual are required.

Simpson’s paradox: the situation in which an observed relationship within each sample reverses when 
the samples are combined.

genotype by environment (GxE) interactions: interactions between an individual’s genotype and the 
environment. Context-dependent eQTLs are a subset of GxE interactions.

stochastic bursting: a fundamental property of genes in which gene transcription occurs in “bursts”.
pseudotime: inferred temporal sequences of gene expression states in cells from measurements made 

at a single moment in time.
RNA velocity: the rate of change of mRNA molecule abundances in the cell determined by modeling 

the relationship between unspliced mRNA (indicator of current transcription) and spliced mRNA 
(indicator of transcription in the recent past).

amplification bias: bias that arises due to the sequence-dependent amplification efficiency of PCR.
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dropouts: genes that fail to be detected even though they are expressed (resulting in a zero-inflated 
gene expression distribution).

synthetic RNA spike-in: an RNA transcript of known sequence and quantity used to calibrate 
measurements in gene expression assays.

unique molecular identifiers (UMIs): barcode sequences tagging individual molecules.
cross-omics relationships: relationships between different measurements of molecular phenotypes 

(e.g. methylation and transcription).
polygenic risk score: predictive model for a disease or trait based on multiple genetic variants.
machine learning approaches: methods to analyze massive amounts of data to build predictive models 

from multi-dimensional datasets.
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Main text
Genome-wide association studies have identified thousands of genetic variants 

that are associated with disease.1 Most of these variants have small effect sizes, but their 
downstream expression effects, so-called expression quantitative trait loci (eQTLs), are 
often large2 and cell type-specific3-5. To identify these cell type-specific eQTLs using 
an unbiased approach, we used single-cell RNA sequencing (scRNA-seq) to generate 
expression profiles of ~25,000 peripheral blood mononuclear cells (PBMCs) from 45 
donors. We identified previously reported cis-eQTLs, but also identified new cell type-
specific cis-eQTLs. Finally, we generated personalized co-expression networks, and 
identified genetic variants that significantly alter co-expression relationships (which we 
termed ‘co-expression QTLs’). Single-cell eQTL analysis thus allows for the identification 
of genetic variants that impact regulatory networks.

Previously, purified cell types4,6-8 or deconvolution methods9,10 have been used 
to identify cell type-specific eQTLs. However, these methods are biased towards 
specific cell types, or are of limited use for less abundant cell types and dependent on 
accurately defined marker genes.11 In contrast, scRNA-seq can be used to investigate 
rare cell types12, and thus, enables identification of cell type-specific eQTLs using an 
unbiased approach. Indeed, proof of concept was previously shown in a study on 15 
individuals, where 92 genes were studied in 1,440 cells.13

Here, we studied cell type-specific effects of genetic variation on genome-wide 
gene expression by generating scRNA-seq data of ~25,000 PBMCs from 45 donors 
of the population-based cohort study Lifelines Deep14. After quality control (Online 
Methods, Suppl. Fig. 1), we first assessed to which extent previously reported cis-
eQTLs from bulk whole blood, using either 94 DeepSAGE samples 15 (a 3’-end oriented 
RNA-sequencing strategy similar to our scRNA-seq approach) or 2,116 RNA-seq11 
samples, also show significant effects in the scRNA-seq dataset. For this analysis, we 
treated the scRNA-seq data as being bulk PBMCs (by averaging expression levels of 
all cells per gene per sample, referred to as ‘bulk-like PBMCs’). We detected 50 and 
311 significant cis-eQTLs (gene-level false-discovery rate (FDR) of 0.05) that were 
previously reported in the DeepSAGE15 and RNA-seq11 study, respectively (Fig. 1a, 
Suppl. Table 1). Although only a small proportion (8% and 1%) of previously reported 
cis-eQTLs were significant in our scRNA-seq analysis, 96% and 90.4% had identical 
allelic directions as in the DeepSAGE15 and RNA-seq11 study, respectively, indicating 
that these cis-eQTLs reflect similar regulatory effects. The few discordant eQTLs may 
reflect the slightly different sample composition of both datasets (PBMCs versus 
whole blood) and the relatively few sequence reads targeting the 3’-end of genes in 
the bulk RNA-seq dataset.

We subsequently performed a genome-wide cis-eQTL discovery analysis on 
the bulk-like PBMCs. Separate cis-eQTL analyses were conducted on each of the 
identified major cell types (cell type classification was performed using Seurat16, 
Suppl. Fig. 2a, 2b) by averaging the normalized gene expression of all cells per cell 
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type, gene and donor. In total, 379 unique top cis-eQTLs were identified, reflecting 287 
unique eQTL genes (gene-level FDR of 0.05) (Table 1), as sometimes in different cell 
types different SNPs showed the most significant association for an eQTL gene. While 
331 (reflecting 249 unique cis-eQTL genes) of these 379 cis-eQTLs were significant 
in the bulk-like PBMC eQTL analysis, 48 cis-eQTLs (reflecting 38 unique cis-eQTL 
genes) were only detected in specific cell types (i.e. ‘cell type-dependent’ eQTLs, 
Suppl. Table 2). 

 We subsequently attempted to replicate these eQTLs. For the 249 eQTL 
genes found in the bulk-like PBMC analysis, 233 cis-eQTLs were testable and 181 
(78%) were associated with the same SNP (90.1% shared allelic direction, Suppl. Table 
2) in the whole blood RNA-seq eQTL data set11. For the 48 cell type-dependent cis-
eQTLs, 29 (60%) replicated in the RNA-seq dataset11. This lower percentage suggests 
that in bulk RNA-seq datasets cell type-dependent eQTLs might become too diluted, 
resulting in low statistical power to recover these. While this most likely happens 
for rare cell types, we also observed this in common cell types. For instance, in the 
most abundant cell type (CD4+ T cells), rs2272245 significantly affects the expression 
of the TSPAN13 gene in cis (P = 2.21x10-6). However, this effect was not significant 
in the bulk-like PBMCs (P = 0.88), because TSPAN13 is lowly expressed in CD4+ 
T-cells, whereas it is highly expressed in dendritic cells (DCs) where it did not show a 
cis-eQTL effect (Fig. 1b). Cis-eQTLs might also be missed in bulk data, because they 
might show opposite allelic effects across different cell types. We could not study this 
in detail, due to lack of power given the sample size and limited number of cells for 
rare cell types (Suppl. Fig. 2c). Nevertheless, in CD4+ T cells, the A allele of rs4804315 
significantly decreased expression of ZNF414 in cis (P = 6.09x10-6), whereas in natural 
killer (NK) cells this allele increased expression of ZNF414 at nominal significance (P 
= 0.0339) (Fig. 1b). However, it cannot be excluded that specifically in NK cells, the 
effect of rs4804315 on ZNF414 expression is the result of a residual effect on ZNF414 
expression of a second, independent variant. 
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Figure 1. Cis-eQTL analysis in single-cell RNA-seq data. (a) Eff ect size of the cis-eQTLs detected in the 
bulk-like PBMC scRNA-seq sample in which the analysis was confi ned to previously reported cis-eQTLs 
in (top) whole blood DeepSAGE or (bottom) bulk RNA-seq data. The number and percentage represent, 
respectively, the detected cis-eQTLs and their concordance (i.e. same allelic direction – green quadrants) 
between the bulk-like PBMC population scRNA-seq eQTLs and (top) whole blood DeepSAGE or (bottom) 
bulk RNA-seq data. The size of each dot represents the mean expression of the cis-regulated gene in the total 
scRNA-seq dataset. (b) Examples of undetectable cis-eQTLs in the bulk-like PBMC population caused by 
(top) masking of the cis-eQTL present in CD4+ T cells but absent in DCs with comparatively high expression 
of the cis-regulated gene or (bottom) opposite allelic eff ects in CD4+ T and NK cells. (c) Spearman’s rank 
correlation coeffi  cient for the cMonocytes against the ncMonocytes of all top eQTLs that were identifi ed in the 
total dataset or at least one (sub)cell cluster (see Suppl. Table 2). Signifi cant correlations are shown in black 
(four red highlighted examples are shown in d and e), the non-signifi cant in gray. (d) Cis-eQTLs specifi cally 
aff ecting expression in the cMonocytes, and not the ncMonocytes. (e) Cis-eQTLs signifi cantly aff ecting the 
expression in both the cMonocytes and ncMonocytes. Each dot represents the mean expression of the eQTL 
gene in a donor. Box plots show the median, the fi rst and third quartiles, and 1.5 times the interquartile range. 
r, Spearman’s rank correlation coeffi  cient; *FDR≤0.05. 
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Since some cis-eQTLs did not replicate in whole blood bulk RNA-seq data, 
we subsequently investigated eQTL datasets of purified cell types. Indeed, 3 out of 
19 remaining cell type-dependent cis-eQTLs were detected (each with consistent 
allelic direction) in purified eQTL datasets of the Blueprint consortium (naïve CD4+ T 
cells and CD14+ monocytes)17 or Kasela et al. (CD4+ and CD8+ T cells)6 (Suppl. Table 
3). Hence, only 16 cell type-dependent cis-eQTLs were not identified before using 
bulk eQTL datasets of blood or purified immune cells. Although some cis-eQTLs 
were only significant in specific cell types, this does not prove cell type-specificity; 
particularly in less abundant cell types power is lacking to detect many cis-eQTLs. 
Ways to partially overcome this, would be to use methods that consider multiple eQTL 
datasets together, such as eQTL-BMA18 or Meta-Tissue19. However, these methods 
are currently computationally too demanding for large scRNA-seq data or do not 
define the cell type in which the eQTL effect occurs.19,20

Table 1. Cis-eQTL genes identified per cell type

Cell type Median number of 
cells/donor

Unique genes with 
significant cis-

eQTL effect
PBMC 507 249

CD4+ T 282 145

CD8+ T 74 21

NK 59 14

Monocyte 44 23

B 18 6

DC 11 9

Total (unique) 287

The median number of cells per donor (column 2) correlates fairly well with the number of detected cis-eQTL 
genes (column 3). In total, 379 unique top cis-eQTL effects, reflecting 287 unique eQTL genes, have been 
identified in the total dataset. Within each cell type, the number of unique cis-eQTL genes that we identified 
was equal to the number of unique, top cis-eQTL effects.

A major advantage of using scRNA-seq data is the flexibility by which any cell 
population of interest can be selected for eQTL analysis. In contrast, when using RNA-
seq data of purified cell types, one cannot retrieve data from subcell types anymore. 
Moreover, while finer differences between subcell types may be detectable using 
gene expression profiles, it is not always recapitulated by different cell membrane 
markers, complicating cell sorting. Here, we show the added value of performing 
eQTL analysis on subcell types using two monocyte subsets: classical (cMonocytes) 
and non-classical monocytes (ncMonocytes). When plotting Spearman’s rank 
correlation of each top eQTL for the cMonocytes against the ncMonocytes, several 
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examples were revealed that pinpointed the eQTL effect specifically to cMonocytes 
(Fig. 1c). Two such examples, which were previously identified in RNA-seq data 
of purified CD14+ monocytes17, are shown in Figure 1d. The scRNA-seq data now 
allowed us to specifically assign these effects to cMonocytes (Fig. 1d). Despite having 
lower power for detecting eQTLs in ncMonocytes due to an almost five times lower 
abundance compared to cMonocytes (Suppl. Fig. 2b), power in the ncMonocytes 
remains sufficiently high to detect several other significant ncMonocyte cis-eQTLs 
(Fig. 1e, Suppl. Table 2).  

Another opportunity of scRNA-seq data is to use it for determining whether 
genetic variants can alter gene co-expression. Although recently genes and 
environmental factors altering the effect size of eQTLs (‘context-specific eQTLs’) have 
been identified in bulk RNA-seq eQTL datasets11,21, a large sample size was required 
to ensure sufficient power. In contrast, scRNA-seq data enables generation of co-
expression networks on an individual donor basis, which vastly reduces the number of 
samples required to identify SNPs altering co-expression relationships. This enabled 
us to study whether SNPs showing cis-eQTL effects also affect the co-expression 
relationship of the cis-eQTL genes with other genes, which we further define as ‘co-
expression QTLs’. We confined our analysis to the most abundant cell type (CD4+ 
T cells), and calculated the co-expression between individual pairs of genes using 
Spearman’s rank correlation. We restricted the analysis to the 145 cis-eQTL genes 
identified in CD4+ T cells (Table 1), thereby increasing the likelihood of finding co-
expressed genes that are modulated by the same genetic variant. Out of these, 102 
genes showed variance in gene expression within each of the 45 donors and were 
investigated. For two of these genes we identified significant co-expression QTLs: 93 
co-expression QTLs were detected for RPS26 and one for HLA-B (P-value ≤ 1.27x10-

7, corresponding to an eQTL-gene level FDR of 0.05). The most significant interaction 
was found for rs7297175 affecting the co-expression between RPS26 and RPL21 (P = 
2.70x10-16) (Fig. 2a, 2b). When using a more liberal FDR of 0.10 (P-value ≤ 4.72x10-7), 
we identified significant co-expression QTLs for three eQTL genes (Suppl. Table 4): 13 
additional co-expression QTLs were found for RPS26 and one for SMDT1. As a result 
of co-expression between genes, we cannot rule out that the 106 co-expression QTLs 
identified for RPS26 are actually representing just one effect. 

To assess the robustness of the identified co-expression QTLs, we tested 
whether they remained significant after gene expression imputation, which was used 
to overcome the problem that in scRNA-seq data usually many genes are undetected 
despite being expressed (i.e. zero-inflated expression). Several computational 
strategies have been developed to do this.22-24 However, most current methods 
are either computationally too demanding for large datasets like ours23, or cannot 
sufficiently impute the 94.1% zero values present in our dataset24. To overcome this, 
we used MAGIC22, a method that imputes gene expression levels for nearly every 
gene. To prevent that imputation removes effects of genetic differences between 
donors or cell types, we performed imputation for each donor separately and again 
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only for CD4+ T cells (see Data availability). In general, imputation worked well, but in 
some circumstances artifacts were introduced (Suppl. Fig. 3). Therefore, we only used 
the imputed gene expression data to determine whether the co-expression QTLs, 
identified prior to imputation, remained significant after imputation (Suppl. Table 4). 
For the three eQTL genes that were involved in a co-expression QTL, two out of three 
top co-expression QTLs (rs7297175 affecting the co-expression between RPS26 and 
RPL21, P = 3.97x10-12 (Fig. 2c) and rs4147641 affecting the co-expression between 
SMDT1 and RPS3A, P = 2.57x10-4) remained after imputation (Suppl. Table 4). 
Subsequently, we were able to replicate both effects in a whole blood bulk RNA-seq 
eQTL dataset11 (P = 1.69x10-3 for RPS26-RPL21 (Fig. 2d), P = 1.59x10-4 for SMDT1-
RPS3A) (Suppl. Table 4). Interestingly, SNP rs7297175, affecting the co-expression 
between RPS26 and 106 other genes, is in near perfect linkage disequilibrium with 
the type I diabetes (T1D) SNP rs1117173925 (r2 = 0.98). Therefore, the numerous co-
expression QTLs for RPS26 may shed new light on RPS26 and its link with T1D. 
This interaction effect was also observed in other cell types (Suppl. Fig. 4), indicating 
it is not cell type-specific. In addition, various analyses were performed to rule out 
potential technical confounders (see Online Methods). 

The co-expression QTL analysis as outlined above highlights another advantage 
of scRNA-seq data; with PBMCs from only 45 donors, we could identify effects that 
would otherwise only become apparent in large-scale (2,116 samples) bulk RNA-seq 
eQTL datasets11. Due to Simpson’s paradox26, it may occur that when looking at all 
individuals together, the interaction between two genes does not show a correlation, 
while each of the individuals separately do show a correlation. So, even though the 
effect may be observed in bulk RNA-seq data, the true correlation will only be revealed 
using scRNA-seq data.

The eQTL and co-expression QTL analyses performed in this study show the 
benefit of scRNA-seq data for linking genetic variation to gene expression regulation. 
In addition to these analyses, we expect scRNA-seq data to offer many other 
opportunities for selecting cells of interest for eQTL and co-expression QTL analysis. 
For example, one could use the intercellular variation within scRNA-seq data to group 
cells along the cell cycle13, along a differentiation path27 or along a response to an 
environmental stimulus28. By doing so, one might identify eQTLs or co-expression 
QTLs that are influenced by cell cycle phase, differentiation or environmental status.

In conclusion, this proof of concept study shows the feasibility of using scRNA-
seq data for eQTL and gene-gene interaction analysis. The identified eQTLs and 
co-expression QTLs replicated well with earlier reported whole blood RNA-seq 
data. Moreover, we extended the list of genes known to be under genetic control or 
specified the cell type in which the effect is most prominent. Finally, several SNPs 
were linked to modulation of gene co-expression, implying that gene regulatory 
networks can be highly personal. We expect that larger single-cell eQTL datasets will 
enable the identification of many cell type-specific eQTLs and genetic variants that 
affect regulatory network relationships.
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Figure 2. Most signifi cant co-expression QTL in the CD4+ T cells. (a) The non-imputed expression of RPS26
and RPL21 of all individual CD4+ T cells colored by genotype (left panel) and stratifi ed per SNP rs7297175 
genotype (right panels). Genotype- and donor-specifi c regression lines are shown in the left and right panel, 
respectively. Each data point represents a single cell. The nominal P-value is given for the co-expression QTL. 
(b) The Spearman’s rank correlation coeffi  cient (r) between RPS26 and RPL21 expression stratifi ed by SNP 
rs7297175 genotype in the CD4+ T cells per donor. Each data point represents a single donor. Box plots show 
the median, the fi rst and third quartiles, and 1.5 times the interquartile range. The nominal P-value is given 
for the co-expression QTL. (c) The imputed expression of RPS26 and RPL21 of all individual CD4+ T cells 
colored by genotype (left panel) and stratifi ed per SNP rs7297175 genotype (right panels). Genotype- and 
donor-specifi c regression lines are shown in the left and right panel, respectively. Each data point represents 
a single cell. (d) The expression of RPS26 and RPL21 of whole blood bulk RNA-seq samples colored by SNP 
rs7297175 genotype. Genotype-specifi c regression lines are shown. Each data point represents a single bulk 
RNA-seq sample. The nominal P-value is given for the interaction eff ect.
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Online methods
Isolation and preparation of PBMCs

Whole blood of 47 donors from the general population Lifelines Deep (LLD) 
cohort14 was drawn into EDTA-vacutainers (BD). Within 2h, peripheral blood 
mononuclear cells (PBMCs) were isolated using Cell Preparation Tubes with sodium 
heparin (BD). For all procedures, PBMCs were kept in RPMI1640 supplemented with 
50 µg/mL gentamicin, 2 mM L-glutamine and 1 mM pyruvate. Isolated PBMCs were 
cryopreserved in RPMI1640 containing 40% FCS and 10% DMSO. Within one month, 
PBMCs were further processed for scRNA-seq. First, cells were thawed in a 37°C 
water bath until almost completely thawed, after which the cells were slowly washed 
in warm medium. After washing, cells were resuspended in medium and incubated 
for 1h in a 5° slant rack at 37°C in a 5% CO2 incubator. After this 1h resting period, 
cells were washed twice in medium supplemented with 0.04% bovine serum albumin. 
Cells were counted using a haemocytometer and cell viability was assessed by Trypan 
Blue. Eight, sex-balanced sample pools were prepared each containing 1750 cells/
donor from 6 (or 5) donors (10,500 cells).

 

Single-cell library preparation and sequencing
Single cells were captured using the 10X Chromium controller (10X Genomics) 

according to the manufacturer’s instructions (document CG00026), and as previously 
described.29 Each sample pool was loaded into a different lane of a 10X chip (Single 
cell chip kit, 120236). cDNA libraries were generated using the Single Cell 3’ Library & 
Gel Bead kit version 2 (120237) and i7 Multiplex kit (120262) in line with the company’s 
guidelines. These libraries were sequenced using a custom program (27-9-0-138) 
on 8 lanes of an Illumina HiSeq4000 using a 75bp paired-end kit, per GenomeScan 
(Leiden, the Netherlands) sequencing guidelines. In total, 28.855 cells were captured 
and sequenced to an average depth of 74k.

 

Alignment and initial processing of sequence-data
CellRanger v1.3 software with default settings was used to demultiplex the 

sequencing data, generate FASTQ files, align the sequencing reads to the hg19 
reference genome, filtering of cell and UMI (unique molecular identifier) barcodes, and 
counting gene expression per cell (see Data availability). 

 

Demuxlet algorithm: demultiplexing samples per lane and doublet 
detection

Genotypes of the LLD-samples were previously generated14 and were phased 
using Eagle v2.330 and imputed with the HRC-reference panel31 using the Michigan 
Imputation Server32. As genotype data of each donor (except 2) was available, we could 
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use the Demuxlet method33 that uses variable SNPs between the pooled individuals 
to determine which cell belongs to which individual and to identify doublets (two cells 
encapsulated in a single droplet by the 10X Chromium controller). 

To determine how well every genotype matches each cell, a likelihood score was 
calculated by the formula:

 

la: 
 
 𝐿𝐿!(𝑠𝑠) = ∏ '∑ )∏ (∑ Pr(𝑏𝑏!"#|𝑔𝑔, 	𝑒𝑒)$

%&' )(!"
#&$ 𝑃𝑃)"

(+)3-
+&' 4.

"&$  
 
 

 

notypes from two individuals, the following formula was used 

 

 𝐿𝐿!(𝑠𝑠$, 	𝑠𝑠-, 	𝛼𝛼) = ∏ '∑ )∏ 6∑ (1 − 𝛼𝛼)Pr(𝑏𝑏!"#|𝑔𝑔$, 	𝑒𝑒)$
%&' + 𝛼𝛼Pr	(𝑏𝑏!"#|𝑔𝑔-, 	𝑒𝑒):

(!"
#&$ 𝑃𝑃)"

(+#)𝑃𝑃)"
(+$)3+#,	+$ 4.

"&$  

 

. 

Here, c is the cell, s is the individual, v are the unique genetic variants (SNPs) 
found on the reads of the cell, dcv the number of unique reads overlapping with the 
vth variant from the cth cell. bcvi is the variant-overlapping base call from the ith read, 
representing reference (R), alternate (A), and other (O) alleles respectively. ecvi is a 
latent variable indicating whether the base call is correct (0) or not (1) and finally g 
is the true genotype. This likelihood score was calculated by taking into account the 
genotype probabilities of a sample at all known SNPs, the variant-overlapping base 
calls with base quality (Phred quality score) > 15, and a probability that the base was 
not called correctly, which is fixed at 0.001. In this way, for each pool of cells, the 
genotype within this pool with the highest likelihood was assigned as the most likely 
person the cell belonged to. 

To identify doublets, likelihoods for a 50/50 ratio of all possible combinations 
of two genotypes were calculated, similarly as for singlets but now considering two 
genotypes at the same time. To consider a mix of genotypes from two individuals, the 
following formula was used:
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 Here, s1 and s2 are the two individuals, g1 and g2 the corresponding true genotypes 
and α is the expected proportion of the SNPs in every cell for each of the individuals. 
An α of 0.5 was consistently used, assuming a 50/50 ratio. The maximum likelihood in 
the mixed-genotype case was divided by the maximum likelihood in the singlet case 
to obtain a likelihood ratio. If this ratio was less than 1/t for some number t, the cell 
was assigned to be a singlet of the sample corresponding to the maximum singlet 
likelihood. If the ratio was greater than t, the cell was assigned to be a doublet. When 
the ratio was in between 1/t and t, the cell was called inconclusive: no confident call 
could be made from which sample(s) the cell originated. The decision boundary factor 
t was fixed at 2. In theory, if there are n samples in a lane, (n – 1)/n doublets can be 
identified using the Demuxlet algorithm, because doublets from the same individual 
(1/n) cannot be identified. Further details of the algorithm can be found in Kang et al.33

Using the Demuxlet algorithm, we could confidently assign the majority (99.8%) 
of cells to one of the individual donors (singlets) or to two different donors (doublets) 
(Suppl. Fig. 1a, Suppl. Table 5). Remarkably, in two out of eight sample pools, no 
cells were assigned to one of the six donors within the pool. Moreover, the detected 
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doublet rate in those sample pools was abnormally high (17.5% and 21.1%, while 
3-4% was expected) (Suppl. Table 5). This is most probably due to a sample mix-up 
in the lab which resulted in an artificially high doublet rate. Since the genotypes of 
these two mixed-up samples were not available, those samples were excluded from 
the analysis (marked as “doublet”). 

Two additional tests were performed to confirm the correct assignment of cells 
using Demuxlet. First, we determined what would happen if the cells did not match 
with their genotypes by taking six random genotypes not present in the sample pool 
itself. This resulted in 0.02% of the cells being a singlet, 0.03% being inconclusive and 
99.95% being a doublet. Second, the number of reads mapping to the Y-chromosome 
was determined for the singlets of each donor. Cells belonging to a female donor 
showed (almost) no Y-reads (mismapping reads34 may explain the few sporadic 
Y-reads), whereas the majority of cells from male donors did (Suppl. Fig. 1b). So, the 
correct gender for each of the donors could be confirmed by looking at the number of 
Y-reads. These tests indicated that the Demuxlet method is correctly assigning cells 
to their respective donor and is suitable for detecting sample swaps.

Cell type classification 
Version 1.4 of the R package Seurat16 was used to determine the cell types 

using the raw UMI counts from CellRanger. First, all genes that were not detected in 
≥3 cells were removed. Cells in which >5% of the UMIs mapped to the mitochondrial-
encoded genes were discarded as this can be a marker of bad quality cells; broken 
cells will leak cytoplasmic RNA, while the mitochondrial RNA content is retained inside 
the mitochondria.35 Also, cells expressing >3,500 genes were considered outliers and 
discarded (Suppl. Fig. 1c, Suppl. Table 6). Finally, all cells that were marked as doublet 
or inconclusive by the Demuxlet method were discarded. Supplementary figure 1d 
shows a t-Distributed Stochastic Neighbor Embedding (t-SNE) plot36 in which all cells 
failing the above QCs are visualized. Library size normalization was performed on 
the UMI-collapsed gene expression for each barcode by scaling the total number of 
transcripts per cell to 10,000. The data was then log-2 transformed. In total, 25,291 
cells and 19,723 genes (average of 1147 detected genes/cell) (see Data availability) 
were used in the cell type determination.  

Linear regression was used to regress out the total number of UMIs and the 
fraction of mitochondrial transcript content per cell. The variable genes were identified 
using Seurat’s MeanVarPlot function which places all genes in 20 bins based on their 
average expression (the mean of non-zero values) and calculates the dispersion 
(standard deviation of all values) within each bin. Standard parameters were used 
except the bottom gene expression cut-off (x.low.cutoff) was set to 0 and the bottom 
dispersion cut-off (y.cutoff) was set to 1.0, resulting in the identification of 1,090 
genes. These 1,090 variable genes were used in the principle component analysis 
(PCA). The first 16 principal components were used for cell clustering using Seurat’s 
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FindCluster function (default parameters, resolution 1.2) and a t-SNE plot was used to 
visualize this. Based on known marker genes and differentially expressed genes per 
cluster (found using Seurat’s FindMarkers function), we could assign 11 cell types to 
the clusters, including some smaller subcell types (Suppl. Fig. 2a, 2b, Suppl. Table 7). 
The smallest cluster we could detect consisted of plasma cells, making up 0.3% of 
the total PBMC population.

 

eQTL analysis 
To find the association between genotype and expression per cell type, genome-

wide cis-eQTL analysis for 18,264 genes (only autosomal genes, gene expressed 
in at least 3 cells within the total dataset and in at least 1 cell within the cell type 
queried, within 100 kb distance of the SNP and the gene midpoint, MAF>0.1, call 
rate >0.95, a Hardy-Weinberg equilibrium P value of >0.001) was performed using 
our previously described eQTL pipeline, version 1.2.4F (Suppl. Table 2, see Data 
availability).11 To assure sufficient power, cell types were merged to a more general 
classification: CD4+ T cells, CD8+ T cells, NK cells (CD56dim CD16+ and CD56bright 

CD16+/-), monocytes (CD14bright CD16- classical, cMonocyte, and CD14dim CD16+ non-
classical, ncMonocyte), B cells and DCs (CD1C+ myeloid, mDC and plasmacytoid, 
pDC). The mean expression per gene per cell type per donor was calculated on the 
normalized (Z-score transformed) expression and used as input for the eQTL analysis. 
eQTLs were mapped using Spearman’s rank correlation coefficient on imputed 
genotype dosages. eQTLs were considered significant at a gene-level FDR of 0.05. 
To control the FDR at 0.05 we used the permutation method described previously by 
us.2 Here we permute the link between the genotypes and expression data and create 
an overall null distribution using all genes. We performed in total 10 permutations and 
use for each gene the total null distribution of all genes to determine a gene-level FDR: 
during FDR estimation only the most significant SNP per gene is used, both for the 
real analysis and for each of the permutations.

 

Concordance and detection
Concordance with previously found independent top eQTLs from a whole blood 

DeepSAGE (3’-end transcriptomics)15 and RNA-seq study11 were computed. For this, 
the mean expression per gene per individual of all cells was calculated and the cis-
eQTL mapping was confined to the independent top eQTLs found in the DeepSAGE15 
or RNA-seq study11. Subsequently, detection of the same SNP-gene combination and 
concordance (with same allelic direction) were assessed between the significant top 
effects (Suppl. Table 1). Vice-versa, we also determined how many of the 379 top 
eQTLs in our scRNA-seq dataset could be detected and with which allelic direction 
within the whole blood RNA-seq study11. Similarly, we assessed detection rate and 
concordance with two studies containing RNA-seq data of purified cell types: Kasela 
et al. performed eQTL analysis on purified CD4+ and CD8+ T cells6, whereas the data 
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from the Blueprint consortium contains purified CD14+ monocytes and naïve CD4+ T 
cells17 (Suppl. Table 2, 3). Moreover, for the eQTLs that were specifically detected in 
the cMonocytes and not the ncMonocytes (Fig. 2d), detection rate and concordance 
were determined using the RNA-seq data of the purified CD14+ monocytes from the 
Blueprint consortium17. 

 

Single-cell gene expression imputation
To overcome the zero-inflated expression, the computational method MAGIC22 

was used to impute practically all values of genes with at least some expression. 
MAGIC imputation (using the following parameters: 20 PCs, t=4, k=9, ka=3, ε=1) was 
performed per donor separately and only in the CD4+ T cells (see Data availability). 
The effect of MAGIC imputation was validated by comparing the co-expression of 
typical cell type-specific marker genes (Suppl. Fig. 3).

Co-expression QTL analysis
For every individual, a Spearman’s rank correlation coefficient was calculated 

between the expression of the cis-eQTL gene and all other genes. Given the large zero-
inflation of scRNA-seq data, we only tested those 7,975 genes that showed variance 
in expression for each of the 45 samples. As a consequence we could study 102 
eQTL genes out of the 145 unique genes that showed a significant cis-eQTL effect in 
CD4+ T-cells. For each of these combinations, a weighted linear model was used (co-
expression ~ genotype, where weight is 

~  
 
 √𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) 
 

, in which the explained variable 
is a Spearman correlation coefficient that describes the co-expression between the 
two genes and the genotype is the predictor and the weights are the square root of 
the number of CD4+ T cells within the given sample (Suppl. Fig. 5).

In order to determine for how many cis-eQTL genes we had identified a 
significant co-expression QTL we performed 100 permutations (see Data availability). 
For the real analysis we denoted for each of the tested 102 eQTL genes what was the 
most significant co-expression QTL P-Value (Suppl. Table 4). For each permutation 
we shuffled the genotype identifiers and reran the above analysis and also determined 
for each of the 102 eQTL genes what was the most significant co-expression QTL 
P-Value (see Data availability). This subsequently enabled us to calculate an eQTL-
gene level FDR2 (using exactly the same multiple testing correction procedures as 
we employ for the detection of cis-eQTLs, see paragraph “eQTL analysis”). An eQTL 
gene-level FDR of 0.05 was considered significant, i.e. the p-value threshold of the 
most significant co-expression QTL p-values at which 5% of the co-expression QTLs 
are significant in the permuted compared to the real data.

All significant co-expression QTLs were discovered using non-imputed gene 
expression data. We then assessed whether these co-expression QTLs were also 
significant when using the MAGIC-imputed gene expression data. Subsequently, we 
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tested whether these co-expression QTLs replicated using a large whole blood bulk 
RNA-seq dataset11 (Suppl. Table 4). We finally attempted to falsify the observed co-
expression QTL for rs7297175 on the co-expression between RPS26 and RPL21, by 
checking the following potential confounders:

• Potential sequence homology: no evidence was found for sequence homology 
between RPS26 and RPL21.

• Genotype-dependent mapping problems of RNA sequence reads: no evidence 
was found that the RPS26 cis-eQTL SNP rs7297175 has any SNP proxies (r2 
> 0.8) that are coding and that map within RPS26. As such this suggests that 
potential genotype-dependent mapping biases of sequence-reads are unlikely.

• Multi-mapping of RNA sequence reads: no differences were found between 
individuals with regards to the amount of sequence reads that were discarded 
due to multi-mapping of sequence reads to RPS26.

• Unexpected trans-eQTL on RPL21: no evidence was found that the RPS26 cis-
eQTL SNP rs7297175 is affecting the expression of RPL21 in trans.

• Genotype-dependent subcell-type composition effects: the RPS26-RPL21 co-
expression QTL is unlikely the result of a subcell-type within the CD4+ T cell 
population, as this co-expression QTL effect is also significant within CD8+ T 
cells, within monocytes and within NK cells (Suppl. Figure 4).

Data availability
Raw gene expression counts, MAGIC imputed CD4+ T cell gene expression, and 

eQTL and co-expression QTL summary statistics can be found under “Supplementary 
Data” at the website accompanying this paper (https://molgenis58.target.rug.nl/
scrna-seq/). 

Processed (deanonimyzed) single-cell RNA-seq data, including a text file that 
links each cell barcode to its respective donor, has been deposited at the European 
Genome-phenome Archive (EGA), which is hosted by the EBI and the CRG, under 
accession number EGAS00001002560. Gene expression and genotype data can be 
obtained and requested by filling in a single and short web form at https://molgenis58.
target.rug.nl/scrna-seq/. This form is subsequently reviewed by a single Data Access 
Committee, who will be able to approve access to both the raw gene expression and 
genotype data within 5 working days (during the holiday season there might be a 
slight delay). Once the proposed research is approved, access to the relevant gene 
expression or genotyped data will be free of charge. Access to the genotype and gene 
expression data is facilitated via the Lifelines workspace and the EGA, respectively. 
Sample metadata (age, gender, processing batch) is presented in Suppl. Table 8. 
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Code availability
The original R code for Seurat16 (https://github.com/satijalab/seurat), Demuxlet33 

(https://github.com/statgen/demuxlet), MAGIC22 (https://github.com/pkathail/magic) 
and our in-house eQTL pipeline2 (https://github.com/molgenis/ systemsgenetics/
tree/master/eqtl-mapping-pipeline) can be found at Github. All custom-made code is 
made available via GitHub (https://github.com/molgenis/scRNA-seq). 

Supplementary material
Supplementary material is available at https://doi.org/10.1038/s41588-018-

0089-9
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Abstract
Candida bloodstream infection, i.e. candidemia, is the most frequently encountered 

life-threatening fungal infection worldwide, with mortality rates up to almost 50%. 
In the majority of candidemia cases, Candida albicans is responsible. Worryingly, 
a global increase in the number of patients who are susceptible to infection (e.g. 
immunocompromised patients), has led to a rise in the incidence of candidemia in the 
last few decades. Therefore, a better understanding of the anti-Candida host response 
is essential to overcome this poor prognosis and to lower disease incidence. Here, we 
integrated genome-wide association studies with bulk and single-cell transcriptomic 
analyses of immune cells stimulated with Candida albicans to further our understanding 
of the anti-Candida host response. We show that differential expression analysis upon 
Candida stimulation in single-cell expression data can reveal the important cell types 
involved in the host response against Candida. This confirmed the known major role 
of monocytes, but more interestingly, also uncovered an important role for NK cells. 
Moreover, combining the power of bulk RNA-seq with the high resolution of single-cell 
RNA-seq data led to the identification of 27 Candida-response QTLs and revealed the 
cell types potentially involved herein. Integration of these response QTLs with a GWAS 
on candidemia susceptibility uncovered a potential new role for LY86 in candidemia 
susceptibility. Finally, experimental follow-up confirmed that LY86 knockdown results in 
reduced monocyte migration towards the chemokine MCP-1, thereby implying that this 
reduced migration may underlie the increased susceptibility to candidemia. Altogether, 
our integrative systems genetics approach identifies previously unknown mechanisms 
underlying the immune response to Candida infection.

Author summary
Candida albicans is a fungus that can cause a life-threatening infection in 

individuals with an impaired immune system. To improve the prognosis and treatment 
of patients with such an infection, a better understanding of an individual’s immune 
response against Candida is required. However, small patient group sizes have limited 
our ability to gain such understanding. Here we show that integrating many different 
data layers can improve the sensitivity to detect the effects of genetics on the response 
to Candida infection and the roles different immune cell types have herein. Using this 
approach, we were able to prioritize genes that are associated with an increased risk 
of developing systemic Candida infections. We expand on the gene with the strongest 
risk association, LY86, and describe a potential mechanism through which this gene 
affects the immune response against Candida infection. Through experimental follow-
up, we provided additional insights into how this gene is associated with an increased 
risk to develop a Candida infection. We expect that our approach can be generalized to 
other infectious diseases for which small patient group sizes have restricted our ability 
to unravel the disease mechanism in more detail. This will provide new opportunities 
to identify treatment targets in the future.
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Introduction
Candida albicans (C. albicans) is an opportunistic fungus colonizing the skin and/

or mucosae of approximately 70% of the population (1). Disruption of the mucosal 
barrier or a compromised immune system of the host can increase susceptibility 
to Candida infections. This makes it the most common cause of hospital-acquired 
invasive fungal infections globally (2), with high mortality rates between 33% and 46% 
(3,4). The most common form of invasive candidiasis occurs in the blood, known as 
candidemia (2). Despite the severity of candidemia and its accompanying research 
interest, the ability to improve the outcomes for affected individuals has stagnated in 
recent years. Adjuvant immunotherapy has been suggested as an important strategy 
to improve patient outcomes, but to implement this a better understanding of the 
immune response to Candida is required (5,6). As genetics have a great impact on 
an individual’s immune response (7), knowledge on its impact to the anti-Candida 
response will be important as well for the implementation of such therapies. 

Genome-wide association studies (GWAS), linking genetic variants to disease 
risk, have been a commonly used approach to increase disease understanding. 
However, in the context of candidemia and other infectious diseases, conducting a 
GWAS is challenging due to the limited size of patient cohorts (8). Moreover, GWAS 
studies provide limited insight into the underlying biology of how these genetic variants 
are linked to Candida infection susceptibility. Thus additional approaches are required.

Integrative strategies that combine different molecular datasets in the context 
of Candida infection have been suggested as alternative approaches to prioritize cell 
types, genes and pathways. These can then be used for follow-up functional studies to 
better understand candidemia susceptibility. For instance, Smeekens et al. integrated 
gene expression array data of Candida-stimulated PBMCs with genetic information 
and cytokine measurements from both healthy volunteers and patients with increased 
susceptibility to Candida infections (9). Using this integrative approach, they identified 
the interferon pathway as being a crucial host response pathway against Candida 
infection. In a follow-up study, the additive value of integrating multiple molecular 
datasets became even more apparent as suggestive genetic associations together 
with transcriptomic data could prioritize novel pathways implicated in candidemia 
susceptibility, including the complement and hemostasis pathways (10).

However, further integration is required to understand the mechanism through 
which genetic variants lead to increased candidemia-susceptibility. These disease-
associated variants can be linked to effects on gene expression levels through so-
called expression quantitative trait loci (eQTL) analysis. Since disease-associated 
genetic variants are often regulated in a context-specific manner (11), such eQTL 
analyses should be performed in such a way that the context-specific nature, i.e. 
pathogen- and cell type-specificity, can be revealed. With the advent of single-cell 
RNA-sequencing (scRNA-seq) it now becomes possible to profile the expression of 
tens of thousands of individual cells at the same time in an unbiased manner (12). 
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This now allows capturing the context-specific nature of disease-associated genetic 
variants with increased resolution, while retaining the intercellular dynamics.

Here, we used an integrative approach combining GWAS with bulk and scRNA-
seq transcriptomic analyses on Candida-stimulated and RPMI control peripheral 
blood mononuclear cells (PBMCs). By leveraging the sensitivity of bulk RNA-seq 
data with the context-specific information acquired from scRNA-seq, this integrative 
approach further improves our understanding of the host response against Candida.

Results and discussion
Cell type-specific transcriptional response to  
Candida albicans

To reveal the cell type-specific immune response against Candida, scRNA-
seq analysis was performed on PBMCs from 6 individuals that were stimulated with 
Candida or RPMI control for 24h. After QC, a total of 15,085 cells remained, of which 
7,925 cells were RPMI control and 7,160 cells were Candida-stimulated. These cells 
were classified as one of the following six immune cell types: B cells, CD4+ T cells, 
CD8+ T cells, monocytes, natural killer (NK) cells or plasmacytoid dendritic cells (pDC).

As pathogen-stimulation can potentially affect the cellular state or induce active 
recruitment of specific cell types, we first determined whether Candida-stimulation 
affected the relative abundance of immune cell types. At baseline, the largest differences 
in relative abundance of individual cell types varied between 1.6-fold for the CD4+ T 
cells up to 8.3-fold for the CD8+ T cells (Suppl. Fig. 1). However, upon stimulation these 
abundances remained constant within an individual. Overall, CD4+ T cells were the most 
abundant cell type (61.2%), whereas pDCs were observed the least (1.3%) (Table 1). Even 
though changes in relative abundances were not detected, we cannot exclude that this 
is not happening in vivo, as our in vitro stimulation of PBMCs does not allow detection of 
active recruitment. Active recruitment of monocytes towards the lymph nodes is part of 
the host immune response towards Candida, as recently shown in mice (13).

Table 1. Differentially expressed genes per cell type within PBMC single-cell RNA-seq data

Cell type # cells # DE genes # up-regulated # down-regulated
CD4+ T 9,236 1,459 1,095 364

CD8+ T 2,300 453 334 119

NK 1,807 1,313 927 386

B 789 392 329 63

Monocyte 757 767 418 349

pDC 196 56 49 7

DE, differentially expressed; NK, natural killer cell; pDC, plasmacytoid dendritic cell; PBMC, peripheral blood 
mononuclear cell.
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Secondly, we identified differentially expressed (DE) genes upon stimulation per 
cell type separately as well as in all cells together (bulk-like) performing DE analysis 
with MAST (14). This analysis identified a total of 2,384 DE genes in the individual cell 
types and 3,568 DE genes in the bulk-like sample (Table 1, Suppl. Table 1). However, 
the noisiness and sparseness of single-cell data could potentially introduce artifacts 
in the DE analysis, resulting in false-positives (15). To determine the extent to which 
this occurs, we compared the DE genes identified in the scRNA-seq data with their 
differential response in a previously described bulk RNA-seq dataset generated from 
Candida-stimulated PBMCs isolated from 70 individuals (7). This comparison showed 
that 97.3% of the DE genes from the bulk-like scRNA-seq sample (Fig. 1A-I) and at 
least 96.8% of the DE genes from the individual cell types (Fig 1A-II-VII) could be 
replicated in the bulk-RNA seq data (Suppl. Table 1). Thus, the DE genes identified in 
scRNA-seq data reflect true biology rather than artifacts and can be used to uncover 
the cell type-specific immune response against Candida. However, please note that 
during this prolonged incubation of 24h, it is not possible to distinguish between 
direct and indirect responses upon Candida stimulation.

 
Candida induces large gene expression differences in CD4+ T cells, NK 

cells and monocytes Continuing with the 2,384 DE genes identified in the individual 
cell types (Fig. 1B, Suppl. Table 2), we found that 71% of these genes are being 
upregulated upon stimulation. The majority of these DE genes (1,364) are only found 
in one cell type, of which the largest part in CD4+ T cells, NK cells and monocytes 
(558, 468 and 304 DE genes, respectively). The remaining three cell types have very 
few uniquely identified DE genes, with 27, 5 and 2 DE genes for B cells, CD8+ T cells 
and pDCs, respectively. As the power to detect DE genes for a cell type is strongly 
correlated with the number of cells for that particular cell type (Pearson correlation = 
0.71) (Suppl. Fig. 2A), part of these differences can be attributed to differences in cell 
numbers (Table 1). However, even when taking this into account, a disproportionately 
large number of DE genes are specifically identified in the monocytes and NK cells 
(Suppl. Fig. 2B). 



72

Chapter 4



73

Integrating GWAS with bulk and single-cell RNA-sequencing reveals a role for LY86 in the 
anti-Candida host response

4
Fi

gu
re

 1
. S

in
gl

e-
ce

ll 
R

N
A-

se
q 

di
ff e

re
nt

ia
l e

xp
re

ss
io

n 
an

al
ys

is
 r

ev
ea

ls
 t

he
 c

el
l t

yp
e-

sp
ec

ifi 
c 

re
sp

on
se

 t
o 

C
an

di
da

 s
tim

ul
at

io
n.

 (A
) C

om
pa

ris
on

 o
f d

iff 
er

en
tia

lly
 

ex
pr

es
se

d 
(D

E)
 g

en
es

 u
po

n 
C

an
di

da
 s

tim
ul

at
io

n 
id

en
tifi

 e
d 

in
 6

 in
di

vi
du

al
s 

fo
r w

ho
m

 s
in

gl
e-

ce
ll 

RN
A-

se
q 

(s
cR

N
A-

se
q)

 d
at

a 
is

 g
en

er
at

ed
 (y

-a
xi

s)
 a

s 
co

m
pa

re
d 

to
 th

e 
eff

 e
ct

 in
 7

0 
bu

lk
 R

N
A-

se
q 

sa
m

pl
es

 (x
-a

xi
s)

. E
ac

h 
do

t r
ep

re
se

nt
s 

a 
DE

 g
en

e 
an

d 
th

e 
do

tte
d 

re
d 

lin
es

 in
di

ca
te

 th
e 

si
gn

ifi 
ca

nc
e 

th
re

sh
ol

ds
. I

n 
pa

ne
l I

 (D
E 

ge
ne

s 
in

 b
ul

k-
lik

e 
sc

RN
A-

se
q 

sa
m

pl
e,

 w
hi

ch
 c

on
ta

in
s 

al
l c

el
ls

 fr
om

 a
n 

in
di

vi
du

al
), 

co
nc

or
da

nt
 D

E 
ge

ne
s 

ar
e 

sh
ow

n 
in

 th
e 

gr
ee

n 
ar

ea
 a

nd
 d

is
co

rd
an

t g
en

es
 in

 th
e 

re
d 

ar
ea

. I
n 

pa
ne

ls
 II

-V
II 

(D
E 

ge
ne

s 
in

 s
pe

ci
fi c

 c
el

l t
yp

e)
, c

ol
or

 in
di

ca
te

s 
w

he
th

er
 a

 D
E 

ge
ne

 is
 c

el
l t

yp
e-

sp
ec

ifi 
c.

 (B
) B

ar
 p

lo
t s

ho
w

in
g 

th
e 

sh
ar

ed
ne

ss
 o

f D
E 

ge
ne

s 
ac

ro
ss

 c
el

l t
yp

es
. T

he
 fi 

rs
t b

ar
, 

w
ith

 c
el

l t
yp

e-
sp

ec
ifi 

c 
DE

 g
en

es
, i

s 
co

lo
re

d 
ba

se
d 

on
 th

e 
ce

ll t
yp

e 
in

 w
hi

ch
 th

e 
DE

 g
en

e 
is

 fo
un

d.
 (C

) H
ea

tm
ap

 o
f t

he
 to

ta
l n

um
be

r o
f l

ig
an

d-
re

ce
pt

or
 in

te
ra

ct
io

ns
 b

et
w

ee
n 

ce
lls

 o
f t

he
 s

am
e 

or
 d

iff 
er

en
t c

el
l t

yp
es

. E
ac

h 
ce

ll 
ty

pe
 is

 c
om

pa
re

d 
to

 c
el

l t
yp

es
 o

f t
he

 s
am

e 
co

nd
iti

on
 (R

PM
I c

on
tro

l l
ef

t, 
24

h 
C

an
di

da
-s

tim
ul

at
io

n 
rig

ht
). 

Ea
ch

 ro
w

 h
as

 
a 

nu
m

be
r s

ho
w

in
g 

th
e 

av
er

ag
e 

fo
ld

 e
nr

ic
hm

en
t i

n 
lig

an
d-

re
ce

pt
or

 p
ai

r i
nt

er
ac

tio
ns

 b
et

w
ee

n 
th

at
 c

el
l t

yp
e 

an
d 

al
l c

el
l t

yp
es

. (
D)

 H
ea

tm
ap

 o
f D

E 
ge

ne
 Z

-s
co

re
s 

pe
r c

el
l 

ty
pe

 (y
-a

xi
s)

 fo
r g

en
es

 th
at

 a
re

 id
en

tifi
 e

d 
as

 D
E 

in
 m

or
e 

th
an

 o
ne

 c
el

l t
yp

e 
(x

-a
xi

s)
. R

ed
 c

ol
or

s 
in

di
ca

te
 u

pr
eg

ul
at

io
n 

an
d 

bl
ue

 c
ol

or
s 

sh
ow

 d
ow

nr
eg

ul
at

io
n 

up
on

 C
an

di
da

 
st

im
ul

at
io

n.
 A

bo
ve

 th
e 

he
at

m
ap

, g
en

es
 fo

un
d 

w
ith

in
 th

e 
in

te
rfe

ro
n 

pa
th

w
ay

 a
re

 h
ig

hl
ig

ht
ed

. (
E)

 B
ox

 p
lo

ts
 s

ho
w

in
g 

th
e 

m
ea

n 
ex

pr
es

si
on

 o
f i

nt
er

fe
ro

n 
pa

th
w

ay
-a

ss
oc

ia
te

d 
ge

ne
s 

(x
-a

xi
s)

 fo
r e

ac
h 

ce
ll 

ty
pe

 a
nd

 s
tim

ul
at

io
n 

co
nd

iti
on

 (y
-a

xi
s)

. B
ox

 p
lo

ts
 s

ho
w

 th
e 

m
ed

ia
n,

 fi 
rs

t a
nd

 th
ird

 q
ua

rti
le

s,
 a

nd
 1

.5
× 

th
e 

in
te

rq
ua

rti
le

 ra
ng

e 
an

d 
ea

ch
 d

ot
 

re
pr

es
en

ts
 th

e 
ex

pr
es

si
on

 o
f a

 s
in

gl
e 

ce
ll.



74

Chapter 4

To follow-up on these findings, we determined whether the connectivity 
between each of the major cell types changed upon stimulation with Candida. For 
this, we calculated for each cell type their potential to interact with cells from the 
same or another cell type by analyzing the expression of cell type-specific receptor 
and ligand pairs per condition (Candida-stimulated and RPMI control), using the 
computational framework CellPhoneDB (16). This analysis revealed that especially the 
B cells (on average 1.67-fold increase) and NK cells (on average 1.62-fold increase) 
gain additional potential cell-cell interactions upon stimulation with Candida (Fig. 1C).

Previous studies have reached a consensus that monocytes play an important 
role in candidemia (17,18), but the contribution of NK cells is less clear (19,20). 
Interestingly, specifically in immunocompromised mice the depletion of NK cells 
increased the susceptibility to candidemia (21). As in humans, candidemia mainly 
affects immunocompromised patients, we hypothesize that NK cells are likely to play 
an important role in the human candidemia response as well. Through the DE and 
ligand-receptor expression analysis we show that, in addition to monocytes, also NK 
cells are strongly activated and are increasingly connected to other cells. This provides 
extra evidence for their importance in the immune response against Candida. 

In addition to these unique responses, 1,020 DE genes were identified across 
multiple cell types, of which a core of 41 DE genes was shared between all six cell 
types. Of these shared DE genes, 89.8% of effects have the same direction across 
all responding cell types (Fig. 1D). Moreover, these shared DE genes showed the 
strongest differential effect upon stimulation (Fig. 1D). Pathway analysis on the core 
set of 41 DE genes revealed strong enrichment of the interferon pathway (p =10-

22) (Suppl. Table 2). This is in line with previous findings in PBMC bulk expression 
data that showed strong differential expression of the interferon pathway upon 24h 
Candida stimulation (9). Notably, when taking the average expression of all interferon 
pathway-associated genes per cell, the strength of upregulation of the interferon I 
pathway after Candida stimulation is consistent across all cell types (Fig. 1E). 

Identification of Candida-response QTLs using bulk RNA 
sequencing

In addition to identifying cell type-specific responses to Candida infection, 
we also studied the effect of genetic variants on gene expression levels before 
and after Candida stimulation using previously published bulk RNA-seq data from 
PBMCs (7). The rather small sample size of this study limits its predictive power, 
in part by the large multiple testing burden of genome-wide eQTL analysis (22). To 
reduce the multiple testing burden, we limited our single nucleotide polymorphism 
(SNP)-gene combinations to only the 16,990 top cis SNP-gene pairs identified in the 
largest eQTL meta-analysis to date (23), containing whole blood samples of 31,684 
individuals. However, by confining our analysis only to previously reported cis-eQTLs 
in unstimulated blood samples, we might miss out on eQTLs that only show up 
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after stimulation. Nevertheless, if there is a weak effect without stimulation that is 
strengthened by Candida stimulation, restricting ourselves to previously identified 
top SNP-gene pairs will increase our chance to detect the eQTL effect. Using this 
approach, a total of 1,563 and 1,637 eQTLs were found in 72 Candida-stimulated 
and 75 RPMI control samples, respectively (Fig. 2A, Suppl. Table 3). Whilst many 
(44%) of these eQTLs were found both before and after stimulation, the majority of 
eQTLs were condition-specific (Fig 2A). By subtracting per individual and per gene 
the Candida-stimulated expression from the RPMI control expression, we also tested 
whether certain SNPs affected the expression of a particular gene with different 
effect sizes before and after stimulation. This so-called response QTL analysis 
was performed in the 67 individuals for which both Candida-stimulated and RPMI 
control conditions were assessed and revealed 27 response QTLs (Suppl. Table 3). 
Subsequently, scRNA-seq data was used to pinpoint the potential cell type in which 
the response QTL effects manifest themselves (Suppl. Fig. 3). Annotation of the cell 
type- and context-specificity of eQTLs may help to understand their involvement in 
human disease.  

 

Prioritization of LY86 as a potential key driver gene for candidemia
Previously, it was shown that integrating multiple molecular datasets can help 

prioritize disease-relevant genes, cell types and pathways (9,10). Therefore, as a next 
step, we took the GWAS summary statistics of a previously published candidemia 
cohort of 161 cases and 152 disease-matched controls (8) and overlaid this with our 
27 response QTLs (Fig. 2B). This revealed an enrichment of candidemia-susceptibility 
SNPs within the Candida-response QTL SNPs (ƛinflation = 1.49) (Fig. 2C). The top 
enriched response QTL SNP was rs9405943 (p=1.2 x 10-3, OR= 0.594), and was in 
near perfect linkage disequilibrium with rs2103635, the SNP showing the strongest 
association with candidemia in this region (P = 7 x 10-4, OR = 0.58) (r2 = 0.94) (Suppl. 
Fig. 4). SNP rs9405943 showed a strong effect on expression levels of LY86 after 
Candida stimulation (β=0.58, P= 1.5 x 10-7), but not in the RPMI control condition 
(β=0.05, P = 0.68) (Fig. 3A). 

The expression of LY86 is strongly downregulated upon Candida stimulation in 
the bulk RNA-seq dataset (P = 7.2 x 10-28). Additionally, we see that the candidemia-
risk allele A at rs9405943 is associated with stronger downregulation of LY86 after 
stimulation. This suggests that high expression of LY86 has a protective function 
against candidemia. Single-cell gene expression data shows that both B-cells and 
monocytes express LY86. However, only expression in monocytes is affected by the 
stimulation (P = 1.9 x 10-14) (Fig. 3B, 3C), suggesting that this gene contributes to 
candidemia susceptibility through monocytes. 
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It is known that LY86 forms a complex with Toll-like receptor protein RP105 
and is involved in several immune disorders (24-26). Depending on the cell type, 
this complex has opposite regulatory effects on TLR4 signaling (27,28); while TLR4 
signaling is activated and stimulates proliferation and antibody production in B-cells, 
it is negatively regulated in myeloid cells. These opposite effects likely reflect the 
engagement of different cell type-specific co-receptors (28). While previous studies 
have shown the importance of the RP105/LY86 complex in mediating the TLR4-
mediated innate immune response against bacterial lipopolysaccharides (LPS) 
(29,30), its role in the anti-Candida response is unknown. 

In monocytes, both increased signaling activity of TLR4 and absence of RP105 
are associated with downregulation of the chemokine receptor CCR2, leading to 
their reduced migratory capacity (25,31). Through complex formation with LY86, 
RP105 inhibits TLR4 signaling in monocytes (28). Therefore, we hypothesize that 
the rs9405943 candidemia-risk allele A, which lowers LY86 expression in monocytes 
upon Candida stimulation, will decrease the migratory capacity of monocytes, which 
ultimately increases susceptibility to candidemia (Fig. 3D). Of note, the TLR4 signaling 
pathway has been shown to be involved in the innate immune responses of several 
microbial and fungal infections (32-35). In addition, a previous study, in which PBMCs 
from 8 individuals were stimulated for 24h with microbial and fungal pathogens, showed 
reduced expression of LY86 after stimulation with Mycobacterium Tuberculosis(-1.20 
fold, p = 1.53 x 10-7), Borrelia (-1.34 fold, p = 7.31 x 10-13), Pseudomonas Aeruginosa 
(-1.31 fold, p = 9.45 x 10-9) and Streptococcus Pseudomoniae (-1.54 fold, p = 2.01 x 
10-19), but not Aspergillus Fumigatus (-0.012 fold, p = 0.98) (7). Altogether, this indicates 
that the differential regulation of LY86 in monocytes, as seen in response to Candida, 
could also affect the susceptibility towards other blood-based bacterial infections.

Functional validation of the role of LY86 in monocytes
To test our hypothesized mechanism of action (Fig. 3D), we conducted 

experimental follow-up studies in THP-1 monocytes. As the candidemia risk allele 
is associated with reduced expression of LY86, we used siRNA knockdown of LY86 
to mimic this effect. 72h after siRNA treatment, we confirmed efficient knockdown 
of LY86 (14.3-fold lower expression, p = 0.001) by qPCR. In line with our hypothesis, 
the expression of CCR2 was also reduced (33.3 fold, p = 0.0006) upon knockdown 
of LY86 (Fig. 3E). These 72h LY86 or control siRNA treated cells were then used in a 
migration assay to assess their migratory capacity towards the chemokine MCP-1 
or serum-free medium as a control. After 3h incubation, we only observed migration 
towards MCP-1 and not the serum-free medium. Notably, the migratory capacity 
towards MCP-1 of the LY86 siRNA treated cells was reduced (2.0 fold, p = 0.01) as 
compared to control siRNA treated cells (Fig. 1F). Summarized, these results indicate 
that reduced expression of LY86 can reduce the migratory capacity of monocytes, 
potentially through reduced expression of CCR2, and thereby, may increase the 
susceptibility to candidemia.
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Figure 3. Proposed mechanism of LY86 in candidemia susceptibility. (A) Box plots showing the eff ect 
of rs9405943 genotype on LY86 expression without Candida stimulation (left), after Candida stimulation 
(center) and the response diff erence to Candida stimulation (right), as calculated in bulk RNA-seq data. Box 
plots show the median, fi rst and third quartiles, and 1.5 × the interquartile range and each dot represents the 
expression of an individual. The x-axis shows the rs9405943 genotype and the y-axis shows the expression or 
expression response diff erence for LY86. Red p-values indicate signifi cant eff ects. (B) A tSNE plot generated 
with single-cell expression data with and without Candida stimulation, colored by cell type. (C) Two tSNE plots 
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colored by the expression of LY86 (left) and CCR2 (right). Red cells indicate expression in a stimulated cell, 
blue cells indicate expression in an unstimulated cell and gray cells have no expression. (D) The proposed 
working mechanism for LY86 on candidemia susceptibility in monocytes. Due to competitive binding between 
LY86 and LY96 onto the TLR4 receptor, lower expression of LY86 leads to increased activity of TLR4. As a 
consequence, TLR4-mediated chemokine receptor 2 (CCR2) repression increases, which reduces monocyte 
recruitment and increases candidemia susceptibility. (E) Normalized LY86 and CCR2 gene expression levels 
upon 72h LY86 siRNA or control siRNA treatment in THP-1 monocytes. Each bar represents the mean ± SD 
of three independent experiments, *** p < 0.001 (F) Migration rate of 72h LY86 versus control siRNA treated 
THP-1 cells towards MCP-1 or RPMI medium without serum. Each bar represents the mean ± SD of three 
independent experiments, *** p < 0.001

Final discussion and conclusion
In summary, we present an integrative approach of GWAS, bulk RNA-seq and 

scRNA-seq data to extract important knowledge about candidemia susceptibility. 
Such an integrative approach is valuable in the context of infectious diseases, such 
as candidemia, for which the limited size of patient cohorts limits the power of the 
GWAS. Otherwise, a GWAS alone would require much larger sample sizes in order to 
extract useful information from such studies. Moreover, a GWAS alone cannot explain 
how genetic variation affects disease or which cell type will be affected, and therefore, 
a systematic integration of different molecular datasets may be the only avenue to 
reveal this information. By combining these data layers, we corroborate the previously 
identified importance of the IFN pathway and of monocytes in Candida infections 
(9). In addition, we provide new evidence for a strong response in NK cells against 
Candida and a potential novel role for the LY86 gene in candidemia susceptibility. 

 Our integrative approach is not limited to Candida infection, but can also be 
applied to gain a better insight into other infectious diseases for which the progress of 
disease understanding is hindered by small patient cohorts. We expect that in the near 
future, the cell type-specific and context-specific resolution of this integrated approach 
can be further improved as large-scale scRNA-seq datasets become readily available 
in many different individuals, stimulation conditions and diseases through large-scale 
consortia such as the single-cell eQTLGen (https://eqtlgen.org/single-cell.html) and 
LifeTime consortium (https://lifetime-fetflagship.eu). Such increased resolution would 
allow reconstruction of personalized, disease-specific gene regulatory networks that 
could provide us with new insights that could guide new treatment opportunities (36). 
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Materials and Methods
PBMC collection and Candida-stimulation 

Whole blood from 6 individuals of the northern Netherlands population cohort 
Lifelines Deep (37) was drawn into EDTA-vacutainers (BD). PBMCs were isolated 
and maintained as previously described (38). In short, PBMCs were isolated using 
Cell Preparation Tubes with sodium heparin (BD) and were cryopreserved until use 
in RPMI 1640 containing 40% FCS and 10% DMSO. After thawing and a 1h resting 
period, 50x104 cells were seeded in 200 µl RPMI1640 supplemented with 50 µg/mL 
gentamicin, 2 mM L-glutamine, and 1 mM pyruvate in a nucleon sphere 96-round 
bottom well plate. Cells were either stimulated or kept unstimulated for 24h with 1x106 
heat-killed C. albicans blastoconidia (strain ATCC MYA-3573, UC 820) CFU/ml at 37°C 
in a 5% CO2 incubator. After 24h, cells were washed twice in medium supplemented 
with 0.04% bovine serum albumin. Cells were counted using a haemocytometer and 
cell viability was assessed by Trypan Blue.

 

Single-cell library preparation and sequencing
Three, sex-balanced sample pools were prepared each aimed to contain 1750 

cells/donor from 6 donors (10,500 cells). One pool contained only unstimulated 
cells, one pool only stimulated cells and one pool contained a 50/50 mixture of both. 
Each sample pool was loaded into a different lane of a 10x chip (Single Cell A Chip 
Kit, 120236). The 10x Chromium controller (10x Genomics) in combination with v2 
reagents was used to capture the single cells and generate sequencing libraries 
according to the manufacturer’s instructions (document CG00026) and as previously 
described (38). Sequencing was performed using the Illumina HiSeq 4000 with a 75-
bp paired-end kit, performed by GenomeScan (Leiden, the Netherlands).

 

Single-cell RNA-seq alignment, preprocessing and QC
Alignment, demultiplexing and cell type classification of the scRNA-seq data 

was performed as previously described (38), but now using the 2.3.0 version of Seurat 
(39). After QC, 15,085 cells remained of which 7,160 were stimulated and 7,925 were 
unstimulated. The stimulated and unstimulated cells were combined into a single dataset 
using Canonical Correlation Analysis (CCA) (39), by taking the first 20 dimensions. 
Clusters were identified using the FindClusters function from Seurat, using the first 20 
dimensions in the CCA space. Expression of known marker genes was assessed to 
assign cell types to each cluster, resulting in the identification of six major cell types.

 

Single-cell RNA-seq differential expression analysis
Differential expression (DE) between Candida-stimulated and RPMI control cells 

was calculated for each cell type separately and in a bulk-like analysis using the MAST 
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implementation of the Seurat package (14). All genes without expression in at least 1 
cell were removed, leaving 20,236 genes. Bonferroni multiple testing correction was 
applied, yielding a significance threshold of 2.47e-06. Genes that were differentially 
expressed in all cell types (i.e. core genes) and each cell type individually were used 
as input for the ToppFun  functional enrichment analysis using the REACTOME 
pathway (40). P-values were calculated using the probability density function and 
were Bonferroni corrected.

Cell-to-cell interaction potential analysis
The potential of cell-to-cell communication through ligand/receptor pair 

interactions was studied using version 2 of CellPhoneDB (16). This software uses 
the normalized expression data and the cell type classifications to see which cell 
types have expression of known ligands and receptors to estimate whether there is 
an interaction potential between cells of the same or different cell types. The analysis 
was performed on each cell type and condition (24h Candida-stimulated versus 
RPMI control) separately. CellPhoneDB was run using the default database of ligand-
receptor interactions provided with the software and was run using default settings 
for p-value thresholds (0.05), expression threshold (expression in >= 10% cells) and 
permutations (1,000).

Bulk RNA-seq data on Candida-stimulated PBMCs
All bulk RNA-seq data from PBMCs was previously generated (7) in 70 

individuals from the GONL cohort (41). This data was generated from PBMCs that 
were stimulated for 24h with Candida or remained unstimulated (RPMI control 
condition). Details of the stimulation are similar to the scRNA-seq data on Candida-
stimulated PBMCs as mentioned above, and have been previously described (9). The 
differentially expressed genes upon stimulation were previously identified (7) through 
DESeq2 (42). The differential expressed genes identified in the scRNA-seq data were 
compared with the differential response in this bulk RNA-seq data.  

 

Bulk RNA-seq eQTL analysis
Of the same bulk RNA-seq cohort, eQTLs were identified in the data from 72 

individuals and 75 individuals for Candida-stimulated and RPMI control conditions, 
respectively. The response QTLs were identified in the 67 individuals for which both 
conditions were assessed and genotype information is available. To calculate this, we 
subtracted per individual and per gene the Candida-stimulated expression from the 
RPMI control expression and tested whether certain SNPs affected the expression of 
a particular gene with different effect sizes before and after stimulation. All expression 
data were log2 transformed before being used in the 1.2.4F version of the QTL pipeline 
as described before (43). To reduce the multiple testing burden, analysis was restricted 
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to the list of 16,989 top SNP-gene combinations identified in the largest whole blood 
eQTL meta-analysis to date containing 31,684 whole blood samples (23). This list 
of top SNP-gene combinations contains SNPs with minor allele frequencies (MAF) 
>0.01, Hardy-Weinberg P-values >0.0001, call rate >0.95, and MACH r2 > 0.5 within a 
1Mb window of the gene. An FDR threshold of 0.05 was used as significance cut-off, 
using the permutation strategy described in Westra et al. with 100 permutations (44).

 

GWAS on candidemia susceptibility
The GWAS on candidemia susceptibility was previously described (8). In 

short, this GWAS was performed in a cohort of 161 candidemia cases and 152 
disease-matched controls of European ancestry whose demographic and clinical 
characteristics have been previously described (45). DNA was genotyped using 
Illumina HumanCoreExome-12 v1.0 and HumanCoreExome-24 v1.0 BeadChip SNP 
chips. Genotypes were imputed using the human reference consortium reference 
panel (46) using the Michigan imputation server (47). In total, 5,426,313 SNPs were 
tested for disease association using Fisher’s exact test with PLINK v1.9 (48). The 
lambda inflation was calculated by taking the GWAS p-values for each of the 27 
response-QTL SNPs, regardless of whether the GWAS p-value was significant. 

siRNA treatment
Before starting the experiment, THP-1 monocytes were maintained in RPMI 

medium supplemented with 10% FBS and 1% Pen-Strep at 37°C in a humidified 
5% CO2 incubator. 50,000 THP-1 monocytes were seeded in round-bottom 96-wells 
plates. During seeding, 1 µM Accell human LY86 siRNA SMARTpool (Dharmacon) or 
1 µM Accell Green non-targeting siRNA control (Dharmacon) was delivered to these 
cells in 100 ul Accell delivery medium. After 24h, this procedure was repeated by 
adding an additional 100 ul to each well. After 72h, LY86 and CCR2 mRNA levels were 
quantified using qRT-PCR and migration rate was quantified using a migration assay.

Quantitative real-time PCR (qRT-PCR)
RNA was isolated using QIAzol lysis reagent according to manufacturer’s 

instructions. RNA was quantified using a Nanodrop 1000 spectrophotometer (Thermo 
Scientific). 400 ng RNA was reverse transcribed into cDNA using random hexamer 
primers with the RevertAid H Minus First Strand cDNA Synthesis Kit (Thermo 
Scientific) following manufacturer’s protocol. Each qRT-PCR reaction contained 500 
nM of each primer pair (Table 1), 10 ng of cDNA and 1x iTaq universal SYBR green 
supermix (Bio-Rad). qRT-PCR reactions were conducted on the Quantstudio 7 Flex 
real time PCR (Thermo Fischer) for 10 min at 95 °C, followed by 40 cycles of 15 sec 
at 95 °C and 30 sec at 60 °C. GAPDH was used as housekeeping gene. Data and 
melting curves were analyzed using Quantstudio Real-time PCR software v1.3 and 
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relative expression compared to controls was calculated using the ∆∆Ct method (49). 
Significance was calculated using an unpaired t-test.

Table 1. qRT-PCR primer sequences

Target gene Forward primer (5’-3’) Reverse primer (5’-3’)
LY68 TGTGGAAGAAGGAAAGGAGAGCA GTACAGTTCCAGCAAAACCTGG

CCR2 AGTTGCTGAGAAGCCTGACA TCTCTGTTCAGCTTGTGGCT

GAPDH CCACATCGCTCAGACACCAT GCGCCCAATACGACCAAAT

Migration assay
The Boyden Chamber transwell migration assay was used to determine the 

migration rate towards MCP-1 upon LY86 KD (50). A polycarbonate membrane insert 
with a 5 µM pore size (Cell Biolabs) was placed in a well of a 24-wells plate filled with 
500 µl Accell delivery medium supplemented with 0.5% BSA with or without 100 ng/
ml human MCP-1 (Prospec). The insert was filled with 100 µl Accell delivery medium 
supplemented with 0.5% BSA and 100,000 THP-1 monocytes treated for 72h with LY68 
siRNA or Green non-targeting siRNA. Cells were placed in a humidified incubator with 
5% CO2 at 37 °C. After 3h, the number of migratory cells was quantified in the bottom 
well using a hemocytometer. Significance was calculated using an unpaired t-test.

Data availability
A Seurat object (39), containing the processed single-cell RNA-seq data after 

QC and cell type assignment, is made available through the website accompanying 
our manuscript: https://eqtlgen.org/candida.html.

Code availability
The original R code for Seurat (39) (https://github.com/satijalab/seurat) and 

our in-house eQTL pipeline (43) (https://github.com/molgenis/ systemsgenetics/tree/
master/eqtl-mapping-pipeline) can be found at Github. All custom-made code is 
made available via GitHub (https://github.com/molgenis/scRNA-seq). 

Ethics statement
The LifeLines DEEP study was approved by the ethics committee of the University 

Medical Center Groningen, document number METC UMCG LLDEEP: M12.113965. All 
participants signed an informed consent form before study enrollment. All procedures 
performed in studies involving human participants were in accordance with the ethical 
standards of the institutional and/or national research committee and with the 1964 
Helsinki declaration and its later amendments or comparable ethical standards.
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Abstract
The host’s gene expression and gene regulatory response to pathogen 

exposure can be influenced by a combination of the host’s genetic background, 
the type of and exposure time to pathogens. Here we provide a detailed dissection 
of this using single-cell RNA-sequencing of 1.3M peripheral blood mononuclear 
cells from 120 individuals, longitudinally exposed to three different pathogens. 
These analyses indicate that cell-type-specificity is a more prominent factor than 
pathogen-specificity regarding contexts that affect how genetics influences gene 
expression (i.e. eQTL) and co-expression (i.e. co-expression QTL). In monocytes, 
the strongest responder to pathogen stimulations, 71.4% of the genetic variants 
whose effect on gene expression is influenced by pathogen exposure (i.e. response 
QTL) also affect the co-expression between genes. This indicates widespread, 
context-specific changes in gene expression level and its regulation that are driven 
by genetics. Pathway analysis on the CLEC12A gene that exemplifies cell-type-, 
exposure-time- and genetic-background-dependent co-expression interactions, 
shows enrichment of the interferon (IFN) pathway specifically at 3-hour post-
exposure in monocytes. Similar genetic background-dependent association between 
IFN activity and CLEC12A co-expression patterns is confirmed in systemic lupus 
erythematosus by in silico analysis, which implies that CLEC12A might be an IFN-
regulated gene. Altogether, this study highlights the importance of context for gaining 
a better understanding of the mechanisms of gene regulation in health and disease. 
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Introduction
Over a decade of genome-wide association studies (GWAS) has revealed 

thousands of genetic variants associated with disease risk1, most of them single 
nucleotide polymorphisms (SNPs). Despite this, the cascade of events through which 
these variants change disease risk remains largely unclear. One way to dissect this 
cascade is by linking disease-associated SNPs to downstream gene expression 
through so-called expression quantitative trait locus (eQTL) analysis.2 However, recent 
work by Yao et al. indicated that, on average, only 11% ± 2% of disease heritability 
is mediated by cis-eQTLs, i.e. SNPs affecting the expression of nearby genes.3 One 
explanation for this relatively low contribution could be that many of these eQTL 
effects are cell type-specific and context-dependent4,5, which means that their 
disease contribution cannot be accurately estimated using steady-state expression 
in bulk-averaged tissues. In other words, the relevant context for a particular disease-
associated SNP may not have been studied yet, meaning that many of the true 
downstream effects of these SNPs remain hidden.6 In a first effort to identify tissue-
specific eQTLs, the GTEx consortium performed eQTL analysis in 44 different human 
tissues across 449 individuals (70‒361 individuals/tissue).7 However, this study was 
limited by the relatively small number of donors for many of the tissues and the lack 
of cell type‒specific resolution. More recently, with the advent of high-throughput, 
cost-efficient single-cell RNA sequencing (scRNA-seq) technologies8,9, it has become 
possible to assess both the cell type‒specific and context-dependent effects of risk 
SNPs on downstream gene expression.10–12

While the tissue or cell type is one context that can affect the association between 
a SNP genotype and gene expression, many other contexts can also be of influence. 
For the immune system, for example, exposure to specific pathogens commonly 
occurs and the immune response following exposure can create the environmental 
context required to change specific interactions between genetics and downstream 
gene expression.4,13–17 In turn, these context-specific interactions may explain why 
exposure to specific pathogens has been associated with the development of 
autoimmune diseases in individuals with a genetic predisposition.18 For example, a 
reovirus can disrupt intestinal immune homeostasis and initiate loss of tolerance to 
gluten in individuals expressing HLA-DQ2 or HLA-DQ8, leading to celiac disease.19 
Another example is the strong indications that enteroviral infections in the pancreas, 
such as with coxsackievirus, in genetically predisposed individuals may accelerate 
the development of type I diabetes (T1D).20–22 Several T1D-associated risk genes 
affect the antiviral response through regulation of type I interferon (IFN) signaling.23 
When the insulin-producing pancreatic β cells of genetically predisposed individuals 
are then exposed to such viruses, incomplete viral clearance and chronic infection 
of these β cells may be the consequence. This could then induce β cell apoptosis 
that contributes to the development of T1D.24,25 Overall, it is estimated that 11‒30% 
of autoimmune risk loci involve cis-eQTLs in blood, and it is hypothesized that trait-
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associated eQTLs have increased context-specificity.26–28 Given this hypothesized 
context-specificity, it is important to study eQTLs in a variety of different contexts 
to determine the possible effect of environment on the interplay between genetic 
variation and gene expression in disease.

This study aims to disentangle the gene expression and gene regulatory processes 
that are driven by differences in genetics and/or pathogen exposures, and that could 
explain how interindividual differences can contribute to disease risk. Moreover, we 
show how the properties of scRNA-seq data (i.e. cell- and context-specific resolution, 
high number of cellular observations per individual) can be employed to disentangle the 
molecular mechanisms that underlie the context-specificity of the genetic regulation. 
By disentangling these mechanisms, we provide novel insights how genetics can 
contribute to disease risk aiding us to reduce such risk in the future.  

Results
Single-cell profiling of immune cells upon pathogen stimulation

Here we present the 1M-scBloodNL study in which we performed 10x Genomics 
scRNA-seq on 120 individuals from the Northern Netherlands population cohort 
Lifelines. For each individual, we sequenced peripheral blood mononuclear cells 
(PBMC) in an unstimulated condition and after 3h and 24h in vitro-stimulation with C. 
albicans (CA), M. tuberculosis (MTB) or P. aeruginosa (PA), totaling approximately 1.3 
million cells (Fig. 1, Table S1). A combination of 10X Genomics v2 and v3 chemistry 
reagents were used to capture an average of 1,226 cells per individual per condition (v2: 
907 genes/cell, v3: 1,861 genes/cell) (Table S2). Souporcell29 was used to identify the 
doublets coming from different individuals, followed by sample demultiplexing using 
Demuxlet.11 This revealed, on average, 12.0% of cells as doublets. Due to differences in 
gene amplification between v2 and v3 chemistry, determination of quality control (QC) 
thresholds and analyses were performed separately per chemistry (Supplementary 
Fig. 1a-d). Results from both chemistries were then meta-analyzed for interpretation. 
Low quality cells were excluded, leaving 928,275 cells in the final dataset used for 
analysis (see Methods, Supplementary Table 3). UMAP dimensionality reduction and 
KNN-clustering was then applied on the normalized, integrated count data, allowing 
the identification of six main cell types: B, CD4+ T, CD8+ T, monocytes, natural killer 
(NK) and dendritic cells (DCs) (Supplementary Fig. 1e-g, Supplementary Table 4), 
for which the latter five were further subdivided in two subcell types each: naïve and 
memory CD4+ T and CD8+ T cells, classical (cMono) and non-classical monocytes 
(ncMono), NKdim and NKbright, myeloid (mDC) and plasmacytoid DCs (pDC).
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Figure 1. Study overview. a. Blood was drawn from 120 individuals from the Northern Netherlands participating 
in the population-based cohort Lifelines. PBMCs were isolated within 2h of blood collection and cryopreserved 
in liquid nitrogen until further use. For each scRNA-seq experiment, PBMCs from 16 individuals were thawed. 
Per individual, these PBMCs were left untreated (UT) or were stimulated with C. Albicans (CA), M. Tuberculosis 
(MTB) or P. Aeruginosa (PA) for 3h or 24h in a 96-well plate. In total, this resulted in 7 stimulation-timepoint 
combinations per 120 individuals = 840 diff erent conditions processed. Multiplexed 3’-end scRNA-seq was 
performed using the v2 and v3 chemistries of the 10X Genomics platform. Per experiment, two sample batches 
of a 10x chip were loaded, each containing a mixture of eight individuals and a combination of two diff erent 
stimulation-timepoint combinations. After sequencing, samples were demultiplexed and doublets were 
identifi ed. Cell type classifi cation was performed on the QCed dataset by clustering the cells per pathogen, 
mixed with cells of the unstimulated condition. The cell type labels were subsequently transferred back to the 
dataset containing all cells. b. This study was conducted to identify cell type-specifi c or pathogen-stimulation 
dependent: 1. diff erentially expressed genes, 2. eQTLs and response-QTLs and 3. co-expression QTLs.
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Gene expression response upon pathogen stimulation reveals 
stronger cell type-specificity than pathogen-specificity 

To assess the transcriptional changes upon pathogen stimulation with CA, MTB 
and PA, we performed differential expression (DE) analysis using MAST in each of 
the major cell types and their subcell types (Supplementary Table 5).30 For the major 
cell types, pairwise comparisons between the untreated and pathogen-stimulated 
conditions revealed between 688 to 2,022 DE genes after 3h stimulation, further 
increasing to 1,052 to 2,616 DE genes after 24h stimulation (Fig. 2a). The number of 
DE genes was comparable between the different pathogen stimulations at the same 
timepoint but differed strongly between some cell types. Myeloid cells (monocytes 
and DCs) showed the highest number of DE genes, whereas both CD4+ and CD8+ 
T cells showed the fewest DE genes. This is consistent with the innate immune cells 
being the first responders during pathogen stimulation.31

A total of 5,516 unique DE genes were identified over all conditions and major 
cell types, and an additional 1,621 DE genes were identified in the subcell types 
(Table S5). This indicates that most DE genes can already be identified at the major 
cell type level. However, since the statistical power to detect such DE effects is 
correlated with the number of cells within a subcell type32, likely some of the subcell 
type specificity remains undetectable. Of the 5,516 DE genes within the major cell 
types, 31.1% were cell type‒specific and 15.1% were shared across all major cell 
types (Fig. 2b). The fraction of DE genes that were cell type‒specific was comparable 
for each of the cell types, but, in absolute numbers, monocytes and DCs had the 
most unique DE genes. Sharing between different pathogen stimulations at the same 
timepoint was more prominent than sharing between different timepoints within the 
same pathogen stimulation (Fig. 2c, Fig. S1f): 39.8% of the total unique DE genes 
were shared across the same timepoint (7.4% at 3h and 32.4% at 24h), whereas only 
10.3% of DE genes were unique to a specific pathogen stimulation and 41.3% were 
shared across all stimulation‒timepoint combinations. This indicates that the immune 
response to our pathogen stimulations of both bacterial and fungal origin was more 
specific to timepoint after stimulation than to type of pathogen. Consequently, the 
genetic control of these responsive genes is expected to be more time-dependent 
than pathogen-dependent.
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Figure 2. Differentially expressed genes and pathways upon pathogen stimulation. a. Number of DE 
genes per cell type upon 3h (light colors) or 24h (dark colors) stimulation with C. Albicans (CA, green), M. 
Tuberculosis (MTB, blue) or P. Aeruginosa (PA, orange). b. Bar plot showing the overlap of DE genes across 
cell types. The first bar, depicting the cell type-specific DE genes, is colored based on the cell type in which 
the DE gene is found. c. Bar plot showing the overlap of DE genes across pathogen-timepoint combinations 
(3h vs 24h stimulation with CA, PA or MTB). Bars are colored based on the length of stimulation. d. Boxplots 
(showing median, 25th and 75th percentile, and 1.5 × the interquartile range) representing the module score 
of the antigen-processing cross-presentation pathway across all individuals per cell type and per 24 hours 
pathogen-stimulated condition. Each dot shows the average module score per individual (V3 chemistry is 
shown, the Source Data file includes the individual data points). e. Heatmaps showing the immune-related 
DE genes in monocytes (V3 chemistry is shown), split by their involvement in either one of the four selected 
immune pathways associated with pathogen recognition and its downstream signaling. C-type lectin and 
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toll-like receptors show more general activation upon pathogen stimulation, whereas interleukin-1 and 
interferon signaling show a more specific expression pattern with timepoint (3h stimulation) or stimulation (CA), 
respectively. DE summary statistics can be found in table S5. The number of individuals and cells included in 
each analysis can be found in the Source Data file.

To evaluate the DE results and confirm proper activation of the cells upon 
stimulation, we performed two different analyses. In the first analysis, we measured the 
activity of a general stimulation-responsive pathway ‒ the antigen processing-cross 
presentation pathway (REACTOME R-HSA-1236975) ‒ that should become activated 
in each of the cell types and upon each of the pathogen-stimulations. This analysis 
revealed increased activity of the antigen-processing pathway-associated genes 
across all cell types after 24h stimulation and for each of the pathogens (Fig. 2d). In 
the second analysis, we focused on DE genes identified upon 24h stimulation with 
CA. We had previously performed similar analyses in a smaller scRNA-seq study15, 
so we could use this study for comparison purposes. This analysis revealed a high 
concordance between DE genes in our current study and those from our previous 
study, varying from 73% for the monocytes up to 93% for the B cells (Fig. S2). In 
general, these analyses showed that CA stimulation resulted in the highest activation of 
genes associated with the antigen-processing pathway and that monocytes were the 
cell type with the strongest response. These two analyses confirmed proper activation 
of the cells and stimulation responses that were in line with previous literature.15,33 

Next, we determined which pathways were enriched within the upregulated DE 
genes for each cell type and each pathogen‒timepoint combination (Supplementary 
Table 6). In line with the DE results, most of the enriched pathways were shared across 
the different pathogen stimulation conditions within the same timepoint (Fig. 2e). To 
highlight relevant pathways involved in pathogen recognition and downstream immune 
response, we filtered the enriched pathways for those related to the ‘Immune system’ 
REACTOME pathway parent term. For this illustrative example, we selected monocytes 
because this was the cell type in which we observed the most DE genes (Fig. 2e). Here 
we observed a general activation of pathogen-recognition receptors and downstream 
signaling, including the C-type lectin and toll-like receptors. Some pathways, such 
as interleukin-1 (IL-1) signaling, were clearly enriched at a specific timepoint (3h 
stimulation), whereas others, such as the IFN pathway, showed a notable difference 
between different pathogen stimulations (more prominently activated in CA compared 
to the other two pathogens). These findings corroborate literature describing IFN as an 
important signaling pathway in response to all three pathogens33–35 and that IL-1 family 
molecules are part of the early stages (<14h) of the inflammatory response in monocytes 
with their expression decreasing again at later stages.36

For the subcell types, we were mainly interested in those pathways that were 
differentially activated upon pathogen stimulation between the two subcell types of 
each major cell type. For this, we visualized the top 10 most enriched pathways with the 
largest difference in significance between both subcell types (Supplementary Fig. 3).  
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This revealed that most pathways were enriched in both subtypes, but that the relative 
activation could differ. For example, several pathways associated with interferon 
signaling were more significantly enriched in the ncMono as opposed to the cMono 
(Supplementary Fig. 3, Supplementary Table 6).

The number of eQTLs decrease in cells with stronger stimulation 
response 

Our experimental set-up, in which we analyzed pathogen-stimulated PBMCs 
using scRNA-seq, allowed us to investigate the extent to which SNPs affect gene 
expression in different contexts. To maximize the power to detect eQTLs, we took 
advantage of a previously conducted genome-wide cis-eQTL meta-analysis in 
31,684 whole blood bulk samples (eQTLGen37) by only testing their top SNP‒gene 
combinations, i.e. lead-eSNPs. Due to the power of eQTLGen, they could identify 
even cis-eQTL effects with a small effect size. We therefore expected that many of 
the context-specific effects, to which only a subset of individuals or cell types might 
have been exposed, should have resulted in an eQTL effect identified in eQTLGen. 
However, compared to the eQTLGen bulk whole-blood dataset, our pathogen-
stimulated scRNA-seq data has the additional benefit that it can identify the cell types 
and contexts in which these eQTL effects manifest themselves. 

We performed the eQTLGen lead-eSNP cis-eQTL discovery analysis per cell 
type and for each stimulation‒timepoint combination separately (Supplementary 
Table 7). When determining the concordance between eQTLGen’s bulk whole-
blood eQTLs and those identified in our study, we observed that the concordance 
was high in general despite the compositional differences between whole blood 
and the PBMCs or cells in this study that were pathogen-stimulated. As expected, 
we obtained the highest concordance (95.5%) with eQTLGen when comparing to 
our bulk-like unstimulated PBMC scRNA-seq data, i.e. taking the average gene 
expression across all cells from one individual in the untreated condition (Fig. 3a). 
We then saw only a minor drop to 94.7% concordance when comparing eQTLs from 
eQTLGen with our pathogen-stimulated (24h CA) bulk-like scRNA-seq dataset (Fig. 
3b) and a further decrease to 92.6% when comparing to our pathogen-stimulated and 
cell-type‒specific scRNA-seq dataset (24h CA in monocytes) (Fig. 3c). Finally, to verify 
that our initial selection of eQTLGen lead-eSNPs did not confound our conclusions, 
we also compared the output of a genome-wide cis-eQTL discovery (Supplementary 
Table 8) in pathogen-stimulated and cell type‒specific scRNA-seq data (24h CA in 
monocytes) with eQTLGen. In this analysis, the concordance decreased a little bit 
further to 87.4% (Fig. 3d). Although up to 19.6% of the eQTLs were only detected in 
the genome-wide discovery (and not in the eQTLGen lead-eSNP-confined cis-eQTL 
discovery), these unique cis-eQTL gene sets were not enriched for specific biological 
pathways. Altogether, this indicated that the eQTLGen lead-eSNP confinement only 
had a minimal impact on our observations and confirmed our initial assumption that 
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the majority of context-specific eQTLs identified by our current study can already be 
detected in very large bulk RNA-seq datasets. However, we still require single-cell 
data to pinpoint their relevant context. As the eQTLGen lead-eSNP cis-eQTL analysis 
identified 1.5x more eQTLs, while showing no clear bias towards common eQTLs 
rather than cell type‒specific or context-dependent eQTLs (Supplementary Fig. 4a), 
we continued our analysis with these results.

The CD4+ T cells revealed the most eQTL effects, followed by the monocytes 
and CD8+ T cells (Supplementary Fig. 4a). The cell types with the lowest frequencies, 
the DCs and B cells, also showed the lowest number of eQTLs (Supplementary Fig. 
4b). This large difference in the number of identified eQTLs per cell type is, at least 
in part, explained by the differenced in power, given the number of cells of each cell 
type (Supplementary Fig. 1g). When overlapping the identified eQTL genes in the 
major cell types with each of their two subcell types (over all stimulation-timepoint 
combinations combined), we observed that the majority of eQTL genes identified 
in the subcell types were already detected in the corresponding major cell type 
(Supplementary Fig. 4c). Nevertheless, 4.6% (for the NKdim) up to 24.5% (for the 
pDCs) additional eQTL genes were uniquely identified in such a subcell type. 

In addition to differences between cell types, we also observed differences 
between stimulation‒timepoint combinations (Supplementary Fig. 4d). However, 
direct comparisons of the number of eQTLs between conditions within the same cell 
type were complicated because the number of included individuals varied among the 
stimulation‒timepoint combinations as a result of QC dropouts (UT: 104 individuals, 
3h CA: 120 individuals, 3h MTB: 104 individuals, 3h PA: 112 individuals, 24h CA: 119 
individuals, 24h MTB: 112 individuals, 24h PA: 111 individuals). Most interestingly, 
when comparing the effect of pathogen stimulation on the number of identified eQTLs 
between cell types, we observed an inverse correlation with the responsiveness of 
that cell type to pathogen stimulation (Supplementary Fig. 4e). For example, the 
myeloid cells showed the largest DE response upon pathogen stimulation (Fig. 
2a) but a consistent reduction in the number of eQTLs identified after stimulation 
(Supplementary Fig. 4a). In contrast, the lymphoid cells showed a much smaller DE 
response upon pathogen stimulation (Fig. 2a) but an increase in the number of eQTLs 
identified after stimulation, in about half of the conditions (Supplementary Fig. 4a). 
This could indicate that, for at least a subset of the genes, the influence of genetics 
on gene expression may become more restricted when cells have to orchestrate a 
response to an environmental stimulus.38

To identify eQTLs for which the strength of the eQTL effect was affected by 
pathogen stimulation, we performed a response-QTL (re-QTL) analysis.39 We 
systematically looked for re-QTLs in all major cell types and stimulation conditions 
compared to the untreated condition (Supplementary Table 9). Most re-QTLs were 
specific to a particular timepoint or cell type, but less so to a particular pathogen 
(Fig. 3e). We observed that most re-QTLs were in the monocytes for each of the 
stimulation‒timepoint combinations (Supplementary Fig. 4a), likely the direct 
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consequence of the combination of a high number of DE genes upon stimulation 
(Fig. 2a) and the relatively high number of monocytes per individual (Supplementary 
Fig. 1g). We also observed that most re-QTLs describe eQTL effects that became 
weaker after stimulation (Fig. 3f). Of those eQTL effects that became stronger after 
stimulation, 26.3% on average showed a significant effect that was already present 
in the unstimulated samples, whereas those effects were not yet present for 63.7%. 
Moreover, we observed clear enrichment of DE genes within the set of eQTL and re-
QTL genes, but this enrichment was not consistently greater for re-QTL in comparison 
to eQTL genes (Supplementary Fig. 4f). 

Finally, when linking the eSNP loci identified in each of the major cell types to 
GWAS output of immune-mediated diseases (see Methods), we observed a strong 
genomic inflation across all conditions (Supplementary Table 10). This genomic 
inflation increased further for the re-QTLs (in monocytes over all immune-mediated 
GWASes: p=0.024) (Supplementary Table 10). These findings confirmed previous 
studies showing that stimulation-responsive eQTL effects provide additional 
explanation of immune-mediated disease risk over baseline eQTLs4,40. Additionally, 
it has been shown that the effect size of GWAS-associated SNPs becomes larger in 
the disease-relevant context (e.g. immune-mediated disease patients as opposed to 
the healthy controls).41 Therefore, also the power to detect these disease-associated 
effects will be larger in the disease relevant context. 

In summary, we observed that 20.9% of our eQTL genes that were identified in 
the major cell types were influenced by a combination of genetics and environment 
(Supplementary Table 7, Supplementary Table 9). We expect this percentage is an 
underestimate, as the power to detect re-QTLs is inherently lower than that of eQTLs 
and exposure to additional environmental stimuli may reveal additional context-
dependency. Altogether, our findings indicate that, in addition to cell type‒specificity, 
context-dependency is also a major driver of genetic regulation of gene expression 
and provides additional explanation of disease risk. 
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Figure 3. eQTLs and re-QTLs upon pathogen stimulation.Concordance between the eQTLs identifi ed in 
31,684 bulk whole blood samples of the eQTLGen consortium and: a. those identifi ed in our eQTLGen lead-
eSNP discovery of bulk-like unstimulated PBMC scRNA-seq data, b. those identifi ed in our eQTLGen lead-
eSNP discovery of bulk-like 24h C. Albicans (CA)-stimulated PBMC scRNA-seq data, c. those identifi ed in 
our eQTLGen lead-eSNP discovery of monocyte 24h CA-stimulated PBMC scRNA-seq data, and d. those 
identifi ed in our genome-wide eQTL discovery of monocyte 24h CA-stimulated PBMC scRNA-seq data. e. Box 
plots showing the eff ect of the rs4147638 genotype on SMDT1 expression in the untreated (UT) condition and 
each of the six stimulation-timepoint combinations in the monocytes (left) or for the UT and 24h CA condition 
in the CD4+ T cells (right). Box plots show median, fi rst and third quartiles, and 1.5 × the interquartile range, and 
each dot represents the average expression of all cells per cell type and individual. Stars indicate a signifi cant 
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effect (FDR < 0.001). The log ratio of SMDT1 expression in the UT cells vs a specific stimulation-timepoint 
combination is shown in the bottom. Colored arrows indicate which specific stimulation-timepoint combination 
was selected for the corresponding re-QTL boxplot. f. The proportion of re-QTLs of which the eQTL effect 
became weaker after stimulation, split per cell type and stimulation-timepoint combination. eQTL summary 
statistics for eQTLGen-confined analysis, genome-wide analysis and response-QTL analysis can be found in 
Supplementary Table 7, Supplementary Table 8 and Supplementary Table 9, respectively. The number of 
individuals and cells included in each analysis can be found in the Source Data file.

Pathogen stimulation induces widespread context-specific gene 
regulation

We have previously shown that genetics can influence the co-expression 
relationship between genes and that scRNA-seq data is uniquely suitable to do so 
by taking the individual cells per cell type per donor as observations over which the 
individual-specific co-expression is calculated.12 In contrast, bulk RNA-seq data 
usually contains a single measurement per donor, and therefore, co-expression in bulk 
data cannot be calculated at the individual level. As a consequence, the co-expression 
between two genes as calculated from bulk RNA-seq data may be different from the 
true individual-specific co-expression relationship as extracted from scRNA-seq data 
(due to Simpson’s paradox42). 

In addition, studies that compared co-expression in healthy versus disease 
states have indicated that environmental conditions may also impact these gene‒
gene interactions.43 Here, we took the next step by determining whether and how the 
combination of genetics and environment may affect how genes are interacting with 
one another by performing co-expression QTL analysis, i.e. a SNP genotype affecting 
the co-expression relationship of a gene pair. For this purpose, we selected a subset 
of 49 SNP‒gene combinations that we then tested against up to 5,772 genes. To enrich 
for SNP‒gene combinations in which we expect an interaction with the environment, 
we selected these based on: 1. the gene being DE and 2. the SNP‒gene combination 
being a re-QTL in at least one of the stimulation‒timepoint combinations; 3. the gene 
being expressed in at least 50% of the individuals (in each 10X chemistry). For this 
analysis, we focused solely on the monocytes because this was the cell type that 
showed a strong response to pathogen stimulations and for which we had sufficient 
cells per individual (i.e. hundreds) to perform a robust co-expression QTL analysis. By 
making this pre-selection of 49 SNP‒gene combinations, we could reduce the multiple 
testing burden from over 1014 in a genome-wide analysis to fewer than 283,000 tests.

Across the unstimulated condition and each of the six stimulation‒timepoint 
combinations, we found at least one co-expression QTL for 35 SNP‒gene combinations 
and more than 100 co-expression QTLs in at least one condition for 9 SNP‒gene 
combinations. For each of these 9 SNP‒gene combinations with a high number of 
co-expression QTLs, we observed an interaction between genotype and stimulation 
condition (Fig. 4a, Supplementary Table 11). One of these co-expression QTLs 
described an interaction between RPS26 and rs1131017, which was an effect in high 
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LD with one we had identified as a co-expression QTL in CD4+ T cells in our previous 
study (rs7297175, R2 = 0.92). 12 rs1131017 was previously associated with rheumatoid 
arthritis44 (p = 1.3x10-8) and is in high LD with a type I diabetes GWAS SNP45 (rs11171739, 
R2 = 0.94). For this RPS26‒rs1131017 SNP combination, we found 1,701 co-expression 
QTLs in the unstimulated condition. Of the 106 RPS26 co-expression QTLs that we had 
previously identified in CD4+ T cells12, 72 (67.9%) were also found in the unstimulated 
monocytes in our current study (91.7% with the same allelic direction) (Supplementary 
Fig. 5a). Any discrepancy between these two cell types might be the consequence of 
distinct regulatory mechanisms that are active in those cell types. Next, looking at the 
effect of stimulation, the number and strength of the detected RPS26 co-expression 
QTLs reduced greatly after stimulation and was related to the duration of stimulation: 
on average we observed 459 co-expression QTLs after 3h stimulation and 112 after 24h 
stimulation (Fig. 4a, Supplementary Fig. 5b).

We also observed this general decrease in the strength and number of co-
expression QTLs with increasing duration of pathogen stimulation for the HLA-DQA2 
co-expression QTLs, but not for any of the other 7 SNP‒gene combinations (Fig. 4a). 
These other 7 co-expression QTL effects increased in strength and numbers upon 
stimulation (Fig. 4a, Supplementary Table 11). Interestingly, for some of these co-
expression QTL genes, we observed the most prominent increase at 3h stimulation 
(i.e. CLEC12A, CTSC and NDUFA12), whereas others were more prominent at 24h 
stimulation (i.e. TMEM176A/B, DNAJC15 and HLADQA1). The observation of different 
numbers of co-expression QTLs for a specific gene over the 7 stimulation‒timepoint 
combinations was not fully explained by the expression level of that gene. Beyond this 
variation over the timepoints, we also observed clear differences between the various 
pathogen stimulations. At gene-level, there was little overlap between the co-expressed 
gene sets between the different pathogen stimulations (Supplementary Table 11), 
whereas this overlap was much larger at pathway-level (Supplementary Fig. 5). The 
low gene-level overlap is likely a consequence of power and is something that will 
be largely overcome in the near future with the increase in the number of cells per 
dataset.46,47 Together, these results indicate that specific environmental conditions can 
fulfill the requirements needed for a specific co-expression QTL interaction to occur. 

Previously, re-QTL analyses in cells exposed to highly specific stimuli were used 
to disentangle the environmental conditions that underlie specific genetic regulation 
of gene expression.4,16 However, this has the disadvantage that either many highly 
specific stimuli have to be applied, or, in the case of applying broad stimuli, the exact 
environmental context relevant for the interaction remains vague. Here, we propose 
using co-expression QTL analysis upon stimulation with a few broad stimuli to gain this 
detailed insight in a more unbiased way, without the need to apply many highly specific 
stimuli. As a first example of how co-expression QTL analysis can help us understand the 
underlying mechanisms of gene regulation, we focused on the CLEC12A co-expression 
QTLs affected by SNP rs12230244, which were most prominent at 3h of pathogen 
stimulation (Fig. 4a, 4b). CLEC12A, also known as MICL, encodes for an inhibitory 
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C-type lectin-like receptor and is mostly expressed in myeloid cells such as monocytes 
and DCs. CLEC12A signaling can be activated by the binding of uric acid crystals, 
which are the byproduct of nucleic acids that can be released from damaged or dying 
cells.48,49 Activation of CLEC12A signaling can result in inhibition of the activating C-type 
lectin receptors and can prevent hyperinflammation during necrosis.50 

To identify the potential causal factor underlying the CLEC12A co-expression 
QTL, we performed a pathway analysis on the associated co-expressed gene set of 
each of the stimulation‒timepoint combinations. We hypothesized that co-expressed 
genes linked to the same co-expression QTL mostly describe the same (or only a 
few) biological processes that are driven by a single (or a few) causal factors being 
directly involved, and that most of these co-expressed genes are themselves just a 
consequence of being highly co-expressed with the causal factor. An important 
category of causal factors are transcription factors. However, average expression levels 
of transcription factors are generally low and, particularly in dynamic situations such 
as a pathogen response, mRNA levels might not correlate well with the nuclear protein 
expression levels (i.e. the functional proportion).51,52 Consequently, it can be difficult to 
define the direct causal factor solely using co-expression QTL analysis. Nevertheless, 
we expected that by taking a pathway-level view, the downstream genes of transcription 
factors would have a high correlation with the functional protein level of the transcription 
factor and would be more easily picked up than a single gene. 

The pathway analysis of the CLEC12A genotype-dependent co-expressed gene 
set after 3h stimulation (Benjamini-Hochberg (BH) corrected p = 2.9x10-5, 8.7x10-7 and 
4.3x10-4 for 3h CA, 3h PA and 3h MTB, respectively), but not in the untreated or 24h 
stimulation conditions, revealed enrichment of the IFN pathway (Fig 4c). This result 
hinted that a component within or regulating the IFN pathway could be the causal 
factor that is regulating the different CLEC12A co-expression responses per genotype 
after 3h stimulation. To provide additional support for this hypothesis, we performed 
a functional enrichment analysis for putative transcription factor binding sites (TFBSs) 
(TRANSFAC database53) on the CLEC12A genotype-dependent co-expressed genes 
upon 3h stimulation. We divided this gene set into a subset in which individuals 
with the TT as opposed to the AA genotype showed a more positive rather than a 
more negative co-expression relationship between CLEC12A and its co-expressed 
genes, as potentially different mechanisms could be underlying these gene sets. This 
analysis revealed no enriched TFBSs in the negative-strength gene set, but a clear 
enrichment of various IFN regulatory factors (IRFs) in the positive-strength gene set, 
including IRF1, 2, 4, 5, 7 and 8 (Fig. 4d). Additionally, when overlapping the CLEC12A 
co-expression QTL SNP rs12230244 and its accompanying (near-)perfect LD SNPs 
with putative TFBSs54, we observed several transcription factors that may bind to 
the genomic location of these SNPs. Most noticeably, the predicted binding site of 
IRF1 was shown to be enriched in the genomic location of two SNPs that are in near-
perfect LD with the CLEC12A co-expression QTL SNP: rs999185 (R2 = 0.9943) and 
rs57106602 (R2 = 0.9).
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Finally, we used two external datasets and slightly different approaches to 
further strengthen our hypothesis that IFN activity is regulating the CLEC12A co-
expression QTL effects. First, we used the BIOS consortium bulk RNA-seq dataset 
containing whole blood data from 3,553 individuals.55 For each of those individuals, 
we calculated a polygenic risk score (PRS) for the autoimmune disease systemic lupus 
erythematosus (SLE), a disease characterized by increased type I IFN activity.56–59 
We reasoned that the genetic risk captured by the SLE PRS could be used as a 
proxy for IFN activity. Consequently, the difference in the co-expression relationship 
between the SLE PRS and the CLEC12A per rs12230244 genotype indicated 
the involvement of IFN signaling in this interaction (Fig. 4e). Second, we used an 
independent scRNA-seq dataset generated in 68 healthy controls and 117 SLE 
patients from European (EUR) and East Asian (EAS) origin. We reasoned that since 
IFN activity is characteristic for SLE56–59, SLE patients would mimic the 3h pathogen 
stimulation state in which high IFN activity seems to drive the observed CLEC12A 
co-expression QTL effects. We also reasoned that the healthy controls would mimic 
the untreated cells in our study and therefore show fewer CLEC12A co-expression 
QTL effects driven by IFN activity. To define whether the SLE patients mimicked the 
results as observed after 3h pathogen stimulation, we performed a co-expression 
QTL analysis for CLEC12A and SNP rs12230244 in the monocytes of SLE patients 
and healthy controls (Supplementary Table 12). Pathway analysis on the CLEC12A 
co-expression QTL genes revealed stronger enrichment for the IFN pathway in the 
SLE patients (FDR = 1.965×10-7) compared to the healthy controls (FDR = 1.203×10-3), 
again supporting that this pathway is involved in the regulation of CLEC12A through 
the locus with the rs12230244 SNP.

As a second example, we applied a similar strategy to learn the underlying 
regulatory mechanism by which the co-expression QTLs identified for SNP rs6945636 
affect the heat-shock protein response gene ZFAND2A. The heat-shock protein 
response is a pathway that, amongst others, can be activated by bacterial and viral 
infections.60 We selected this specific SNP‒gene combination for further analysis 
because the co-expression QTLs identified were both pathogen- and timepoint-
specific (only at the 24h timepoint, 96% of the genes being detected in CA only). 
Pathway analysis of the co-expressed genes revealed ‘Intracellular pH reduction’ 
(GO:0051452) as the top associated biological process (adjusted p = 3.8x10-4). 
Interestingly, HSF1, a known regulator of ZFAND2A61 was shown to be pH sensitive 
in yeast.62 Moreover, the ZFAND2A-associated co-expression QTL SNP rs6945636 
was in almost perfect LD with previously identified HSF1 binding sites in K562 cells 
(R2 = 0.99, rs715188378; R2 = 0.99, rs79849558; R2 = 0.99, rs11767061, retrieved 
from dbSNP release 153).63 Together, this indicates that CA-induced pH regulation 
activated HSF1, which in turn bound with stronger (TT genotype) or weaker (AA 
genotype) strength to rs6945636 SNP locus, and thereby strongly or weakly activated 
ZFAND2A, respectively.
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These two examples provide clear use cases for how co-expression QTL 
analysis can be applied to gain detailed insights into the underlying context of gene 
expression regulation. For example, in the case of CLEC12A, without co-expression 
QTL analysis we could only reveal that CLEC12A is a re-QTL regulated by a factor 
active 3h downstream of pathogen stimulation (Supplementary Table 9). In contrast, 
using co-expression QTL analysis, we were directed to the causal regulatory factor 
for this re-QTL. This enabled follow-up analyses that gathered solid evidence for the 
following mechanism of action through which the rs12230244 SNP locus affects 
CLEC12A expression specifically upon 3h pathogen stimulation: 1. pathogen-
associated molecular patterns bind to a pattern recognition receptor (PRR) and initiate 
a signaling cascade that eventually results in phosphorylation of interferon regulatory 
factors (IRFs), 2. phosphorylated IRF then translocates to the nucleus where it binds 
to specific DNA motifs such as IFN-stimulated response elements, and 3. this can 
then activate transcription of IFNs and IFN-stimulated genes (ISGs). Additionally, IRF 
is expected to bind to a region containing SNP rs12230244 (or any another SNP in 
high LD), thereby regulating CLEC12A expression. In this case, depending on the SNP 
genotype, the IRF binding and induction of CLEC12A expression is expected to be 
stronger (TT genotype) or weaker (AA genotype) (Fig. 4f). 

Interestingly, we identified a number of (near-)genome-wide significant PheWAS 
traits related to immune cell composition and size to be associated with these two 
co-expression QTL loci (extracted from 452,264 White British individuals of the UK 
Biobank64): platelet counts (p = 2.1x10-8), monocyte percentage (p = 1.8x10-5) and 
eosinophil counts (p = 6.4x10-5) for CLEC12A and mean corpuscular volume (p = 
1.5x10-14) and mean sphered cell volume (p = 2.6x10-9) for ZFAND2A. However, no 
direct association was found for any of the immune-related GWAS tested (SLE65, 
inflammatory bowel disease66, celiac disease67, rheumatoid arthritis44, multiple 
sclerosis68, type I diabetes mellitus69 and candidemia70, which had 10-2,541-fold 
smaller sample sizes than the PheWAS. This overlap with immune-related PheWAS 
traits indicate the relevance of these SNPs for immune function. 

Moreover, looking at the function of the affected genes, we also expect 
immunological consequences of the identified co-expression QTLs. For example, 
previously CLEC12A was shown to act as an early adaptor molecule for antibacterial 
autophagy, and in mice, complete knockout of Clec12a resulted in higher susceptibility 
to Salmonella infection.71 Additionally, CLEC12A is known to contribute to the 
pathogenesis of rheumatoid arthritis. For example, upon collagen-induced arthritis, 
CLEC12A knockdown mice show increased joint inflammation72 and in monocytes 
of early rheumatoid arthritis patients reduced expression of CLEC12A correlated 
with more severe disease 6 months later.73  Together, this suggests that individuals 
with the AA allele on rs12230244 may be at increased risk of bacterial infection and 
of developing joint inflammation, acting through reduced induction of CLEC12A 
expression when exposed to pathogens or other factors inducing IFN signaling. 
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Summarized, using co-expression QTL analysis, we can now dissect the 
underlying mechanism by which such an eff ect is regulated. This information will help 
explain the downstream consequences on immune function, and potentially enable 
new routes for medical intervention. 
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Figure 4. Interferon regulatory factor affects CLEC12A co-expression QTLs upon 3h pathogen 
stimulation in monocytes. a. Number of co-expression QTLs identified in each of the stimulation-timepoint 
combinations for those co-expression QTLs with over 100 co-expression QTLs in at least one condition. The 3h 
and 24h timepoint are colored by pathogen stimulation (green: C. Albicans (CA), blue: M. Tuberculosis (MTB), 
orange: P. Aeruginosa (PA). Co-expression QTL summary statistics can be found in Supplementary Table 11. 
b. The lines in the top plots show co-expression between CLEC12A and PML (most significant co-expression 
QTL across the 3h stimulation conditions) for individual cells in the untreated (left), 3h CA (middle) and 24h 
CA (right) condition. In these plots, individual-specific regression lines are shown, split by genotype. The 
average genotype-specific regression lines are shown in black. The bottom boxplots depict Spearman’s rank 
correlation between CLEC12A and PML expression, stratified by SNP rs12230244 genotype in the monocytes 
per individual, in the untreated (left), 3h CA (middle) and 24h CA (right) stimulated cells (the V2 chemistry data 
is plotted). Each data point shows a single individual. Box plots show median, first and third quartiles, and 1.5× 
the interquartile range. c. Heatmap of the top-5 enriched pathways within the co-expressed CLEC12A co-eQTL 
genes per stimulation-timepoint combination. Per combination, pathways are ranked based on significance. 
White indicates that the pathway was not found to be enriched in that specific stimulation-timepoint 
combination. The green box highlights pathways that are associated with all 3h stimulation conditions. d. Top 
10 enriched putative transcription factor binding sites within the CLEC12A co-expression QTL genes that: 
1. showed a more positive strength of the co-expression relationship in individuals with the TT as opposed 
to the AA genotype and 2. were identified in the 3h stimulated (outer join) monocytes using the TRANSFAC 
database. Enrichment of putative transcription factor binding sites was defined using a g:SCS multiple testing 
correction method, applying a significance threshold of 0.05. e. Co-expression QTL analysis for CLEC12A-
SNP rs12230244 against the SLE PRS (calculated using those SLE GWAS SNPs with a P-value threshold of 
<5x10-8) using whole blood bulk expression data from 3,553 individuals (BIOS consortium). A one-tailed F-test 
(coefficient=0.04, standard  error=0.01, f-value=19.60, p-value=9.84x10-6, R2=0.84) was used to determine 
whether the distribution of the squared residuals with the SLE PRS as interaction term was significantly smaller 
than without. f. Proposed mechanism of action of CLEC12A co-expression QTLs. When pathogen-associated 
molecular patterns bind to a pattern recognition receptor (PRR), a signaling cascade is initiated that eventually 
results in phosphorylation of interferon regulatory factors (IRFs). Phosphorylated IRF then translocates to the 
nucleus, where it binds to specific DNA motifs such as IFN-stimulated response elements. This can then 
activate transcription of IFNs and IFN-stimulated genes (ISGs). Additionally, IRF is expected to bind to a region 
containing SNP rs12230244 (or any another SNP in high LD), thereby regulating CLEC12A expression. In this 
case, depending on the SNP genotype, the IRF binding and activation of CLEC12A expression is expected 
to be stronger (TT genotype) or weaker (AA genotype). Many of the identified CLEC12A co-expression QTL 
genes are involved in the IFN pathway (see 4b). This has to be the result of a common upstream factor (i.e. 
IRF) of CLEC12A transcription that can also activate IFNs and ISGs, but cannot be the result of a downstream 
regulator because this would have led to trans-eQTL effects for the same SNP rs12230244 (which we do not 
observe). The number of individuals and cells included in each analysis can be found in the Source Data file.

Discussion
GWAS studies have provided important insights into the genetic architecture of 

phenotypic traits and diseases.1 However, the exact mechanisms by which genetic 
variation leads to these traits or diseases largely remain a black box. To uncover 
these mechanisms, various approaches have been successfully applied, for example 
coupling the trait-associated risk factor to the nearest positional gene74, downstream 
gene expression55, or gene regulation.12 Nevertheless, a large knowledge gap remains 
that may, in part, be filled by taking into consideration the context in which the genetic 
variant can lead to disease.7,16,17 
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To uncover the interplay between genetics and cellular and environmental 
context, we single-cell RNA-sequenced PBMCs from 120 individuals from Lifelines, a 
large population-based cohort from the Northern Netherlands, that had been exposed 
to various pathogens or left untreated. Subsequent DE, eQTL and co-expression 
QTL analysis revealed that there are widespread interactions between an individual’s 
genetics and the cellular and environmental context, both at the level of gene 
expression and in its regulation. We identified hundreds of eQTLs in the individual 
cell types and upon pathogen-stimulation and observed strong context-specificity for 
25.7% of the identified co-expression QTLs. In general, we observe more interactions 
between genetics and cell type‒specific context, as opposed to context induced by 
pathogen stimulation. However, some of these differences may have been the result 
of differences in detection power. Contrary to expectations, in the cell types with the 
strongest response to pathogen stimulation (i.e. the myeloid cells), the total number 
of eQTLs was reduced after stimulation. Moreover, in all cell types, we observed 
that eQTLs more often became weaker rather than stronger after stimulation and 
that neither category of eQTL genes was associated with a specific pathway. In 
contrast, for the co-expression QTL genes, the number of co-expressed genes more 
often increased upon pathogen stimulation. However, this might in part have been 
the result of our selection, i.e. choosing re-QTLs in monocytes as the starting point 
for the co-expression QTL mapping. Moreover, we observed genomic inflation of 
eQTLs that further increased when focusing solely on the re-QTLs. Altogether, these 
observations indicate that context, here the pathogen-stimulation condition, is an 
important contributor that affects the association between SNPs and gene expression 
or co-expression, and that taking this context in consideration further improves our 
understanding of disease risk. 

A major advantage of co-expression QTL analysis as opposed to re-QTL 
analysis is that we do not require many highly specific stimuli to disentangle the 
mechanisms that underlie the context-specificity of the genetic regulation. Instead, 
in this study, we have shown that, after applying a broad stimulation (i.e. whole-
pathogen stimulation), a wide range of contexts are activated, and that, through 
subsequent co-expression QTL analysis, the specific context and mechanism of 
action could be uncovered. For example, we revealed that an interferon-regulated 
transcription factor was affecting the SNP rs12230244‒dependent downstream 
activation of CLEC12A. Additionally, we showed how pH-dependent regulation of the 
heat shock protein response transcription factor HSF1 affected the SNP rs6945636‒
dependent downstream activation of ZFAND2A. Even though the causal SNP cannot 
be conclusively determined using co-expression QTL analysis, understanding 
the underlying mechanism can help to further fine-map the genetic signal. These 
examples clearly show the potential of the technology and provide an outlook into 
where the field will be moving as more population-scale scRNA-seq datasets become 
available. We foresee that newly developed methodology, such as inCITE-seq52 and 
NEAT-seq75, combining measurements of multiple omics layers from the same cell, 
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including RNA and nuclear protein levels (which allows measuring active transcription 
factors levels), will further enhance the interpretability of the identified co-expression 
QTLs in the future.

Importantly, this study was conducted in European individuals with a white 
background. Although we do not expect general conclusions to be different in other 
populations, it may be that the upstream regulators or downstream consequences 
of some of the specific genetic variants act differently across populations. Moreover, 
as the infection history with the three pathogens under study is unknown for the 
individuals included in our study, there is a small chance that this may have introduced 
additional noise or confounding in our analyses.

In the last few years, scRNA-seq has become a mature, high-throughput 
technology.8,9 This has led to several initiatives aiming to study population genetics 
at single-cell resolution, such as the sc-eQTLGen consortium46 and others.76 Such 
efforts bring together many single-cell eQTL studies, conducted in individuals from 
different ethnicities and exposed to different environments or diseases. This will not 
only increase the power to detect eQTLs and co-expression QTLs, it will also further 
extend our findings to additional contexts and enable genome-wide cell-type and 
context-specific trans-eQTL mapping. Moreover, instead of linking individual genetic 
variants, linking of polygenic risk scores to cell-type-specific gene expression (i.e. eQTS 
analysis37) may provide a more disease-focused insight into how the combination of 
disease-associated variants together contribute to changes in gene expression levels. 
By integrating GWAS signals, PRS scores and context-specific QTL information, we 
expect that these efforts can drive major leaps forward in disease understanding and 
precision medicine.77

Methods
Ethics approval and informed consent

The LifeLines DEEP study was approved by the ethics committee of the University 
Medical Centre Groningen, document number METC UMCG LLDEEP: M12.113965. All 
participants signed an informed consent from prior to study enrollment. All procedures 
performed in studies involving human participants were in accordance with the ethical 
standards of the institutional and/or national research committee and with the 1964 
Helsinki declaration and its later amendments or comparable ethical standards.

PBMC collection and stimulations 
Whole blood from 120 European white background individuals of the northern 

Netherlands population cohort Lifelines Deep78 was drawn into EDTA-vacutainers 
(BD). PBMCs were isolated and maintained, as previously described.12 In short, 
PBMCs were isolated using Cell Preparation Tubes with sodium heparin (BD) and were 
cryopreserved until use in RPMI1640 containing 40% FCS and 10% DMSO. After 
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thawing and a 1h resting period, unstimulated cells were washed twice in medium 
supplemented with 0.04% BSA and directly processed for scRNA-seq. In contrast, for 
stimulation experiments, 5x105 cells were seeded in a nucleon sphere 96-well round 
bottom plate in 200 μl RPMI1640 supplemented with 50 μg/mL gentamicin, 2 mM 
L-glutamine and 1 mM pyruvate. Then, in vitro stimulations were applied for either 3h 
or 24h using 1x106 CFU/ml heat-killed C. albicans blastoconidia (strain ATCC MYA-
3573, UC 820), 50 μg/ml heat-killed M. Tuberculosis (strain H37Ra, Invivogen) or 1x107 
heat-killed P. Aeruginosa (Invivogen) while incubating the cells at 37˚C in a 5% CO2 
incubator. After stimulations, cells were washed twice in medium supplemented with 
0.04% BSA. Cells were then counted using a haemocytometer, and cell viability was 
assessed by Trypan Blue. 

Single-cell library preparation and sequencing 
105 sample pools were prepared, each aimed to yield 1,400 cells/individual from 

8 individuals (11,200 cells). In general, pools contained a mixture of both sexes and 
two different stimulation conditions. Each sample pool was loaded into a different lane 
of a 10x chip (Single Cell A Chip Kit for v2 or Single Cell B Chip Kit for v3 reagents). The 
10x Chromium controller (10x Genomics), in combination with v2 (72 libraries) or v3 
(33 libraries) reagents, was used to capture the single cells and generate sequencing 
libraries, according to the manufacturer’s instructions (document CG00052 and 
CG000183 for v2 and v3, respectively) and as previously described.12 Sequencing 
was performed with a 150 bp paired-end kit using a custom program (V2: 27-9-0-150, 
V3: 28-8-0-150) on the Illumina NovaSeq 6000 at BGI (Hong Kong). 

scRNA-seq alignment, preprocessing and QC 
CellRanger v3.0.2 was used with default parameters to demultiplex, generate 

FASTQ files, align reads to the hg19 reference genome, filter both cell- and unique 
molecular identifier (UMI) barcodes and count gene expression per cell. To assign 
cells to one of the eight individuals in a lane, Demuxlet was used.11 The genotype 
information used by Demuxlet was previously generated as described in Tigchelaar 
et al.78 and was phased with Eagle v2.322 using the HRC reference panel and the 
Michigan Imputation Server. Only exonic variants with a MAF of at least 0.02 were 
used for demultiplexing. Subsequently, Souporcell v1.029 was used to remove 
doublets coming from different individuals, by looking for the different genotypes 
within a single cell assignment. We limited the SNP calling to positions that were also 
used for demultiplexing. 

Version 3.1 of the Seurat79 package was used for further quality control and 
processing. Due to mRNA capture differences between the v2 and v3 chemistries, 
a version-chemistry-specific maximum mitochondrial gene content percentage of 
8% and 15% was used, respectively. Cells with less than 200 detected genes were 
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discarded, as well as cells with more than 9 UMIs mapping to the hemoglobin subunit 
beta (HBB) gene (representing red blood cells), and other low-quality cells (i.e. clusters 
of cells with a low number of expressed genes and a relatively high mitochondrial 
content, or missed, likely same-individual, doublets) (Supplementary Table 3).  

For annotating the cell types, we first log-normalized the count matrices for 
each of the seven timepoint-stimulation conditions and two chemistries separately 
using Seurat’s LogNormalize function (scale.factor = 10,000).79 The log-normalized 
count matrices of the unstimulated data were then integrated separately for each 
of the three pathogen stimulations. For this, we used the first 30 dimensions 
from a Canonical Correlation Analysis to identify integration anchors in Seurat’s 
FindIntegrationAnchors function. These anchors were then used for integration using 
Seurat’s IntegrateData function.79 We performed principal component analysis (PCA) 
and selected the first 30 PCs to identify the cell clusters using k-nearest neighbor 
clustering and visualized this in UMAP space (using the default settings). Cell types 
were assigned to each cluster based on marker gene expression, resulting in a set of 
six major cell types and ten subcell types (Supplementary Fig. 1B, Supplementary 
Table 4). A small fraction of the cells could not be classified at higher resolution, and 
therefore, where omitted from the subcell type analyses (Source Data file). For each 
version chemistry, gene expression counts were then SCT normalized using Seurat’s 
SCTransform function, and cell type labels obtained from the integrated data were 
transferred to non-integrated data (Fig. 1A), to preserve the stimulation response at 
the gene expression level.

Differential expression: mapping, pathway enrichment and module 
scoring

For each pathogen‒timepoint combination, major an subcell type and 10X 
chemistry, differential expression (DE) analysis was performed between the pathogen-
stimulated and the untreated condition using the MAST implementation of Seurat.30 
Testing was limited to genes with a log-fold change (LFC) >0.1 and with expression 
in at least 10% of the cells. We used MetaVolcanoR80 to perform a meta-analysis for 
each cell type, taking the results of the v2 and v3 chemistries as inputs for Fishers 
Combined Probability Test.81 Significance was determined by taking a Bonferroni-
corrected p-value of <0.05 within the meta-analysis. When an analysis could only be 
performed in one version chemistry, only that output is reported. 

Per cell type, the resulting DE gene set was split in up- and downregulated 
genes after stimulation, which was then used as input for a pathway enrichment 
analysis with ToppFun, selecting the REACTOME database.82 To calculate statistical 
significance, the probability density function was used, selecting those pathways that 
had a BH-corrected p-value <0.05. 

For the major cell types, the enriched pathways were visualized by calculating 
the LFC in average gene expression in all pathogen‒timepoint conditions compared to 
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the untreated condition and clustered these results using hierarchical clustering with 
the complete linkage method. For the subcell types we made the comparisons only 
within the subtypes that fall within the same major cell type (Supplementary Table 4). 
We visualized up to 10 enriched pathways that showed the largest difference between 
the two subtypes (within the same major cell type), and ordered these pathways by 
the difference in log10 transformed significance between the cell types. The fraction 
of genes that were found to be differentially expressed versus the total annotated 
genes in the gene sets, was determined by dividing the differentially expressed genes 
found for each gene set, by the total number of genes of a gene set.

Calculation of pathway activity was done using the module score function of 
Seurat83, by calculating, per cell, the combined activity of a specific gene set annotated 
to be part of a pathway in the REACTOME database. This score was then averaged 
per donor for each condition and cell type.

eQTL and re-QTLs: mapping and GWAS enrichment
The mapping of eQTLs was performed in a bulk-like and cell-type‒specific 

manner. We limited the analysis to the top independent effects identified in the 
eQTLGen meta-analysis on 31,684 individuals, resulting in the testing of 16,987 
possible SNP‒gene pair combinations.55 These SNP‒gene combinations identified by 
eQTLGen were the result of genome-wide cis-eQTL mapping of SNPs within a 100 
kb distance to the gene midpoint, MAF >0.1, call rate >0.95 and Hardy-Weinberg 
equilibrium p-value >0.001. These 16,987 SNP‒gene pairs were then further filtered 
to only include SNPs with a minor allele frequency (MAF) >0.1 or genes that were 
expressed in least three cells in our single-cell data. Filtering of SNP‒gene combinations 
and mapping of eQTLs were done separately for each cell type and reagent version 
chemistry using the averaged, normalized gene expression values per individual, cell 
type and stimulation‒timepoint combination. This was followed by a sample-weighted 
meta-analysis84 over the v2 and v3 chemistry outputs per cell type and stimulation‒
timepoint combination. When an analysis could only be performed in one version 
chemistry, only that output is reported. eQTLs with a gene-level FDR < 0.05 were 
considered statistically significant, and a permutation-based strategy (n = 10) we 
had described before was used to control this FDR.2 Using the same parameters 
described above, but without eQTLGen SNP‒gene pair filtering, we also performed a 
genome-wide cis-eQTL discovery analysis.

Next, we performed re-QTL mapping, confining ourselves to the total gene set 
of FDR < 0.05 significant eQTLs across all cell types and conditions. For this, we 
calculated the log-ratio of the averaged expression of the unstimulated condition and 
the stimulated condition per sample, cell type and chemistry, and then applied the 
same mapping strategy we used to identify regular eQTLs.

To determine whether eQTLs and re-QTLs were genetically inflated, eQTLgen lead 
eSNPs were matched to the top GWAS SNP per locus for each of the following immune-
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mediated disease GWAS studies: celiac disease67, type 1 diabetes45, multiple sclerosis68, 
inflammatory bowel disease66, candidemia susceptibility70 and rheumatoid arthritis44. 
For this, the LD between eSNPs and GWAS SNPs was calculated from genotypes of 
the 503 European individuals in the 1000g phase3 reference panel at R2 >0.8 using 
Plink 1.9-beta6.85 Lambda inflation was calculated using all GWAS p-values matched 
to the eQTL or re-QTL SNPs. To determine whether there is a difference in genomic 
inflation for those SNPs whose eQTL effect changes upon stimulation (re-QTLs), we 
compared the genomic inflation of the re-QTL SNPs with the non-re-QTL overlapping 
eQTL SNPs that were tested in both the unstimulated and relevant stimulation condition 
and significant in either. Using the different conditions and GWASes, specifically for 
the monocytes, the distributions of lambda values for the re-QTL and non re-QTL sets 
were compared using a two-sided Wilcoxon Rank Sum Test. This statistical testing 
was solely performed in monocytes, as this was the cell type with a strong pathogen 
response and the largest set of identified re-QTL SNPs, expecting largest effects on 
genomic inflation and allowing for the most robust genomic inflation analysis.

Co-expression QTLs: mapping, pathway enrichment, TFBS and 
GWAS overlap

Co-expression QTL mapping was performed in the monocytes on a subset of 
SNPs and genes, selected based on their being: 1. DE and 2. a re-QTL in at least 
one of the stimulation-timepoint combinations; 3. expressed in at least 50% of the 
individuals (for each 10X chemistry tested). This selection resulted in 49 SNP‒gene 
combinations for which we calculated the Spearman correlation with every other 
gene per individual and per stimulation‒timepoint condition. A weighted linear model 
was used in which the genotype predicts the strength of the correlation between the 
two genes, using the square root of the number of cells as a weight. Analysis was 
performed separately for the different 10X chemistries, after which betas and standard 
errors were meta-analyzed. When an analysis could only be performed in one version 
chemistry, only that output is reported. The statistical significance threshold was then 
determined using a permutation-based (n = 100) FDR approach. The most significant 
co-expression QTL p-value per stimulation‒timepoint condition was then compared 
with the one coming from re-running the same permutations after randomly shuffling 
the genotype identifiers. This allowed us to calculate an eQTL gene-level FDR.2 An FDR 
< 0.05 was considered statistically significant. Separate thresholds were determined 
for each re-QTL SNP‒gene combination and each stimulation-timepoint condition.

Pathway analysis was performed on the co-expression QTL genes associated 
with the selected eQTL gene per stimulation‒timepoint combination using Toppfun 
with similar settings to those described in the ‘DE and pathway analysis’ section. 
Significant pathways (BH-corrected p-value < 0.05) were then ranked by p-value. The 
rankings of the pathways for each condition were then clustered using hierarchical 
clustering using the complete linkage method. 
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Transcription factor motif enrichment analysis was performed on the 3h 
stimulation outer join CLEC12A co-expressed gene set split by having either a more 
positive or more negative correlation with the minor versus major allele. For this, we 
took information from the TRANSFAC database release 2020.2 v253 and used g:Profiler 
(version e102_eg49_p15_7a9b4d6)86 with the g:SCS multiple testing correction 
method, applying a significance threshold of 0.05. Additionally, the CLEC12A co-
expression QTL SNP rs12230244 and its accompanying (near-)perfect LD SNPs were 
overlapped with putative TFBSs, as defined by SNP2TFBS.54

Overlap of co-expression QTL SNPs (or SNPs within a 1 Mb window with LD 
>0.8) with disease-associated GWAS SNPs was determined by searching the GWAS 
catalog (https://www.ebi.ac.uk/gwas/) and an additional set of immune-related GWAS 
studies (celiac disease67, type 1 diabetes45, multiple sclerosis68, inflammatory bowel 
disease66, candidemia susceptibility70 and rheumatoid arthritis44). 

CLEC12A co-expression QTL validation and replication: SLE PRS 
interaction analysis, SLE scRNA-seq co-expression QTL analysis

Using the summary statistics of the SLE GWAS by Bentham et al.65, we calculated 
the PRS for SLE in 3,553 samples from the BIOS consortium using a custom Java 
program, GeneticRiskScoreCalculator-v0.1.0c, as described previously.55 Briefly, to 
account for LD between variants, our approach included a double clumping strategy 
where we first clumped variants within a 250 kb window and then within a 10 Mb 
window using an LD threshold R2 = 0.1. We then calculated the PRS for each individual 
by summing the products of the number of risk alleles and the GWAS effect-size 
(i.e. beta) for each SLE-associated variant. We constructed the PRS using a p-value 
threshold for the SLE GWAS of p < 5×10-8. The resulting PRS was scaled between 0 
and 2 for compatibility with the eQTL mapping software. We then determined whether 
the co-expression between CLEC12A and an individual’s SLE PRS was modulated by 
SNP rs12230244. For this, we fitted a generalized linear model with and without the 
SLE PRS as an interaction term and determined how far the predicted model deviated 
from the true observation by taking the residuals of the observation. A one-tailed 
F-test was then used to determine whether the distribution of the squared residuals 
with the SLE PRS as interaction term was significantly smaller than without, meaning 
that the SLE PRS interacts with the CLEC12A co-eQTL.

We used an independent cohort of SLE patients and healthy controls (GEO 
accession number: GSE174188) to replicate our findings of a clear enrichment for IFN-
related genes within the co-expressed gene set of the CLEC12A-SNP rs12230244 co-
expression-QTL. This cohort contained individuals of EUR and EAS descent, including 
healthy individuals (EAS: 18, EUR: 58) and individuals diagnosed with SLE (EAS: 
58, EUR:59) who were not in an active disease state when samples were collected. 
For all individuals, PBMCs were collected and cryopreserved until further use. The 
SLE samples were collected through the California Lupus Epidemiological Study 
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(CLUES) cohort. Healthy controls were collected at the UCSF Rheumatology Clinic 
and through the Immune Variation Consortium (ImmVar) in Boston. All UCSF samples 
were genotyped using the Affymetrix World LAT Array, while samples collected in 
Boston were genotyped using the Illumina OmniExpressExome Array. The Michigan 
Imputation Server was used for imputation with the Haplotype Reference Consortium 
version 1.1 reference. The samples collected at UCSF and Boston were processed 
using established protocols11,27. ScRNA-seq was performed using 10X Chromium 
Single Cell 3’ V2 chemistry, as described previously.11 Libraries were sequenced on the 
HiSeq4000 or NovaSeq6000 at a depth of 6,306-29,862 reads/cell. Freemuxlet was 
used to assign cells to individuals and, together with Scrublet87, for the identification 
of doublets. Marker gene expression was used to assign the major cell types. Only 
the monocytes were taken for this independent discovery analysis. Monocytes 
with less than 1500 UMIs were removed, as were donors with fewer than 200 cells 
remaining after applying this cutoff. Co-expression QTL analysis was performed as 
described in the co-expression QTL mapping paragraph above, but only testing the 
CLEC12A-SNP rs12230244 co-expression-QTL and doing this analysis separately 
in each cohort, ancestry and disease state (SLE versus healthy). A meta-analysis 
over the cohorts and ancestries was then performed, and pathway analysis using the 
REACTOME database was conducted to determine whether the IFN pathway was 
differently enriched in SLE compared to the healthy controls.

Data availability
The number of individuals and cells included in each analysis can be found 

in the Source Data file. Raw gene expression counts, eQTL and co-expression 
QTL summary statistics can be found under “Supplementary Data” at the website 
accompanying this paper (https://eqtlgen.org/sc/datasets/1m-scbloodnl.html). 
Processed (de-anonymized) scRNA-seq data, including a text file that links each cell 
barcode to its respective individual, has been deposited at the European Genome-
Phenome Archive (EGA), which is hosted by the EBI and the CRG, under accession 
number EGAS00001005376 (https://ega-archive.org/studies/EGAS00001005376). 
Gene expression and genotype data can be obtained and requested by filling in a 
short web form at https://eqtlgen.org/sc/datasets/1m-scbloodnl.html. This form 
is subsequently reviewed by a single Data Access Committee, who will be able to 
approve access to both the raw gene expression and genotype data within 5 working 
days (during the holiday season there might be a slight delay). Once the proposed 
research is approved, access to the relevant gene expression or genotyped data will 
be free of charge. Access to the genotype and gene expression data is facilitated 
via the HPC cluster of the UMCG and the EGA, respectively. Access to this data is 
restricted to comply with the European Union General Data Protection Regulation 
for protection of privacy-sensitive data. Sample metadata (age, gender) is presented 
in Supplementary Table 1. The REACTOME and TRANSFAC release 2020.2 v253 
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database can be accessed through https://reactome.org/ and https://biit.cs.ut.ee/
gprofiler/gost, respectively. 

Code availability
The original code for Seurat v3.179 (https://github.com/satijalab/seurat), Eagle  

v2.322 (https://github.com/poruloh/Eagle), Demuxlet11 85dca0a4d648d18e-
6b240a2298672394fe10c6e6 (Mar 25 2019) (https://github.com/statgen/demuxlet), 
Souporcell v1.029 (https://github.com/wheaton5/souporcell), Freemuxlet v1 as part 
of the Popscle suite of statistical genetics tools (https://github.com/statgen/pop-
scle), Scrublet87 v0.2 (https://github.com/swolock/scrublet), the GeneticRiskScore-
Calculator v0.1.0c55 (https://github.com/molgenis/systemsgenetics/tree/master/
GeneticRiskScoreCalculator) and our in-house eQTL pipeline2 v1.4.0 (https://github.
com/molgenis/systemsgenetics/tree/master/eqtl-mapping-pipeline) can be found at 
GitHub. All custom-written code is made available via GitHub (https://github.com/
molgenis/1M-cells).

Supplementary material
Supplementary material is available at https://doi.org/10.1038/s41467-022-30893-5
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Abstract
Background

Expression quantitative trait loci (eQTL) studies have shown how genetic variants 
affect downstream gene expression. To identify the upstream regulatory processes, 
single-cell data can be used. Single-cell data also offers the unique opportunity to 
reconstruct personalized co-expression networks—by exploiting the large number 
of cells per individual, we can identify SNPs that alter co-expression patterns (co-
expression QTLs, co-eQTLs) using a limited number of individuals.

Results
To tackle the large multiple testing burden associated with a genome-wide 

analysis (i.e. the need to assess all combinations of SNPs and gene pairs), we conducted 
a co-eQTL meta-analysis across four scRNA-seq peripheral blood mononuclear cell 
datasets from three studies (reflecting 173 unique participants and 1 million cells) using 
a novel filtering strategy followed by a permutation-based approach. Before analysis, 
we evaluated the co-expression patterns to be used for co-eQTL identification using 
different external resources. The subsequent analysis identified a robust set of cell-
type-specific co-eQTLs for 72 independent SNPs that affect 946 gene pairs, which 
we then replicated in a large bulk cohort. These co-eQTLs provide novel insights 
into how disease-associated variants alter regulatory networks. For instance, one co-
eQTL SNP, rs1131017, that is associated with several autoimmune diseases affects 
the co-expression of RPS26 with other ribosomal genes. Interestingly, specifically in 
T cells, the SNP additionally affects co-expression of RPS26 and a group of genes 
associated with T cell-activation and autoimmune disease. Among these genes, we 
identified enrichment for targets of five T-cell-activation-related transcriptional factors 
whose binding sites harbor rs1131017. This reveals a previously overlooked process 
and pinpoints potential regulators that could explain the association of rs1131017 
with autoimmune diseases.

Conclusion
Our co-eQTL results highlight the importance of studying gene regulation at the 

context-specific level to understand the biological implications of genetic variation. 
With the expected growth of sc-eQTL datasets, our strategy—combined with our 
technical guidelines—will soon identify many more co-eQTLs, further helping to 
elucidate unknown disease mechanisms.
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Background
In recent years, genome-wide association studies (GWAS) have revealed a large 

number of associations between genetic variation and disease (1). Many of these 
variants also change downstream gene expression, as identified using expression 
quantitative trait locus (eQTL) analysis (2). However, even with many such connections 
now identified, the upstream biological processes that regulate these eQTLs often 
remain hidden. Such knowledge is important for better understanding the underlying 
processes that lead to specific disease, which would aide in drug development (3).

One way to study the biological processes in which eQTL genes are involved is 
to construct gene co-expression networks. In these networks, genes (nodes) involved 
in shared biological processes are expected to be connected through co-expression 
(edges) (4). Traditionally, these networks have been reconstructed with bulk RNA 
sequencing (RNA-seq) data, using a variety of computational tools (5–7). However, 
whether certain biological processes are active can depend on various factors, such as 
cell type, environmental exposures and even single nucleotide polymorphisms (SNPs) 
(2,8,9). With single-cell technologies, many of these highly specific contexts can now 
be captured at high resolution. Single-cell RNA-seq (scRNA-seq) not only allows for 
cell-type-specific analyses, it does so without the technical biases introduced by the 
cell-sorting required to perform similar analyses with bulk RNA-seq.

In addition to capturing the cell-type-specific contexts, scRNA-seq can also 
be used to construct personalized co-expression networks using the repeated 
measurements (i.e. multiple single-cell gene expression profiles) for each individual. 
This enables quantification of the covariance between genes, and thus their co-
expression strengths, within an individual (10). These personalized co-expression 
networks can then be used to study the effects of genetic variation on network 
properties. Some of these network changes can be linked to individual SNP genotypes, 
called co-expression quantitative trait loci (co-eQTLs).

While we have previously shown that co-eQTLs can be both cell-type-specific 
and stimulation-specific, several challenges to systematic identification remain 
(10,11). Firstly, it is unclear how to best construct gene regulatory networks (GRNs) 
with scRNA-seq data. Co-expression patterns identified from bulk RNA sequencing 
data have been shown to be informative for physical and functional gene–gene 
interactions (5–7), but it is unclear whether the co-expression patterns identified 
with scRNA-seq data also reflect gene–gene functional interactions given technical 
challenges of scRNA-seq data such as sparseness and low signal-to-noise ratios 
(12,13). These issues are caused by a combination of low mRNA counts in cells, 
imperfect capture efficiencies and the inherent stochasticity of mRNA expression (14). 
Many methods have been proposed to account for this issue. A recent benchmark 
paper (15) suggested ‘rho proportionality’ (16) as an association measure because 
of its consistent performance. Also complementary strategies could be beneficial, 
such as combining association measures with MetaCell, a recently proposed method 
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that groups homogeneous cells to reduce sparsity, but to our knowledge it has not 
yet been evaluated in benchmark studies (17). Moreover, a recent benchmark paper 
concluded that different GRN construction methods show moderate performance 
that is often dataset-specific (18), indicating that many challenges remain in GRN 
reconstruction. Therefore, validation of the robustness and functional relevance of the 
network is warranted.

Secondly, there is no consensus method for co-eQTL mapping and personalized 
GRN construction. In bulk data with only one measurement per individual, it is not 
possible to identify co-eQTLs directly. To carry out a similar type of analysis in bulk 
data, we previously used a linear regression model with an interaction term to identify 
interaction QTLs in bulk data from whole blood (8). This approach can reveal co-
eQTLs using the expression levels of individual genes as interaction terms. However, 
as bulk data nearly always comprises a mixture of cell types, it is not straightforward 
to unequivocally conclude that eQTLs showing an interaction effect reflect co-eQTLs 
(genetic variants that affect the co-expression between pairs of genes). A further 
compounding problem is that very large numbers of samples are required to identify 
co-eQTLs, and effects that manifest in specific (rare) cell types can easily be missed 
because they are masked by more common cell types. In theory, single-cell data 
allows direct estimation of cell-type-specific and individual-specific co-expression 
strength and should reduce the sample size requirement compared to bulk datasets. 
However, in practical terms, there are currently no datasets large enough to provide 
the statistical power to do genome-wide co-eQTL mapping, as this involves a large 
multiple testing burden due to billions of tests for every SNP and every possible gene 
pair combination. As such, there is a clear need for a robust co-eQTL strategy that can 
overcome the severe multiple testing issues and deal with the aforementioned issues 
with regards to the construction of reliable personalized co-expression networks.

In this work, we studied the genetic regulation of gene co-expression by 
conducting the largest-to-date co-eQTL meta-analysis in 173 peripheral blood 
mononuclear cell (PBMC) scRNA-seq samples. Before conducting this co-eQTL 
analysis, we determined the best strategy to identify cell-type-specific co-expression 
relationships in scRNA-seq data by benchmarking various methods and studying 
them in several independent datasets, including bulk RNA-seq and a CRISPR-
coupled scRNA-seq screen knockout dataset. We then studied the effects of cell-type 
and inter-individual differences in gene co-expression networks by reconstructing 
personalized and cell-type-specific networks. We subsequently developed a 
robust co-eQTL mapping strategy with a novel filtering approach and an adapted 
permutation-based multiple testing procedure to deal with the correlation structure 
in the co-expression networks. By applying this strategy, we could perform a co-
eQTL meta-analysis using data from three different scRNA-seq studies. We provided 
a comprehensive analysis of the different factors that affect the quality and quantity of 
co-eQTLs, including the number of cells, gene expression levels and filtering strategy. 
We then studied which biological processes and genes are regulated by the identified 
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co-eQTLs by performing different enrichment analyses and exploring common 
biological functions, transcription factor (TF) binding and disease associations to try 
and pinpoint potential direct regulators of the co-eQTL genes. In sum, our results 
suggest that the combination of a robust method and a large sample size is crucial for 
identification of genetic variants that affect co-expression networks.

Results
Overview of the study

To uncover the contexts and biological processes that affect gene expression 
regulation, this study took advantage of both the resolution of single-cell data and 
the directionality captured by co-eQTLs. First, we constructed cell-type-specific co-
expression networks from three recently generated PBMC scRNA-seq studies totaling 
187 individuals and approximately one million cells. In two of the studies, donors 
were measured using two different versions of 10X Genomics chemistry (version 2 
or version 3). To avoid batch effects due to these technical differences, we split both 
studies into two datasets, depending on the chemistry, leading to five datasets in 
total: 1) two datasets from the Oelen study (11) that collected unstimulated PBMCs 
from 104 healthy individuals from the Northern Netherlands, a dataset measured 
using version 2 chemistry (hereafter called the Oelen v2 dataset) and one measured 
using version 3 chemistry (called the Oelen v3 dataset), 2) a dataset from the van der 
Wijst study (10) that collected unstimulated PBMCs from 45 healthy individuals from 
the Northern Netherlands measured using version 2 chemistry (called the ‘van der 
Wijst’ dataset) and 3) two datasets from the van Blokland study (19) that collected 
unstimulated PBMCs from 38 individuals 6–8 weeks after having a heart attack, one 
dataset measured using version 2 chemistry (called the van Blokland v2 dataset) and 
one measured using version 3 chemistry (called the van Blokland v3 dataset) (Figure 
1a, Supplementary Table 1).

We focused on the six major cell types (B cells, CD4+ T cells, CD8+ T cells, 
dendritic cells (DCs), monocytes and natural killer (NK) cells), of which CD4+ T cells, 
CD8+ T cells and monocytes were the most frequent cell types (Supplementary 
Figure 1). We compared commonly used measures of correlation and those 
previously reported to be particularly suitable for capturing co-expression in scRNA-
seq data, including rho proportionality (16), Spearman correlation and GRNBoost2 
(20), and tested complementary strategies such as MetaCell (17). We validated that 
the co-expression patterns from our single-cell dataset are enriched for actual gene 
regulatory relationships by benchmarking the concordance of the co-expression 
patterns across the three single-cell studies (10,11,19) and three cell-type-specific or 
whole-blood bulk RNA-seq datasets (2,21,22) (Figure 1b). Furthermore, we validated 
identified connections with a CRISPR dataset (23).
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Next, we evaluated the concordance of the co-expression networks between 
the major blood cell types and between different individuals within each cell type 
(Figure 1b). To identify the genetic contribution to such common and cell-type-
specific effects, we performed a constrained co-eQTL meta-analysis. For this, we 
filtered SNPs that exhibit an eQTL effect (with the corresponding gene referred to as 
an eGene below) and tested all genes with sufficient co-expression strength with the 
eGene (called co-eGenes below) among different individuals (Figure 1c).

For the co-eQTL interpretation, we considered different scenarios that can lead 
to detection of co-eQTL. One is that the genetic variant changes the binding affinity of 
a TF and thus the regulation of its target gene, which would cause a co-eQTL between 
the variant, the TF and the target gene (Figure 1c). However, a co-eQTL will also 
occur for all genes in strong correlation with this TF (Figure 1c), so we tried to identify 
directly interacting TFs via additional annotations and enrichment analyses. Other 
scenarios include genetic variants that change the structure of the TF and thereby its 
binding affinity and genetic variants that affect sub-cell-type composition and thus 
the correlation pattern of sub-cell-type-specific genes.

We then replicated the identified co-eQTLs in a large bulk study (2), explored 
technical factors influencing the identification of co-eQTLs (sample size, number of 
cells, different filtering approaches) and biologically interpreted several examples of 
co-eQTLs (Figure 1d).

Correlation validation
Co-expression correlations can be assessed using various dependency 

measures. A recent benchmark study (15) reported that the proportionality measure 
from the propr package (16) outperforms several other methods in the identification 
of functional, coherent biological clusters. We observed high correlations between 
rho proportionality and Spearman correlations (r = 0.68) for genes expressed in > 5% 
of the cells (Supplementary Figure 2a), but for genes expressed in fewer cells, rho 
proportionality gave arbitrarily high values while the Spearman correlation remains 
near zero (Supplementary Figure 2b). The reason for the stark differences for very 
lowly expressed genes is probably that rho proportionality changes zero values to 
the next lowest value of the gene pair, which may result in false positive associations 
(i.e. very high rho values) for lowly expressed gene pairs. Another drawback of rho 
proportionality is the high computational demand (24), which makes it challenging 
to evaluate all gene pairs. As the differences between Spearman correlation and rho 
proportionality are very small for highly expressed genes and Spearman correlation 
calculation is far more efficient and handles zero values better, we chose to use 
Spearman correlation over rho proportionality.



129

Id entifi cation of genetic variants that impact gene co-expression relationships using large-scale 
single-cell data

6

Figure 1. Study overview. a) Overview of the three PBMC scRNA-seq studies used in our study. The studies, 
the version of the used chemistry for data generation (version 2, referred as v2, and version 3, referred as v3), 
number of individuals involved (indicated as the number in the parenthesis), and relative composition of the 
major blood cell types used in this study. b) Co-expression benchmarking scheme. We fi rst benchmarked 
co-expression patterns among the three scRNA-seq studies and compared them to co-expression patterns 
in diff erent bulk datasets. As an additional external validation, we benchmarked both the scRNA-seq and bulk 
co-expression patterns with a CRISPR knockout dataset. After benchmarking, we evaluated diff erences in 
co-expression patterns among cell types and among individuals within a cell type. c) Co-expression QTL (co-
eQTL) mapping. Building on the benchmarked co-expression pattern, we developed a novel strategy to identify 
co-eQTLs (genetic variants changing co-expression). Part of the strategy is a strict fi ltering of tested SNP–
eGene–co-eGene triplets, where the SNP is required to be an eQTL for one of the genes and the genes show 
signifi cant correlation in at least a certain number of individuals. d) Co-expression QTL (co-eQTL) insights. 
co-eQTL mapping was conducted for each major blood cell type, then replicated in a bulk dataset. To evaluate 
technical infl uences, we assessed the impact of cell number, number of tests and the number of individuals 
on the number of signifi cant co-eQTLs. Lastly, we interpreted the biological relevance of the co-eQTLs and 
reconstructed the gene regulatory network using identifi ed co-eQTLs.
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We also tested other approaches, including GRNBoost2 (20), grouping cells into 
MetaCells (17) before calculation of Spearman correlation, and testing pseudotime 
ordering (25) and RNA velocity (26), but these did not yield more reliable results than 
Spearman correlation (Supplementary Figures 3,4,5; Supplementary Text). We 
therefore selected Spearman correlation to measure the co-expression patterns in 
scRNA-seq data for its robustness and simple interpretability. However, although we 
determined that Spearman correlation was optimal for the single-cell PBMC datasets 
that we studied, we cannot exclude that the other methods might be optimal for other 
single-cell datasets.

We then evaluated whether the co-expression patterns obtained from scRNA-
seq data are robust and reproducible across different single-cell datasets and whether 
they reflect functional interactions among genes. Benchmarking the co-expression 
patterns obtained from scRNA-seq data is difficult because, to our knowledge, there 
is no clear gold-standard dataset of known functional gene–gene interactions for 
different cell types. As an alternative approach to assess the reliability of the identified 
co-expression relationships, we compared to what extent we could replicate the co-
expression patterns found in one dataset in another dataset.

We first compared the cell-type-specific co-expression patterns among the five 
scRNA-seq datasets in our study (10,11,19). For this, we inferred the co-expression 
strength using Spearman correlation for each gene pair in each dataset and cell type, 
where gene pairs were only considered when both genes were expressed in at least 
50% of the cells. We summarized the concordance between datasets by calculating 
the Pearson correlation on the gene pair correlation values. Overall, there was high 
concordance across all cell types (median r = 0.80 across all cell types). CD4+ T cells, 
the most abundant cell type in our dataset, had a high correlation across the different 
10X chemistries and datasets, with values ranging from 0.67 to 0.86 and a median 
of 0.81 (Figure 2a). For CD8+ T cells and NK cells, we observed a comparably 
high correlation (CD8+ T cells median r = 0.86, NK cells median r = 0.80), while the 
correlation was slightly lower for the other cell types (monocytes median r = 0.69, 
B cells median r = 0.70, DCs median r = 0.71) (Supplementary Figure 6). The number 
of genes expressed in 50% of the cells varied between dataset and chemistry, so it 
was not always possible to test the same set of genes. In general, this filtering strategy 
is quite stringent, yielding a limited number of tested genes (at most 766 genes for 
the Oelen v3 dataset in CD4+ T cells, Figure 2a), which ensured a high-quality gene 
set to test due to the sparse single-cell data. A detailed evaluation of the expression 
cutoff follows in the next sections.

Next, we compared the co-expression patterns from the single-cell datasets to 
three different bulk datasets from BLUEPRINT (21), ImmuNexUT (22) and the BIOS 
Consortium (2). The BLUEPRINT dataset contains fluorescence-activated cell sorting 
(FACS)-sorted expression data from naive CD4+ T cells and classical monocytes for 
up to 197 individuals. The ImmuNexUT study collected gene expression data from 
337 patients for 28 FACS-sorted immune cell subsets. The BIOS dataset contains 



131

Identification of genetic variants that impact gene co-expression relationships using large-scale 
single-cell data

6

whole-blood expression data from 3,198 individuals. Notably, the co-expression 
correlation between the single-cell and bulk-based datasets (Figure 2b) was much 
lower than those between the single-cell datasets alone (Figure 2a).

Comparing our single-cell data with ImmuNexUT, the only dataset with cell-
type-specific expression for all evaluated cell types, CD8+ T cells showed the highest 
correlation (median r = 0.570) and monocytes (median r = 0.395) and DCs (median r 
= 0.259) showed the lowest correlations (Figure 2b, Supplementary Figure 7). The 
correlations from BLUEPRINT were slightly lower but in the same range (CD4+ T cells 
median r = 0.356, monocytes median r = 0.339) (Figure 2b, Supplementary Figure 7). 
Finally, we observed that the whole blood bulk data from the BIOS dataset correlated 
reasonably with the different single-cell cell types (median r between 0.265 and 0.458 
across cell types; Figure 2b, Supplementary Figure 7).

We studied this seemingly low correlation between bulk and single-cell data, and 
identified multiple factors that play a role. One is the sparseness of the single-cell data, 
which could introduce noise and therefore lead to less stable co-expression values. 
To test this, we correlated the co-expression from the Oelen v3 dataset with that from 
ImmuNexUT using varying expression cutoffs based on the number of cells expressing 
a gene (Figure 2c). Indeed, the sparseness of the single-cell data affects the correlation. 
We observed increased concordance with increasing gene expression levels: the 
correlation increased from r = 0.21 for an expression cutoff of 10% to r = 0.71 at a cutoff 
of 90%. However, the number of genes that can be tested dropped from 4,482 at an 
expression cutoff of 10% to 172 at a cutoff of 90%. The same trends were observable 
when comparing the Oelen v3 dataset with the BLUEPRINT dataset for different cutoffs 
(Supplementary Figure 8). For this reason, we chose a cutoff of 50% as a trade-off 
between both extremes in our benchmarking study (Figure 2a,b,e,f).

Other aspects that may affect correlations between genes are the difference in 
resolution and potential biases introduced by acquiring cell-type-specific data, such 
as the gene expression changes induced by FACS and the technical complications of 
deconvoluting cell types. Furthermore, the validity of bulk-based correlations is affected 
by the possibility of Simpson’s paradox occurring. Simpson’s paradox describes the 
incorrect introduction or removal of correlations by averaging expression levels. This can 
potentially occur in bulk datasets, whereas single-cell data can accurately identify the 
co-expression value since we can calculate co-expression values per cell type and per 
individual (Supplementary Figure 9a). To estimate the effects of this phenomenon, we 
recalculated co-expression from the single-cell data using a bulk-like approach, compared 
it to the normal single-cell co-expression values and observed several examples of 
highly expressed genes in which Simpson’s paradox occurs (Supplementary Figure 
9b,c). However, taking the average gene expression over many cells also results in more 
robust expression estimates, which can generate less noisy co-expression estimates, 
especially for lowly expressed genes. For this reason, we cannot differentiate for all 
genes which co-expression differences between single-cell and bulk are caused by 
Simpson’s paradox and which are caused by noisy single-cell data.
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To contextualize the correlation values between single-cell and bulk data, we 
also compared the bulk datasets with each other and assessed whether bulk datasets 
actually capture gene co-expression consistently. Surprisingly, the co-expression 
correlation similarity between bulk datasets was quite low (r between 0.47 and 0.52 for 
CD4+ T cells and between 0.35 and 0.42 for monocytes) (Figure 2d, Supplementary 
Figure 10). Given that these correlations are expected to be an upper bound when 
comparing bulk datasets with single-cell datasets, our observed correlations in those 
comparisons are very reasonable.

Given the imperfect correlation between the different bulk datasets, we used 
gene expression data from CRISPR-knockouts as an additional evaluation criterion. 
For this purpose, we benchmarked the co-expression patterns from our single-
cell datasets against a CRISPR knockout scRNA-seq dataset in CD4+ T cells (23). 
While a unique single-guide RNA barcode reveals which gene was targeted in which 
cell, some cells may escape from successful CRISPR perturbation. To account for 
this, we used Mixscape to assign a perturbation status to each cell (27). For each 
knockout, we then determined other genes that were differentially expressed (DE) in 
successfully perturbed cells compared to wild-type cells. We then selected genes for 
which perturbation resulted in at least 10 DE genes and compared the correlation of 
these DE genes with non-DE genes using the Wilcoxon rank-sum test (see Methods). 
For four out of five gene knockouts, we observed significantly higher correlation of the 
knockout gene with the DE genes than with non-DE genes (p < 0.05) in the single-cell 
dataset (Figure 2e). In contrast, the bulk naive CD4+ T cell data from ImmunNexUT 
showed a weaker connection between correlation and DE genes, with only two out 
of five knockout genes having significantly higher correlation with the DE genes (p < 
0.05) (Figure 2f).

As another line of evidence, we tested whether pairs of genes known to interact 
on the protein level showed higher co-expression correlation compared to other pairs 
of genes. Here we found that gene pairs with protein interactions listed in the STRING 
database (28) had a higher co-expression correlation than gene pairs not in STRING, 
both when using the single-cell dataset and the bulk dataset (for both Wilcoxon rank-
sum test, p < 0.05, Supplementary Figure 11).
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Figure 2. Evaluation of correlation metrics. a) Comparison of the co-expression profi les among the diff erent 
single-cell datasets in this study. Spearman correlation of the Oelen v2 and v3 datasets, the van Blokland v2 
and v3 datasets and the van der Wijst dataset were compared with each other, always taking the CD4+ T cells 
and genes expressed in at least 50% of the cells in the corresponding datasets. The number of genes tested 
is shown in parentheses below the exact Spearman correlation value. b) Comparison of the co-expression 
profi les between the single-cell datasets and with the bulk RNA-seq datasets from BLUEPRINT, ImmuNexUT 
(both measuring FACS-sorted naive CD4+ T cells) and BIOS (whole blood). Again, we only assessed genes 
expressed in at least 50% of the cells for the single-cell dataset (number of tested genes shown in parentheses 



134

Chapter 6

below the Spearman correlation value). c) Relationship between the co-expression similarity between the 
ImmuNexUT naive CD4+ T cells and Oelen v3 dataset CD4+ T cells and increasing gene expression cutoffs 
(the ratio of cells with non-zero expression for a given gene). The number of genes tested are indicated by 
color scale and the numbers in the bar plot. d) Comparison of the co-expression profiles between the bulk 
RNA-seq datasets, taking the same gene subset as in a) and b). The number of tested genes is shown in 
parentheses below the exact Spearman correlation value. e) Enrichment of correlated genes in scRNA-seq 
(Oelen v3 dataset) among associated genes identified by CRISPR knockout. For the enrichment, genes 
differentially expressed after knockout of FOXP1, FUS, HNRNPK, IRF1 and PCBP1 were identified and tested 
for enrichment. P-values in the plot show the significance level of the Wilcoxon rank-sum test. f) Enrichment 
of correlated genes in bulk RNA-seq (ImmuNexUT) among associated genes identified by CRISPR knockout. 
See e) and Methods for further details.

Overall, we have shown that single-cell data can identify true gene co-expression 
relationships as co-expression patterns from scRNA-seq data are highly replicable 
among different datasets and are supported by functional interactions among genes 
identified by CRISPR perturbations and the STRING database.

Cell type and donor differences in co-expression pattern
Next, we examined cell-type-specific and individualized co-expression patterns. 

As expected, lymphoid cell types (B, T and NK cells, r > 0.73) were more alike with 
each other but they are less alike with myeloid cell types (monocytes and DCs, r > 
0.45) (Figure 3a, Supplementary Figure 12a). However, myeloid cell types were not 
as alike to each other as lymphoid cell types. This is possibly due to the fact that DCs 
are one of the least abundant cell types (Supplementary Figure 1), which would have 
resulted in less accurate co-expression estimations. Overall, the correlation between 
different cell types within one scRNA-seq dataset (for Oelen v3 dataset median r = 
0.64, Figure 3a) was generally lower than the correlation between different scRNA-
seq datasets when studying a single cell type (median r = 0.80 across all cell types, 
Figure 2a, Supplementary Figure 6). These differences highlight cell-type-specific 
differences in the correlation pattern, further confirming the biological aspects 
captured by scRNA-seq co-expression values. We also explored the distribution of co-
expression among cell types (Figure 3b, Supplementary Figure 12b). Typically, the 
correlations between gene pairs were rather low, with only a small proportion of gene 
pairs (median 12.4%) showing correlations above 0.1. However, we did observe cell-
type-specific differences, with DCs possessing a higher proportion of co-expressed 
gene pairs compared to the other cell types (32.3% of gene pairs with r > 0.1).

In addition to detecting cell-type-specific associations, scRNA-seq enables 
direct calculation of co-expression correlations per individual as it provides many 
measurement points per donor. When we calculated the correlation separately for each 
donor and cell type, we observed overall strong correspondence of co-expression 
networks between different donors for the more frequent cell types (CD4+ T cells 
median r = 0.56, CD8+ T cells median r = 0.48, monocytes median r = 0.47) (Figure 
3c, Supplementary Figure 12c). As a result of noisier estimates, the correlation 
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between individuals was drastically lower for the less frequent cell types (DCs median 
r = 0.24, B cells median r = 0.06). Moreover, these correlations were much smaller 
than comparing one cell type across entire datasets (i.e. including all individuals at 
once), which showed correlations of at least 0.81 for CD4+ T cells, 0.64 for CD8+ 
T cells, 0.49 for monocytes, 0.66 for NK cells, 0.62 for B cells and 0.38 for DCs (Figure 
2a). This decline is potentially caused by the number of cells used to calculate the 
correlation, which is drastically lower when comparing donors within one dataset. 
The number of cells could also explain the differences between the cell types. To test 
this, we subsampled the number of cells for each cell type and indeed observed that 
the correlation increased when the number of cells increased (Figure 3d). Apart from 
the number of cells, we also observed potential cell type differences. The similarities 
between individuals were significantly smaller in NK cells compared to monocytes 
and T cells, when the same number of cells was used (Figure 3d). We also confirmed 
these observations in another scRNA-seq dataset (Supplementary Figure 12d).

We further explored the relationship between the number of cells per individual 
and the correlation between individuals by fitting a logarithmic curve for the four 
most frequent cell types: CD4+ T cells, CD8+ T cells, monocytes and NK cells 
(Supplementary Figure 13). Each of the observed trends could be fit well with the 
logarithmic curve (adjusted R2 values between 0.86 and 0.98). We then extrapolated 
the trend to 1,000 cells, showing that a correlation > 0.80 would be expected for 
T cells and monocytes with this number of cells and a correlation of 0.65 for NK cells 
(Supplementary Figure 13). We acknowledge, however, that the exact upper bound 
for the correlation between donors cannot be estimated accurately with our current 
dataset. For example, the correlation close to 100% for CD4+ T cells and 1,500 cells 
is likely too high considering that donor-specific differences such as genetics and 
environment will remain independent of the number of cells. Nevertheless, our fits 
highlight the value of having measurements from many cells for accurate correlation 
estimates as well as cell-type-specific differences in the correlation pattern.

During this comparison, we observed a few gene pairs that showed a high 
variance in correlation across donors within one cell type (median fraction of gene 
pairs with correlation Z-score variance > 2 across cell types: 4.9% for Oelen v2 dataset 
and 3.3% for Oelen v3 dataset, Supplementary Figure 14). This high variance could, 
in theory, be caused by different sources, e.g. technical factors or environmental 
influences, but could also reflect genetic differences between individuals. Since we 
observed low co-expression variance between different individuals for the same cell 
type and similar numbers of cells (Figure 3d), we concluded that these differences 
are not likely to originate from technical factors, and thus we next looked into genetic 
variation as one of the other potential major influences.
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Figure 3. Comparison of correlation across cell types and donors. Each analysis was performed in the 
Oelen v3 dataset for all genes expressed in at least 50% of the cells of the respective cell type. a) Comparing 
co-expression patterns across cell types within the Oelen v3 dataset for genes expressed in 50% of the cells for 
both cell types in each pair-wise comparison. The number of tested genes is shown in parenthesis below the 
Spearman correlation value. b) Correlation distribution within each cell type. c) Correlation between diff erent 
individuals within each cell type showing the distribution of all pair-wise comparisons between individuals. 
d) Relationship between the number of cells per individual and cell type and correlation between individuals 
separately for each cell type. In each subsampling step, we assessed all individuals who have at least this 
number of cells and subsampled to exactly this number (this leads to removal of some individuals for higher 
number of cells and thus, a direct comparison with the correlation values in c) is not possible).

Establishing a method to identify co-expression QTLs
To assess how strongly genetic variation infl uences the correlation between pairs 

of genes, we performed a co-eQTL analysis. In contrast to classical eQTL analysis, 
co-eQTL analysis not only reveals the downstream target gene whose expression is 
aff ected by a genetic variant, it can also help identify the upstream regulatory factors 
that aff ect these eQTLs, as discussed in the Overview.

Compared to an eQTL analysis, a full co-eQTL analysis with all SNP–gene pair 
combinations would massively increase the multiple testing burden. Previously, we 
showed the necessity of fi ltering the SNP–gene pair combinations to reduce the 
multiple testing burden associated with a genome-wide co-eQTL analysis on all 
possible triplets while not missing true co-eQTLs (11). For example, in our current 



137

Identification of genetic variants that impact gene co-expression relationships using large-scale 
single-cell data

6

study, testing all pairs of genes expressed in monocytes would lead to 1.96×108 tests 
when considering only one SNP per pair and to a very limited power to detect small 
effect sizes (power of 1.4% to detect a significant effect for a phenotype (here the co-
expression relationship) with a heritability of 10% that is explained by a single locus, 
Supplementary Figure 15).

In this study, we aimed to define a generally applicable filtering strategy that 
yields a large number of highly confident co-eQTLs. First, we decided to focus on cis-
eQTL SNPs and genes because we expect a SNP influencing the co-expression of 
two genes to also influence the expression of one of the genes directly (a strategy we 
applied successfully before in (10,11)). To identify these cis-eQTLs, we first performed 
a cis-eQTL meta-analysis across four of the five scRNA-seq datasets. We excluded 
the van Blokland v3 dataset from this eQTL analysis and all subsequent analyses 
because the small sample size (N = 14) provided very few variants above the minor 
allele frequency (MAF) cutoff (>10%), which made it unsuitable for this meta-analysis. 
To reduce the multiple testing burden and maximize the number of cis-eQTLs detected 
given the relatively low number of individuals (N = 173) used for the eQTL mapping, 
we confined ourselves to 16,987 lead cis-eQTLs previously identified in a large (N = 
31,684) bulk blood eQTL study (2). Depending on cell type, we identified between 917 
(for CD4+ T cells) and 51 (for B cells) eQTLs (FDR<0.05; Supplementary Table 2, 3).

As filtering for the eQTL effects still resulted in a large number of tests (e.g. for 
CD4+ T cells, n = 12,137,281, Supplementary Table 4) and consequently a large 
multiple testing burden, we imposed additional filtering on the co-eGenes to study. 
Here, we used a filtering strategy based on the co-expression significance, selecting 
co-eGenes for which we observed a significant (nominal p ≤ 0.05) correlation with 
the eGene in at least 10% of the individuals (Methods). We assumed this captures 
genuine co-expression effects that are present in at least one of the genotype groups 
(i.e. homozygous reference/heterozygous/homozygous alternative allele). Note that 
the filtering strategy we used here is less stringent than the cutoff used in the co-
expression benchmarking analyses (Figure 2,3; Methods). This is because the two 
analyses have very different goals, while the benchmarking was more technical in 
nature, we aimed to uncover new biology in the co-eQTL analyses. Thus we used a 
less stringent selection in the co-eQTL analysis to ensure that we did not miss out on 
detecting relevant biological processes underlying gene regulation.

An additional challenge is the large number of missing co-expression values 
for gene pairs within individuals. This is introduced by the sparsity of the scRNA-
seq data: correlation is missing when the expression of one gene is zero in all cells 
of an individual. We argue that these missing co-expression values may not reflect 
true null correlations between gene pairs because zero values in single-cell data can 
also be caused by lowly expressed genes not being quantified accurately. As we 
observed that replacing missing values with 0 can lead to spurious co-eQTL results 
(Supplementary Figure 16), we removed such missing correlations when calculating 
co-eQTL correlations rather than imputing them with 0 correlation values.
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Finally, we applied a customized permutation strategy for each gene pair. Since 
common upstream regulators might lead to co-expression of many co-eGenes, we 
expect correlated test statistics among the family of tests carried out for each SNP–
eGene pair. Therefore, we applied a customized permutation strategy per SNP–eGene 
pair and an adapted multiple testing correction strategy based on fastQTL (29,30) (see 
Methods for details).

With our co-eQTL mapping strategy, we conducted a meta-analysis with four of 
the five single-cell datasets (Oelen v2 and v3, van Blokland v2 and the van der Wijst 
dataset). This identified cell-type-specific co-eQTLs for 72 independent SNPs, affecting 
946 unique gene pairs in total (Supplementary Table 5, Supplementary Table 6). We 
identified the maximum number of 500 co-eQTLs in CD4+ T cells, comprising 30 SNPs, 
500 gene pairs and 420 unique genes. We identified the minimum number of 35 co-
eQTLs in B cells, comprising 1 SNP, 35 gene pairs and 36 unique genes.

We first examined the cell-type-specificity of these co-eQTLs. This analysis is 
limited by the fact that, due to our filtering strategy, we used a different set of cell-type-
specific eQTLs and tested a different set of co-eGenes. Consequently, this resulted 
in very different sets of tested triplets for biologically different cell types, which could 
explain the small overlap of significant co-eQTLs between cell types (Supplementary 
Figure 17, 18a; Supplementary Table 6). Therefore, to give a complete picture of 
the cell-type-specificity of co-eQTLs, we replicated co-eQTLs from each cell type 
in all other cell types and quantified this with two different measures: 1) the ratio of 
co-eQTLs that could be tested in the replication cell type (Supplementary Figure 
18a) and 2) the rb concordance measure (31), which reflects the correlation of the 
effect sizes for the co-eQTLs that were tested in the replication cell type (Figure 4a, 
Supplementary Figure 18b, details in Methods). Consistent with the co-eQTL overlap 
results, the ratio of tested co-eQTLs are generally small, ranging between 5% to 97% 
(Supplementary Figure 18a). However, for the SNP–eGene–co-eGene triplets that 
were tested in the replication cell type, their effect sizes and directions were generally 
highly concordant, with a median rb value of 0.85 (Figure 4a, Supplementary Figure 
18b, Supplementary Table 7). The highest rb were observed between CD4+ T cells 
and CD8+ T cells (0.97 for co-eQTLs identified in CD4+ T cells replicated in CD8+ 
T cells, 0.99 for co-eQTLs identified in CD8+ T cells replicated in CD4+ T cells).

To validate our co-eQTL results, we first examined the effect sizes and directions 
among the datasets used in the meta-analysis and observed high correlations 
(Supplementary Figure 19). Next, we replicated them in the BIOS bulk whole blood 
dataset (N = 2,491 excluding common individuals, see Methods) (2), using the ratio 
of tested co-eQTLs and rb value (see Methods). For this replication, we used a linear 
regression model with an interaction term to model the associations between the 
expression level of eGenes and the product of genotype and the expression level of co-
eGenes (see Methods for detailed explanation), as we have done before (8). We tested 
all identified co-eQTLs in the BIOS data. and their effect sizes and directions showed rb 
values between 0.30 to 0.61 (Figure 4b, Supplementary Table 8, 9), with the highest 
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concordance achieved for CD4+ T cells, with an rb value of 0.61 (SE = 0.06).
After we established a baseline for the number of co-eQTLs identified and their 

replication rates, we used this to evaluate various technical factors such as filtering 
strategy, sub-cell-type composition, sample size and cell number. We first compared the 
analysis to a set of co-eQTLs identified when omitting the filtering step for significantly 
correlated gene pairs, which increased the number of tests (Supplementary Table 4). 
While this led to detection of an increased number of co-eQTLs for the more abundant 
cell types (CD4+ T, CD8+ T, monocytes and NK cells) and a decreased number of co-
eQTLs for less abundant cell types (B cells and DCs) (Supplementary Tables 4, 10), 
we also observed a general decrease in concordance among cell types compared 
to the co-eQTLs obtained with the filtering strategy (Supplementary Figure 18, 
20; Supplementary Table 11). We then repeated the BIOS replication procedures 
for co-eQTLs found without the filtering strategy and observed a decrease in effect 
concordance compared to the set of co-eQTLs identified with the filtering strategy 
(Supplementary Figures 21-23; Supplementary Tables 12, 13), indicating that the 
filtering increases the robustness of the co-eQTLs.

We additionally explored the correlation mean and variance, as well as the 
non-zero ratio for co-eQTLs compared to non-significant triplets, in the scenarios 
with and without additional filtering (Supplementary Figure 24). Here we observed 
that significant co-eQTLs show both a higher co-expression correlation mean and 
variance and a higher non-zero ratio for their expression (Supplementary Figure 24) 
compared to non-significant triplets. This is to be expected as gene pairs with a high 
average co-expression correlation more likely reflect true biological associations and 
gene pairs with a high correlation variance likely reflect true co-expression network 
polymorphisms. This trend is also much clearer for the filtered set compared to the 
non-filtered set (Supplementary Figure 24), suggesting that alternative preselection 
strategies could be envisioned that are based on specific expression values or co-
expression correlation variance thresholds.

Sub-cell-type composition is a potential confounder that might introduce 
false positive co-eQTLs, similar to cell type-composition in bulk studies (32). If a 
genetic variant is associated with sub-cell-type composition, co-eQTLs with sub-
cell-type-specific genes might be identified even when there is no direct association 
between the SNP and the co-expression. To assess this, we analyzed co-eQTLs 
found among classical monocytes, non-classical monocytes and the whole set of 
all monocytes. Here we found that co-eQTL effect sizes are highly concordant (rb ≥ 
0.9) (Supplementary Figure 25) for co-eQTLs tested in one of the subtypes and in 
the major cell type (>82% of co-eQTL identified in monocytes were tested in both 
classical monocytes and non-classical monocytes). This suggests that the co-eQTLs 
are not generally driven by sub-cell-type composition, although individual co-eQTLs 
could still be caused by sub-cell-type differences.

To highlight how future co-eQTL analyses can benefit from the expected 
expansion of population-based scRNA-seq datasets with available genotype data, 
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we determined how the number of identifi ed co-eQTLs is related to the number of 
individuals and cells per individual. To test the infl uence of the number of cells, we 
randomly subsampled the CD4+ T cells and monocytes per individual and repeated 
the co-eQTL mapping pipeline (Figure 4c). For the infl uence of the number of 
individuals, we randomly subsampled the individuals for CD4+ T cells (Figure 4d). We 
observed that the number of co-eQTLs is linearly and positively correlated with both 
the number of cells and the number of individuals, although the number of individuals 
had a stronger eff ect than the number of cells (Figure 4c,d; Supplementary Table 5).

Figure 4. General characteristics of identifi ed co-eQTLs. a) Replication of discovered co-eQTLs across the 
major cell types. Correlation of the eff ect sizes in replications among diff erent cell types, measured by rb value. 
Text inside each block indicates the rb value, standard error and number of replicated co-eQTLs. Color intensity 
indicates rb value. b) Replication in BIOS dataset for diff erent cell types, indicated by the rb values. Scatter plot 
shows the detailed Z-score comparison between the co-eQTL meta-analysis and the Z-score from the BIOS 
replication for CD4+ T cells. c) Number of signifi cant co-eQTLs for varying cell numbers. Dot color indicates 
the cell type, as indicated in the text next to each dot. “cMono” means classical monocytes. “ncMono” means 
non-classical monocytes. “CD4+ T Subsampled cells” means that this analysis was done for CD4+ T cells, but 
for every individual we randomly downsampled cells to the desired cell number as indicated in the x-axis. d) 
Number of signifi cant co-eQTLs for varying sample numbers. “CD4+ T Subsampled Individuals” indicates that 
this analysis was done for CD4+ T cells, but we randomly subsampled for the individuals.
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Annotating identified co-expression QTLs
After we successfully validated the identified co-eQTLs by exploring different 

technical aspects and replicating them in the BIOS dataset (2), we examined to 
what extent the co-eQTLs could provide interesting biological insights into genetic 
regulation, which could be relevant for the interpretation of disease variants. As 
discussed in the Overview, we hypothesize that among the co-eGenes identified for 
each SNP–eGene pair there are direct regulator genes or genes co-expressed with 
the direct regulators for the eGene. Even if the direct upstream regulatory factor was 
not evaluated in the co-eQTL analysis, due to the limited capturing efficiency of the 
single-cell data, the biological function of the co-eQTLs could still be inferred by the 
other co-eGenes in strong co-expression with the unknown upstream regulator as 
they presumably share the same biological function and potentially also a common 
role in disease. To assess these hypotheses, we combined different lines of evidence: 
functional enrichment based on gene ontology (GO) terms, enrichment of TF binding 
sites and enrichment of GWAS annotations.

Each enrichment analysis was run separately per cell type and for all co-eGenes 
associated with the same SNP–eGene pair (see Methods for details). To increase the 
power of enrichment analyses, we restricted ourselves to SNP–eGenes pairs with 
at least five co-eGenes, which covered 25% of SNP–eGenes pairs in at least one 
cell type (19 out of 76 unique SNP–eGene pairs). GO enrichment analysis revealed 
shared functional pathways for the co-eGenes. For 18 of the 19 SNP–eGene pairs, 
we found enrichment among the associated co-eGenes for at least one GO term 
(Supplementary Table 14). Moreover, we assessed potential common TFs regulating 
the shared function of these co-eGenes using ChIP-seq data processed by ReMap 
2022 (33) and found enrichment of TF binding sites among the co-eGenes for 7 of the 
19 SNP–eGene pairs (Supplementary Table 15). For four of the SNP–eGene pairs, 
the co-eQTL SNP itself or a SNP in high linkage disequilibrium (LD) (R2 ≥ 0.9) lay in 
the binding region of the enriched TFs (Supplementary Table 15), making these likely 
candidates for the direct regulator. 

We also explored whether co-eQTLs and the respective sets of co-eGenes could 
enhance our understanding of disease-associated variants. For this, we annotated 
co-eQTL SNPs with GWAS loci, identifying approximately half the SNPs to be in high 
LD (R2 ≥ 0.8) with a GWAS locus (41 out of 72 SNPs, Supplementary Table 16). To 
assess if sets of co-eGenes for a specific SNP-eGene share a common role in disease, 
we explored if the co-eGenes show higher gene level trait association for GWAS traits 
that are also associated with the respective co-eQTL SNP. We identified overlapping 
GWAS traits for two co-eQTL SNPs and their co-eGenes for at least one GWAS trait 
and cell type, with many of the traits covering blood cell counts and immune-mediated 
diseases (GWAS SNP p-value < 5×10−8, FDR <0.05, Supplementary Table 17), further 
strengthening the biological connection of the co-eGenes with the eQTL.
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Figure 5. Annotation of co-eQTLs. a) Union network constructed with co-eQTLs found in CD4+ T cells or 
monocytes that are associated with the SNP–eGene: rs1131017–RPS26. The two circled clusters contain co-
eGenes that are in those corresponding GO terms. b) Example of one co-eQTL: rs1131017–RPS26-CD74. Left 
plot indicates the co-expression patterns from all individuals in the Oelen v3 dataset. Each regression line was 
fi tted with expression data from one individual. Right plot indicates the co-expression values from the three 
genotype groups. c) Comparison between z-scores from monocytes and z-scores from CD4+ T cells. Red dots 
indicate positive co-eQTLs from CD4+ T cells. Blue dots indicate negative co-eQTLs from CD4+ T cells. d) 
Example of one co-eQTL: rs1131017–RPS26-RPL11 with the same layout as (b). e) GO term enrichment results 
for the co-eGenes in negative co-eQTLs from CD4+ T cells. f) GO term enrichment results for the co-eGenes 
in positive co-eQTLs from CD4+ T cells.
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Furthermore, we observed that the direction of effect of the co-eQTLs can be 
helpful in grouping genes sharing the same functions. For this, we compared the 
direction of effect of the co-eQTL with the direction of the associated eQTL, choosing 
the same reference allele in both cases. If the direction matched, we classified it as 
concordant. In these co-eQTLs, increasing expression of the eGene led to increasing 
co-expression. If the directions did not match, we said the direction of the co-eQTL is 
discordant. Between 37% and 97% of the co-eQTLs showed a concordant direction 
of effect across cell types (Supplementary Figure 26), but the majority of co-eGenes 
were associated with rs1131017–RPS26 and thus the observed distributions are 
probably not generalizable for future larger studies that identify more co-eQTL.

In the following section, we highlight some examples of how these co-eQTL can 
help to better understand the molecular functional consequences of genetic variants 
associated to disease.

When grouping co-eQTLs based on their associated eQTL, eQTL rs1131017–
RPS26 had the most significantly associated co-eGenes in all cell types except for 
DCs (between 372 co-eGenes for CD4+ T cells and 35 for B cells) (Figure 5a,b,c,d). 
RPS26, encoding a ribosomal protein, showed strong correlation with other ribosomal 
proteins, and we had previously reported a few RPS26 co-eQTLs in CD4+ T cells (10) 
and monocytes (11). Our new methodology and the larger sample size in the current 
study allowed us to now compare the genes part of the rs1131017–RPS26 co-eQTLs 
across cell types.

In monocytes, NK cells and B cells, nearly all the associated genes showed a 
positive direction of effect, concordant with the eQTL direction (95% of all co-eGenes 
for monocytes, 90% for NK cells and 97% for B cells), while in CD4+ T cells and CD8+ 
T cells, several genes showed a negative direction of effect, discordant with the eQTL 
direction (46% of all co-eGenes for CD4+ T cells and 43% for CD8+ T cells).

The positively associated genes replicated well across all cell types (Figure 
5c, Supplementary Figure 27) and were enriched for functions associated with 
translation (Figure 5e), which is consistent with the fact that many co-eGenes were 
ribosomal proteins from both the large and the small subunit (for CD4+ T cells: 46 
of 47 tested RPL genes and all 31 tested RPS genes were associated). In contrast, 
the negatively associated genes only replicated well between CD4+ T cells and 
CD8+ T cells (Supplementary Figure 27; Figure 5c,d), despite the fact that these 
genes were well expressed in the other cell types. This negatively associated set of 
genes showed enrichment in functions associated with immune response and T cell 
activation (Figure 5f).

TF enrichment analysis identified six TFs—RBM39, TCF7, LEF1, KLF6, CD74 and 
MAF—whose binding sites were enriched in the promoter region of the rs1131017–
RPS26 co-eGenes, that had a binding site overlapping with rs1131017 and that were 
among the rs1131017–RPS26 co-eGenes themselves (Supplementary Table 15). This 
led us to the assumption that one or more of these TFs represent the direct regulators of 
the eQTL, as described in the Overview (Figure 1c, Scenario 1). Five of the TFs (TCF7, 
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LEF1, KLF6, CD74 and MAF) are also connected with lymphocyte activity (the first four 
based on GO annotations, MAF based on a recent study (34)), further strengthening 
the link with T cell activation. Of these, MAF and CD74 were specifically enriched not 
only among all co-eGenes but additionally among co-eGenes with a negative effect 
direction (Supplementary Table 15).

GWAS enrichment analysis showed enrichment for several different blood cell 
counts, but only in CD4+ T cells and CD8+ T cells we also observed enrichment 
for immune-mediated disease (rheumatoid arthritis, Crohn’s disease (CD), multiple 
sclerosis (MS) and hay fever), further connecting the co-eGenes especially with 
T cells (Supplementary Table 17). Interestingly, several studies have highlighted a 
connection of RPS26 with T cell activation and survival (35,36), and the associated 
co-eQTL SNP rs1131017 is associated with the enriched immune-mediated diseases 
(rheumatoid arthritis, CD, MS, hay fever), and additionally associated with type 1 
diabetes (T1D) and with other autoimmune traits (37).

We examined whether the large number of co-eQTLs for rs1131017 were 
confounded by sub-cell-types in CD4+ T cells. We cannot exclude the possibility that this 
variant showed this effect in CD4+ and CD8+ T cells by specifically affecting the amount 
of circulating CD4+ or CD8+ sub-cell types whose marker genes would subsequently 
show up as co-eQTLs in our analysis, where we have not distinguished between sub-
cell types. To test whether this is a possibility, we associated SNP rs1131017 and the 
ratio between CD4+/CD8+ TEM cells and CD4+/CD8+ naive T cells, but we did not see 
a significant correlation (Supplementary Figure 28). Together, these results suggest 
that RPS26 plays a dual-function role, both in general transcription and specifically in 
lymphocytes in T cell activation. This points to a potential working mechanism in the 
role of rs1131017 in the manifestation of autoimmune diseases.

Another set of promising co-eQTLs are those associated with rs7806458–
TMEM176A in monocytes (11 co-eGenes) and rs7806458–TMEM176B in monocytes 
(6 co-eGenes) and DCs (1 co-eGene) as they connect the co-eQTL SNP rs7806458 
that has been associated with MS (38) with blood coagulation. This is interesting 
as this disease has previously been connected to disturbances in blood coagulation 
(39). The relevance of the co-eGenes to MS is supported by two lines of evidence. 
Firstly, GO enrichment suggested that the six co-eGenes associated with rs7806458–
TMEM176B in monocytes are enriched for complement component C3b binding 
(Supplementary Table 14), which is closely related to the blood coagulation system 
(40). When looking closely at the exact gene functions, we found three genes (ITGB1, 
FCN1 and CFP) that contribute to the local production of complement (41). Secondly, 
GWAS enrichment analysis showed MS enrichment for co-eGenes associated with 
rs7806458–TMEM176A in monocytes (Supplementary Table 17). Intriguingly, the 
eGene TMEM176B was previously found to be associated with the maturation of DCs 
(42), and it has been shown that white blood cells, including DCs, can act as a local 
source of certain complement proteins (43,44). Though we could not identify (in)direct 
regulator genes for these co-eQTL in our TF enrichment analysis with the ReMap 
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database, we argue that these co-eGenes, supported by several lines of evidence, 
provide valuable mechanistic insights for the MS SNP rs7806458.

For several of the other co-eQTLs, we could not provide as strong and coherent 
evidence for the interpretation but nevertheless found promising connections to 
biological functions and disease that can be explored in further studies. One is the 
SNP–eGene pair rs9271520–HLA-DQA2. We found co-eQTL effects for it in CD4+ 
and CD8+ T cells, monocytes and DCs, with the number of co-eGenes ranging 
from 7 to 17. Interestingly, rs9271520 is in LD with several immune disease SNPs 
where we also found enrichment for the co-eGenes in the same GWAS traits. The 
most significant (sorted by GWAS SNP p-values) enriched traits include rheumatoid 
arthritis, MS and asthma (see Supplementary Table 17 for full GWAS enrichment 
results). However, we found several other genes in the HLA region being co-eGenes 
associated with rs9271520–HLA-DQA2, and, when we removed those HLA genes, 
the GWAS enrichment signals disappeared. This indicateed that the enriched signal 
could be due to the LD structure in the HLA region and a confident mapping of the 
causal regulatory connections is not possible with our dataset. Other interesting co-
eQTL examples and their interpretations are discussed in Supplementary Text.

In general, our study is still underpowered in finding a lot of associated co-eGenes 
(Figure 4c,d, Supplementary Figure 15). This limits the set of SNP-eGenes, for which 
we can perform a well powered enrichment analysis and so the biological interpretation 
of these co-eQTLs. One of the potentially interesting SNP-eGenes, with too few co-
eGenes for the enrichment analysis, is rs393727 - RNASET2, which is associated with 
four co-eGenes (B2M, ITGB1, ALOX5AP, CRIP1). The SNP rs393727 is in very high 
LD with two previously described SNPs associated with Crohn’s disease (CD) and 
inflammatory bowel disease (IBD) (Supplementary Table 16), eGene RNASET2 has 
also been previously associated with IBD (45), and among the four co-eGenes, ITGB1 
was associated with CD (46) and CRIP1 is associated with gut immunity (47).

Intriguingly, we found a number of overlapping co-eGenes associated with 
different SNP–eGene pairs, indicating potential common upstream regulatory 
pathways. For example, all the co-eGenes positively associated with rs4147638–
SMDT1 are also found to be positively associated with rs11311017–RPS26, while the 
four co-eGenes negatively associated with rs393727–RNASET2 are also negatively 
associated with rs1131017–RPS26 (Supplementary Figure 29).

Discussion
In this study, we validated the use of scRNA-seq data to identify cell-type-

specific co-expression patterns and developed a novel approach to extend the 
discovery of co-eQTLs. Applying this to a large meta-analysis with 173 samples, 
we identified 72 independent SNPs leading to co-eQTLs for 946 unique gene pairs 
across different cell types. These co-eQTLs shed light on the biological processes 
upstream of individual cis-eQTLs, such as that seen for rs1131017, which affects 
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RPS26 expression levels and is associated to autoimmune diseases. We observed 
that this variant affects T cell activation genes, providing a potential explanation for 
the association of this variant to autoimmune diseases.

In this study, we used Spearman correlation to quantify the co-expression 
patterns from scRNA-seq data because of its straightforward interpretability, 
scalability, robustness against outliers and high reproducibility among different scRNA-
seq and bulk RNA-seq datasets. However, we acknowledge that such correlations do 
not take into account the sparseness of scRNA-seq data, and it is difficult to infer 
direct regulator genes. This of course also depends on the quality of the single-cell 
data. Direct interactions can only be distinguished from indirect interactions when the 
direct upstream target was measured, which is currently not always the case. As other 
association methods (16,20) that were top-performing in independent benchmarking 
studies (15,18) did not perform better in our validation and a reliable temporal ordering 
of the cells (25,26) was not possible in our dataset, we applied Spearman correlation 
as a solid basis for the co-eQTL analysis. Future work may find that other association 
measures are equally suitable or more suitable, and this may potentially depend on 
the specific single-cell dataset under investigation.

We also found that scRNA-seq and bulk RNA-seq data do not always correlate 
well for all gene pairs and explored different factors that could explain this. Part of 
the variable correlation could be explained by the sparsity of the single-cell data, 
as higher expressed gene pairs correlated better, but at least a few example cases 
showed the potential occurrence of Simpson’s paradox. With regards to cell type–
composition, however, the FACS-sorted datasets did not correlate better with single-
cell datasets than the whole-blood bulk dataset, which could either be caused by the 
smaller sample size of the single-cell data, technical changes introduced by FACS or 
specific differences in the (sub-)cell types, as we had naive CD4+T cells and classical 
monocytes (subsets of CD4+T cells and monocytes, respectively) for BLUEPRINT 
and ImmuNexUT that we tested for the single-cell data. Another interpretation is that 
scRNA-seq and bulk RNA-seq data capture different functional gene clusters, as a 
previous study showed in tumor samples (48). One possible explanation for this is 
that bulk and single-cell capture different sources of variability. Whereas single-cell 
data captures between-cell variability, bulk data captures between-person variability, 
which is affected by additional factors like genetics and environment. Therefore, a 
statistical framework combining both data types could be beneficial in the future.

Our study sheds light on several important considerations for future scRNA-seq 
study design regarding personalized network construction and co-eQTL mapping. 
Firstly, we showed that several factors, including cell number and gene selection, 
greatly influence the stability of co-expression patterns. We observed a clear trend 
indicating that a certain minimum number of cells from one individual is needed 
to achieve a stable co-expression pattern (Figure 3d). Secondly, we also explored 
factors influencing the number and quality of co-eQTLs. We showed that the number 
of significantly detected co-eQTLs can be greatly increased by either increasing the 
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number of individuals or by increasing the number of cells per individual (Figure 4c, 
d). We believe that future larger single-cell datasets such as two very recent studies 
(49,50) and the sc-eQTLGen consortium (51) will improve statistical power to identify 
more robust co-eQTLs.

Furthermore, we showed that a sophisticated filtering strategy of tested SNP–
gene–gene triplets is essential to maximize the number of reliable co-eQTLs. However, 
we also suggest that the filtering strategy should be designed for the specific goals of 
the respective analysis. In this study, we systematically searched for robust co-eQTLs 
and adapted our strategy to balance the trade-off between achieving a stable co-
expression pattern and enlarging the search space. For this reason, we first selected 
SNP–gene pairs and then used co-expression strength as an additional criterion rather 
than the very stringent expression cutoff criterion we used in our benchmarking analysis. 
In contrast, in our previous study (11), we focused specifically on co-eQTLs among the 
eQTLs that changed after pathogen stimulation and performed a strict pre-filtering for 
a highly targeted analysis. In the current study, we were, in particular, able to replicate 
the most significant co-eQTLs from the targeted analysis (Supplementary Figure 30). 
While the targeted analysis identified additional lower significance co-eQTLs that are 
below our much stricter multiple testing-corrected significance threshold, we were able 
to quantify the number of co-eQTLs more broadly for several additional SNPs and to 
include, for the first time, a comparison across cell types. In other cases, a selection of 
known TF–target pairs or pathway information could be desirable, e.g. for prioritizing 
TFs connected with diseases for experimental validation purposes.

We showed that the annotated co-eQTLs could identify potential direct regulators 
of the associated eQTLs as well as the affected biological processes, with several 
examples based on a combination of different enrichment analyses. We identified 
several TFs either directly as co-eGenes or via enriched binding sites among the co-
eGenes of a SNP–eGene pair, providing potential regulatory mechanisms for explaining 
the co-eQTL. For the eQTL rs1131017–RPS26, six enriched TFs were themselves co-
eGenes in CD4+ T cells, providing compelling evidence to support the hypotheses 
that direct regulators can be identified among co-eQTLs. Among these six TFs, five 
are associated with lymphocyte activation, further strengthening the connection of the 
eQTL with lymphocyte activation and through this to autoimmune diseases.

Another interesting aspect of the rs1131017–RPS26 example is that we 
revealed a potential mechanism for a previously described GWAS signal by showing 
cell-type-specific genetic regulation of a multi-functional gene. By comparing 
T cells and monocytes, we identified that RPS26 may be involved in two distinct 
biological functions. Interestingly, these two distinct functional co-eQTL clusters are 
characterized by opposite effect directions. Moreover, while RPS26 showed enough 
variation to be picked up as an eQTL effect, it did not show high correlation with 
either gene cluster (Supplementary Figure 31), which may be why understanding its 
role in multiple functions has been challenging up to now (36,52). We envision that 
more multi-functional eGenes could operate in such a cell-type-specific manner, with 



148

Chapter 6

variation in expression that could be explained as the downstream consequences of 
many other conserved or highly co-expressed gene clusters, and this understanding 
could assist in interpreting GWAS signals. We also observed that different eGenes 
could have shared upstream genes/pathways as we identified four common immune-
related co-eGenes associated with rs393727–RNASET2 and rs1131017–RPS26, and 
both SNPs were in LD with immune diseases (T1D and CD), suggesting a shared 
upstream process for these two eQTL effects. By providing cell-type-specific gene 
regulation backgrounds through co-eQTLs, we expect more eQTLs and GWAS 
signals to be explained in the relevant cell type via future large-scale co-eQTL studies.

For the other co-eQTL examples, no enriched TF was in the co-eGene list, 
potentially because the TFs were not measured in the scRNA-seq datasets due 
to low expression. Here, the enrichment allowed us to still identify relevant TFs for 
further exploration. A third group of co-eQTL examples were supported by GWAS 
or GO enrichment analysis but not TF enrichment analysis. Here, the co-eGenes 
revealed part of the disease-relevant network, but we could not pinpoint the direct 
regulatory TFs. One explanation for this may be that our study is still underpowered 
to discover co-eGenes, while the enrichment strategy works best when there are a 
substantial number of co-eGenes as for rs1131017–RPS26. Based on our evaluation, 
we estimated that future studies with larger sample size and more cells will identify 
many more co-eQTLs (Figure 4c,d). This can help identify the direct regulators for 
some of our other examples, where the current enrichment analyses provided no clear 
interpretation, as well as co-eQTLs associated with other SNP–eGenes.

There are also several challenges to interpret the identified co-eQTLs. Firstly, as 
discussed earlier, it is difficult to determine the direct and indirect regulators that work 
through co-expression among correlated co-eGenes. This creates problems in using 
correlation-based metrics to quantify replication performance. For example, all the co-
eQTLs we identified in B cells were associated with the rs1131017–RPS26 pair, making 
the correlation-based rb measure invalid for this case. Also, to reduce the multiple testing 
burden, we only tested the top-SNP, a choice that could pose additional challenges 
for follow-up analysis such as colocalization to identify the causal SNP. Moreover, 
comparison of co-eQTLs between cell types remains challenging. We showed that the 
number of co-eQTLs is strongly driven by the number of cells (Figure 4c), so that it is 
not meaningful to only compare the absolute number of co-eQTLs between cell types 
in the current study. Furthermore, the sparsity of the single-cell data lead to the removal 
of many lowly expressed genes which, combined with the strict filtering our analysis 
required, meant only a small number of genes were tested in all cell types. In addition, 
sub-cell-type composition can introduce false positive co-eQTLs within a cell type if a 
genetic variant influences the sub-cell-type composition and one of the tested genes 
shows sub-cell-type-specific differences in expression. However, in our evaluation 
of classical and non-classical monocytes, we observed no strong confounding of 
monocyte co-eQTLs by the sub-cell types (Supplementary Figure 24). We also found 
several SNPs in LD with GWAS SNPs for traits such as monocyte counts, but there was 
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no additional evidence that these SNPs have an effect on (sub-)cell type composition. 
Still, these analyses were limited to a smaller number of samples and a small number of 
cells in the sub-cell types, so we cannot exclude that some co-eQTLs were caused by 
sub-cell-type composition effects of the co-eQTL SNPs.

Several of the limitations of our current analysis will be overcome by on-going 
technological developments. First of all, we expect that follow-up analyses with larger 
sample sizes and more cells per person will identify many additional co-eQTLs. This 
can be further enhanced by improvements in single-cell technologies that lead to 
better capture efficiency of expressed genes. CITE-seq (53) and similar technologies 
(54,55) allow improved cell type and sub-cell type classification that can show the 
effect of sub-cell type differences more accurately. The combination of multiple-omics, 
such as scRNA-seq, scATAC-seq and/or single-cell proteomics (56–58), will enable 
us to capture regulation happening outside the mRNA level, and lead to improved 
association analysis of gene pairs above standard Spearman correlation.

Conclusion
Through our co-eQTL mapping strategy we identified a robust set of co-eQTLs 

that provides insight into cell-type-specific gene regulation and leads for future 
functional testing. Among these results, we uncovered a potential mechanism for 
a previously identified GWAS signal and a multi-functional gene. Our evaluation of 
different technical factors provides valuable suggestions for future experimental study 
design. We believe that more co-eQTLs will be uncovered by applying our general co-
eQTL mapping pipeline to future large-scale scRNA-seq data. We envision that these 
co-eQTLs will in the future help to position eQTL and GWAS signals into cell-type-
specific GRNs by annotating which regulatory edges are affected by which genetic 
variants. This knowledge is important for interpreting the effects of genetic variants in 
general, but also specifically for improve personalized medicine through better genetic 
risk prediction for diseases and personalized drug treatment based on genotype (51).

Methods
Single-cell datasets

Three different scRNA-seq datasets were included in this study, both for 
benchmarking the associations and for combined meta-analysis of co-expression 
QTLs. All five datasets from the three studies were generated from human PBMCs 
and are referred to by their first author: the Oelen dataset (n = 104 donors) (11), the 
van der Wijst dataset (n = 45 donors) (10) and the van Blokland dataset (n = 38 cardiac 
patients) (19). Further specifications can be found in Supplementary Table 1 and 
the respective manuscripts. The processed versions of the datasets from the original 
publications were used, including quality control and cell type identification (for details, 
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see the respective publications). The Oelen dataset also contains cells stimulated 
with different pathogens, but we only included the unstimulated cells in this analysis 
to improve comparison with the other datasets. For the van Blokland dataset, we 
included the data from the time point 6–8 weeks after the individual was admitted to 
the hospital for myocardial infarction, again to improve comparison across datasets.

For cell type classification, we took the annotation for the Oelen data from 
their original publication (11) and annotated the van Blokland and van der Wijst 
datasets using the Azimuth classification method (59). For Azimuth classification, 
we used the following settings: 1) the FindTransferAnchors function to find anchors 
using the reference from publication (59), normalization method “SCT”, reference 
reduction “spca” and first 50 dimensions and 2) the MapQuery function to annotate 
cell types using the same reference and parameters such as reference.reduction = 
“spca” and reduction.model = “wnn.umap”. We then compared the annotation from 
the Oelen publication and the Azimuth classification and found high correspondence 
(Supplementary Figure 32). For analyses using the sub-cell-type classification, we 
always refer to the Azimuth classification results.

Single-cell co-expression
We calculated the Spearman correlation of gene pairs in the three different 

single-cell studies (Oelen dataset (11), van Blokland dataset (19) and van der Wijst 
dataset (10)) and then compared between datasets and 10XGenomics chemistry. 
In the benchmarking section, correlation was calculated separately per cell type 
but together over all individuals and only for gene pairs for which both genes were 
expressed in at least 50% of the cells from the respective cell type. For the comparison 
between two datasets, the gene pair–wise Spearman correlation values from each 
dataset were compared using Pearson correlation.

Rho calculation
Rho proportionality was calculated using the “propr” function in R, from the 

“propr” package, with the symmetrized value set to true. We used the v3 unstimulated 
monocytes to compare the rho proportionality values to Spearman-rank correlations 
of the same data. We filtered out genes expressed in fewer than 5% of cells, leaving 
8,634 genes to be assessed. Concordance between rho values and Spearman 
correlations was assessed with Pearson correlation.

We also explored rho proportionality values for very lowly expressed genes 
because the log-normalization of the method potentially introduces false associations 
for these genes (60). However, the computational demand to run the method was so 
high that we could not evaluate all expressed genes at once. Instead, we subsampled 
a set of 50 very lowly expressed genes (expressed in 0–5% of the cells) and 50 very 
highly expressed genes (expressed in at least 90% of the cells) and calculated the rho 
proportionality and Spearman correlation values for each combination of these 100 
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genes. We then compared gene pairs for which both genes were lowly expressed, 
pairs for which both genes were highly expressed, and mixed pairs, for which one 
gene was lowly and one highly expressed.

Alternative association metrics besides rho proportionality and Spearman 
correlation are discussed in Supplementary Text.

Validation in bulk datasets
Spearman correlations from single-cell data were compared to Spearman 

correlations made with three different bulk datasets: the BLUEPRINT Epigenome 
consortium data (21), the ImmuNexUT dataset (22) and the BIOS dataset(2). For 
BLUEPRINT, we further removed the first principal component from the monocyte dataset 
to remove any uncorrected covariates. For the ImmuNexUT dataset, preprocessing 
was performed as described in the publication: we filtered out genes with less than 10 
counts in 90% of the samples, performed TMM normalization with edgeR and scaling 
to CPM, batch corrected with combat and removed samples with a mean correlation 
coefficient smaller than 0.9. For the BIOS dataset, we corrected for 20 RNA Alignment 
metrics and then calculated the co-expression values using all individuals.

We then calculated the Pearson correlation across all gene pair-wise correlation 
values. As BLUEPRINT and ImmuNexUT are cell type-sorted datasets, we matched 
the cell types between bulk and single-cell data in these cases in the comparison. 
Again, we used only genes expressed in at least 50% of the cells from the cell type. 
This threshold was chosen after our initial evaluation of different thresholds from 10% 
to 90% in the comparison of BLUEPRINT and Oelen v3 dataset, with 50% chosen 
to balance the number of genes that can be used against the correlation strength 
between the datasets.

Validation using CRISPR knockout data
To further validate the correlation values, we used CRISPR knockout data from 

(23). Mixscape was used to identify perturbed vs unperturbed cells for each CRISPR 
perturbation (27). We selected five knockout genes for which a sufficient number of 
successful CRISPR-perturbed cells were identified and that were expressed in our 
single-cell dataset (Oelen v3 dataset, CD4+ T cells) in > 50% of cells. The publication 
identified DE genes in wild-type vs perturbed cells and wild-type vs non-perturbed 
cells, as labeled by Mixscape. We selected a credible set of DE genes that were 
expressed in the single-cell dataset and significant in the wild-type vs perturbed cells 
but not in the wild-type vs non-perturbed cells. For this, we applied FDR-correction 
based on all genes expressed in the single-cell dataset. The correlation of these genes 
was compared to the correlation of non-DE genes, i.e. all other genes expressed 
in the single-cell dataset, using the Wilcoxon rank-sum test (one-sided test with 
“greater” in DE genes). The same test was done using the naive CD4+ T cells from the 
ImmuNexUT dataset.



152

Chapter 6

Validation using STRING annotations
Following the same approach used for the CRISPR knockout data, we explored if 

gene pairs whose proteins are interacting show higher correlation. We used the STRING 
database (version 11) (28), processed by the (18) benchmark study, to identify interacting 
gene pairs. We compared the correlation of gene pairs in STRING versus gene pairs not 
listed in STRING via Wilcoxon rank-sum test (one-sided test with “greater” for Gene 
pairs in STRING): once using the correlation estimates from the Oelen v3 dataset and 
once using the estimates from the ImmuNexUT dataset, both times for the CD4+ T cells 
and filtered for genes expressed in > 50% of single cells.

Exploring Simpson’s paradox
To identify whether our strategy to identify single-cell co-expression is affected 

by Simpson’s paradox and whether bulk-based approaches would suffer from it, we 
studied the co-expression outcomes for two different strategies. In both strategies, 
we only included genes with non-zero expression in at least half of all monocytes 
in the Oelen v3 dataset. In the first strategy, we calculated Spearman correlations 
for gene pairs per individual separately for each gene pair. In the second strategy, 
we calculated the average expression of genes per individual and then calculated 
the Spearman correlation between genes. To identify potential Simpson’s paradox 
events, we looked into the gene pairs that had the largest deviation in co-expression 
estimate between the two strategies.

Comparison between cell types
After successful validation of the Spearman correlation values, we compared 

differences between cell types within one dataset for the Oelen v2 and v3 dataset. 
Here we applied the same strategy as in the dataset comparison. We selected genes 
expressed in 50% of the cells from both cell types for each corresponding comparison, 
calculated Spearman correlation per gene pair within each cell type and followed up 
with Pearson correlation to compare both cell types. We also explored the absolute 
distribution of correlation coefficients between the cell types.

Comparison between individuals
Again, we applied the same strategy as for the cell type and dataset comparison. 

We calculated gene pair–wise Spearman correlation values for each cell type and 
donor separately, taking all genes expressed in 50% of cells from the cell type in 
general (not per donor). We then compared each donor with each other donor by 
calculating Pearson correlation over the gene pair-wise correlation values to get a 
distribution of how well donors match per cell type.
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To explore the effect of the number of cells per donor on this distribution, we 
subsampled each cell type to different numbers of cells (depending on the frequency 
of the cell type). For this, we take all individuals with at least this number of cells in 
this cell type and subsample the cell number to exactly this value for each individual. 
We stop subsampling at a threshold for the cell type when more than 75% of all 
measured individuals have fewer cells than the threshold. For the four most abundant 
cell types (CD4+ T cells, CD8+ T cells, monocytes and NK cells), we additionally fitted 
a logarithmic curve separately for each cell type to better quantify the connection:

correlation_individuals ~ log(number_cells) (with log being the natural logarithm).

We then used the fitted formulas to extrapolate up to 1,500 cells for each cell type.

Power calculation
For power calculation, we use an F-test, as implemented in (61), with a sample 

size of 173 (the total size of the combined cohorts), a heritability between 10% and 
30% and a Bonferroni-corrected significance threshold of 0.05. The range for the 
heritability was chosen based on previously detected co-eQTLs (11). The number of 
tests influences the Bonferroni-corrected thresholds and depends on the selected 
gene–gene–SNP triplets. Here we assumed only one SNP per gene pair and all genes 
are tested against each other. Then, we increased the non-zero ratio threshold for 
gene selection from 0 to 0.95 (monocytes, Oelen v3 dataset), got the number of tests 
and calculated the power.

Testing multiple SNPs per pair would further increase the total number of tests 
and reduce the overall power.

eQTL mapping
We performed a meta-analysis to identify significant eQTL in four out of the five 

single-cell datasets (Oelen v2 and v3 dataset (11), van Blokland v2 dataset (19) and 
van der Wijst dataset (10)). We excluded the van Blokland v3 dataset because the 
sample size was so small that few variants lay above the MAF threshold (see below). 
Due to the limited sample size, we chose to perform a constrained eQTL mapping 
rather than a genome-wide mapping. To select the SNP–gene pair to test for eQTL 
mapping, we took the eQTL results from the largest meta eQTL analysis study in 
whole blood (2) and selected the most significant SNP for each gene. This resulted 
in 16,987 SNP–gene pairs to test. For these selected SNP–gene pairs, we performed 
eQTL mapping using eQTLPipeline v1.4.9 (62) within a cis-window of 100 kb, using 10 
permutation rounds for determining FDR as described in (2) and a MAF of 0.1.
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Co-expression QTL (co-eQTL) mapping and the filtering strategy
First, we generated all possible combinations of the cell-type-specific eQTL 

findings (denoted as SNP–eGene) from the constrained eQTL mapping procedure in 
the respective cell type (as explained in the eQTL mapping method section above) 
and all other genes (denoted as co-eGene) that are expressed in the corresponding 
cell types. This resulted in the full list of SNP–eGene–co-eGene triplets for co-eQTL 
mapping analysis. We then calculated co-expression using Spearman correlation for 
the unique eGene–co-eGene pairs for each individual using untreated cells of the 
six major cell types (CD4+ T and CD8+ T cells, monocytes, B cells, NK cells and 
DCs) and the sub-cell-types in monocytes (classical monocytes and non-classical 
monocytes). For each gene pair, we counted the ratio of individuals who exhibit a 
significant correlation (nominal p-value from Spearman correlation < 0.05). If at least 
10% of individuals showed a significant co-expression correlation for the specific 
eGene–co-eGene, we took this gene pair further into follow-up analysis. The total 
number of tests for each cell type can be found in Supplementary Table 4.

To assess the impact of cell numbers and sample numbers on the quality and 
quantity of co-eQTLs, we artificially created a few scenarios with fewer cells per 
individual and fewer individuals using a random subsampling strategy. To examine 
the impact of cell numbers, we randomly subsampled the CD4+ T cells per individual 
to three different levels (50, 150 and 250 cells). In each level, we kept the individuals 
with fewer cells, randomly subsampled those with a cell number higher than the 
corresponding level and performed the co-eQTL analysis using the strategies 
mentioned. Similarly, to examine the impact of sample numbers, we randomly 
subsampled 50 and 100 individuals, and excluded nine individuals with fewer than 10 
CD4+ T cells for both scenarios.

Multiple testing correction strategy for co-eQTL
To account for the correlation structure for gene pairs with one common gene 

and genome-wide, we modified and applied the permutation-based multiple testing 
correction strategy from fastQTL (29), implementing the method as follows. For each 
SNP–eGene–co-eGene triplet, we performed 100 permutations. Then, for each SNP–
eGene pair, we determined the lowest p-values per permutation over all the genes 
(co-eGene) tested for the SNP–eGene pair. This resulted in the 100 lowest permuted 
p-values per SNP–eGene pair. For each SNP–eGene pair, we fitted a beta-distribution 
over the 100 permuted lowest p-values, which enabled us to subsequently establish 
the empirical p-value for the lowest non-permuted p-value. Through this procedure 
we ensured that under the null test statistic each SNP–eQTLGen pair has a uniform 
p-value distribution. Finally, for all SNP–eGene pairs, we calculated Benjamini-
Hochberg FDR over the empirical p-values.

For each SNP–eGene pair, we also derived a p-value cutoff that indicates which 
of the co-eGenes are significant for that SNP–eGene pair via the following steps. After 



155

Identification of genetic variants that impact gene co-expression relationships using large-scale 
single-cell data

6

determining the FDR for all SNP–eGene pairs, we determined the empirical p-values 
that are closest to FDR = 0.05. Using the beta distributions for each SNP–eGene 
pair, we then determined its nominal p-value threshold. All co-eGenes with a nominal 
p-value lower than the corresponding p-value threshold for that SNP–eGene pair were 
considered significant.

Replication in BIOS dataset
We replicated the co-eQTL findings in bulk whole-blood RNA-seq data from the 

BIOS Consortium, using the same method described in a previous study (8). Briefly, 
we implemented the following ordinary least squares model with the Python package 
statsmodels (63): eGene ~ SNP + co-eGene + SNP:co-eGene. We then examined 
the effect sizes of the interaction term SNP:co-eGene and used Benjamini-Hochberg 
procedures for multiple testing correction.

Calculation of rb values and allelic concordance
We used the same evaluation metrics to quantify the cell-type-specificity and 

replication performance in the BIOS data set of the co-eQTLs. First we used the rb 
method with modification. We followed the same procedures as the original study 
(31) but chose a suggested alternate strategy to estimate errors across gene pairs 
between two tissues. Whereas the original paper used null SNPs per each eQTL for 
this purpose, we tested only the significant eQTL SNP for SNP–eGene–co-eGene 
triplets and therefore we did not have information for the null SNPs. Thus, we used 
the alternative approach indicated in the original paper with Equation 1), where re 
is the estimation errors across gene pairs between two tissues, rp is the correlation 
of co-expression levels between two cell types in the overlapping sample, ns is the 
number of overlapping samples, ni and nj are the number of samples in cell typed i and 
j, respectively. For the BIOS replication, we excluded overlapping individuals from the 
BIOS RNA-seq dataset for the replication analysis. Additionally, in cases where fewer 
than 10 co-eQTLs were tested in the replication analysis, we could not get a robust 
estimation of the rb value and hence represent them as NAs in the results section.

Equation 1 

Due to our filtering strategy, we did not always test the same set of SNP–eGene–
co-eGene triplets in all cell types. Therefore we also need to compare the tested ratio 
when quantifying the cell-type-specificity. The tested ratio means the SNP–eGene–co-
eGene triplets that were also tested in another cell type or the BIOS replication analysis.

A third evaluation metric that we used is allelic concordance between the 
discovered co-eQTLs and the results in the replication study. This is defined as the 
ratio of co-eQTLs with concordant effect direction by the number of significant co-
eQTLs identified in the replication study.
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Biological interpretation based on enrichment of GO terms, TF 
binding sites and GWAS variants

We explored the biological function of the co-eQTLs based on different enrichment 
analyses that all tested if co-eGenes associated with the same SNP–eGene pair in the 
same cell type show similar functional properties. For this, we selected all SNP–eGene 
pairs that had at least five significant co-eGenes in the same cell type.

First, we performed GO enrichment analysis separately for each co-eGene set, 
grouped by SNP–eGene and cell type, applying the R package clusterProfiler (ver 
4.0.5) (64) and performing FDR multiple testing correction separately for each SNP–
eGene pair across the different GO terms (defining enrichment below FDR < 0.05 as 
significant). As the background set for the enrichment, we used all genes tested in the 
co-eQTL analysis in the respective cell type.

Next, we explored if these co-eGene sets were enriched for certain TF binding 
sites. TF annotations were taken from ChIP-seq peaks processed in the ReMap 2022 
database (33), which we filtered for cell lines associated with blood cell lines. We 
tested the overlap of these peaks with the promoter regions of the co-eGenes tested, 
defining the promoter region as the region 2kB upstream and downstream of the first 
transcription start site of the gene. Enrichment was tested based on Fisher’s exact 
tests for each TF, using all genes tested in the co-eQTL analysis in the respective 
cell type as the background set. We performed FDR multiple testing correction 
separately for each SNP–eGene pair over all TFs (defining enrichment below FDR < 
0.05 as significant). Furthermore, we explored if the enriched TF itself was a co-eGene 
associated with the respective SNP–eGene pair and if the co-eQTL SNP or a SNP in 
high LD (R2≥ 0.9) lies in a binding site of the enriched TF. The SNPs in high LD were 
obtained from SNiPA (65) using the variant set from the 1000 Genomes Project, Phase 
3 v5, European population, Genome assembly GRCH37 and genome annotations 
from Ensembl 87.

For the GWAS annotations, we considered two different strategies. In the first 
approach, we annotated SNPs or SNPs in high LD (R2 ≥ 0.8) with GWAS loci from 
the GWAS Catalog (1), with the last updated timestamp being 3/1/2022, 07:13 AM 
(GMT+0100). LD information for this was taken from LDtrait (66) with the following 
parameters: window size = 500KB, reference population = 1000 Genomes CEU, 
GRCh37). In the second approach, we used the magma method (67) to assess 
enrichment of GWAS associations among co-eGenes. We obtained uniformly processed 
GWAS summary statistics for 114 traits that were used for the GWAS analysis of the 
GTEx consortium (68,69). We then followed the strategy previously described by (67). 
We defined gene sets for each co-eQTL SNP in each tissue as the set of significant 
co-eGenes associated with the SNP, as done for the GO and TF enrichment analysis. 
Protein names/gene symbols were converted to Entrez gene ids and mapped to the 
corresponding annotations on the human genome assembly 38. We performed individual 
magma analyses for each trait based on summary statistics and LD structure from the 
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1000 genomes European reference panel for all gene sets compared to the background 
set of genes tested for co-eQTL, always conditioning on default gene-level covariates 
(for example, gene length). Subsequently, we applied the Benjamini-Hochberg method 
and selected gene set–trait associations with FDR < 5%.

After we observed different distributions of co-eQTLs for rs11311017–RPS26 
with regards to the direction of effect in the different cell types, we repeated all 
enrichment analysis (GO, TF and GWAS) separately for the positively associated co-
eGenes and negatively associated co-eGenes in CD4+ T cells.

Direction of effect
We compared the direction of effect in eQTLs and co-eQTLs by comparing the 

direction of the zscores. After ensuring that the reference allele aligns in the eQTL and 
co-eQTL analysis, co-eQTLs for which the sign of the zscore matches the sign of the 
eQTL zscore are called concordant. If otherwise, they are called discordant.
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Abstract
In recent years, functional genomics approaches combining genetic information 

with bulk RNA-sequencing data have identified the downstream expression effects of 
disease-associated genetic risk factors through so-called expression quantitative trait 
locus (eQTL) analysis. Single-cell RNA-sequencing creates enormous opportunities 
for mapping eQTLs across different cell types and in dynamic processes, many of 
which are obscured when using bulk methods. Rapid increase in throughput and 
reduction in cost per cell now allow this technology to be applied to large-scale 
population genetics studies. To fully leverage these emerging data resources, we have 
founded the single-cell eQTLGen consortium (sc-eQTLGen), aimed at pinpointing the 
cellular contexts in which disease-causing genetic variants affect gene expression. 
Ultimately, this information can enable development of personalized medicine. Here, 
we outline the goals, approach and potential utility of the sc-eQTLGen consortium. We 
also provide a set of study design considerations for future single-cell eQTL studies.

Interindividual variation needs to be studied at the single-cell level
Genetic variants, most commonly single nucleotide polymorphisms (SNPs), can 

contribute to disease in a plethora of ways. In monogenic diseases, one single variant 
is sufficient to result in a disease phenotype. In complex diseases, tens to hundreds 
of variants each independently contribute to disease risk and an accumulation of risk 
alleles – often in combination with specific environmental exposures – is required to 
develop the disease phenotype. The overwhelming evidence showing enrichment of 
disease-associated variants in regulatory regions suggests that regulation of gene 
expression is likely a dominant mediator for disease risk. Expression quantitative trait 
loci (eQTL) analysis is commonly used for linking disease risk-SNPs to downstream 
expression effects on local (cis) or distal (trans) genes. Large-scale eQTL efforts such 
as GTEx1, PsychENCODE2, ImmVar3, BLUEPRINT4, CAGE5, and eQTLGen6 have 
proven highly valuable to identify downstream transcriptional consequences. All 
these efforts together lead to ever growing sample sizes that now allow us to start 
identifying both cis- and trans-eQTLs. 

An important next step is to precisely define the cellular contexts in which 
disease risk-SNPs affect gene expression levels. This will help to better understand 
the molecular and cellular mechanisms by which disease risk is conferred and to 
inform therapeutic strategies. This is particularly important, as recent analyses have 
shown that many eQTL effects are tissue-1, 7 and cell type-specific8, 9. Additionally, 
many eQTLs are conditional, and only revealed after specific stimuli that, for example, 
change the activation or differentiation of specific cell types3, 10. Beyond the ability 
to annotate individual disease associations, cell type-specific eQTLs have been 
shown to be strongly enriched for heritability across complex traits11. Sorting9, 12 and 
computational deconvolution13, 14 of cell types from bulk samples have been used to 
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uncover context-specifi city of eQTLs. However, these methods are biased towards 
known cell types defi ned by a limited set of marker genes15, are of limited use for less 
abundant cell types, and do not capture any heterogeneity within a sorted population. 
In contrast, single-cell RNA-sequencing (scRNA-seq) enables the simultaneous and 
unbiased estimation of cellular composition and cell type-specifi c gene expression16, 
and is particularly well positioned to investigate rare cell types17. As opposed to 
using bulk data, single-cell data allows us to also link genetics to phenomena such 
as cell-to-cell expression variability10, cell type heterogeneity18, and gene regulatory 
network diff erences16. As such, single-cell analyses in a population-based setting will 
likely become mainstream in the next few years. However, we envision that most 
scientifi c value will be obtained by unifying these eff orts. Additionally, to utilize the 
aforementioned developments in the single-cell fi eld most effi  ciently and eff ectively, a 
coordinated eff ort from multiple research groups is urgently needed.
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Figure 1. Set-up of the single-cell eQTLGen (sc-eQTLGen) consortium. The sc-eQTLGen consortium 
combines an individual’s genetic information with single-cell RNA expression (scRNA-seq) data of peripheral 
blood mononuclear cells (PBMCs) in order to identify eff ects of genetic variation on downstream gene 
expression levels (eQTLs) and to enable reconstruction of personalized gene regulatory networks. Right panel 
is adapted from44.
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Here we introduce the single-cell eQTLGen consortium (sc-eQTLGen), a large-
scale, international collaborative eff ort that has been set up to identify the upstream 
interactors and downstream consequences of disease-related genetic variants in 
individual immune cell types (https://eqtlgen.org/single-cell.html, Figure 1). In this 
consortium we will attain a suffi  ciently large sample size to have the statistical power to 
unbiasedly identify cell type-specifi c eff ects on both local (cis) and distal (trans) genes. 
Moreover, we aim to reconstruct context-specifi c gene regulatory networks (GRNs) by 
combining single-cell and bulk RNA-seq datasets for increased resolution. We expect 
a broad impact of the results of sc-eQTLGen that ranges from prioritizing disease-risk 
genes to predicting drug effi  cacy through the reconstruction of personalized GRNs. 

BA C

Identify distinct cell types Trace cell type lineages Identify cell subtypes

Figure 2. scRNA-seq data off ers increased fl exibility in the eQTL analysis strategy over bulk RNA-seq data.
Using scRNA-seq data for eQTL mapping off ers numerous advantages over bulk RNA-seq based approaches, 
of which the fl exibility in analysis strategy is a major one. (A) From single cell data, individual cell types can be 
identifi ed and we can map eQTLs for each of these. (B) Alternatively, lineages based on either knowledge of cell 
developmental lineages or through pseudo-time based approaches can be constructed. By positioning cells 
across a trajectory dynamic changes in the allelic eff ects on gene expression levels as a function of trajectory 
position can be integrated. (C) Finally, as the discoveries of new cell subtypes are made or cell type defi nitions 
are being refi ned, the analysis can be revisiting by re-classifying cells and determining how the genetic eff ects on 
gene expression vary on these new annotations.   

Integration of sc-eQTLGen within the scientifi c landscape
Large numbers of single cell expression profi les from many individuals are 

required to reach our goals. The accessibility and clinical relevance of peripheral 
blood mononuclear cells (PBMCs) have made them the most studied cell types in 
current population-based scRNA-seq datasets. Therefore, to have such datasets 
from the same tissue type readily available, we have chosen to focus on PBMCs. 
It also allows for continuation of the knowledge acquired through the eQTLGen 
consortium, which performed the largest eQTL meta-analysis to date using whole 
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blood bulk gene expression data of over 30,000 individuals to reveal the influence of 
genetics on gene expression6. The sc-eQTLGen consortium now allows us to take the 
next step by systematically assessing the cell types and contexts in which the eQTL 
effects manifest. Beyond resolving the influence of genetics on individual genes, the 
consortium will also take advantage of the unique features of scRNA-seq data to 
learn the directionality of GRNs and uncover how genetics is affecting co-expression 
relationships16. We expect that the infrastructure and best practices developed within 
sc-eQTLGen can serve as a basis for studying population genetics at the single-cell 
level in solid tissues in the future. 

Other large-scale efforts such as the Human Cell Atlas (HCA)19 or Lifetime FET 
flagship consortium (https://lifetime-fetflagship.eu) mainly focus on mapping all cells 
of the human body or a disease context in a limited number of individuals. The sc-
eQTLGen consortium is an important addition to those efforts by putting a unique 
focus on deciphering the impact of genetic variation on gene expression and its 
regulation. Different to experimental designs that aim to generate an extensive map 
on a low number of individuals, we require larger numbers of individuals, whereas the 
number of cells per individual can be lower. This enables accurately capturing both the 
genetic variation and cell type heterogeneity. By building on the data and harmonized 
cell type annotations generated within the HCA, our results will be easily transferable 
to other datasets as well. We will share best practices of the HCA consortium with 
regard to data acquisition, analysis and reporting. We also share standards for open 
science and the infrastructure and legal frameworks for data sharing while accounting 
for the privacy issues specific to genetic, health record and demographic information.

Single-cell eQTL analysis: the new era of population genetics
The practice of identifying eQTLs is shifting from bulk to single-cell analyses. 

Considering only its ability to identify eQTLs, scRNA-seq data has a lower statistical 
power compared to bulk RNA-seq data on the same number of donors10, 20, likely due to 
increased sparsity of the single-cell data. Nevertheless, there are several clear benefits 
of single-cell over bulk expression data for QTL analysis. First, scRNA-seq data enables 
the simultaneous estimation of the composition and expression profiles of discrete cell 
populations including cell types and their activation states16 (Figure 2). Second, scRNA-
seq data provides a flexible, unbiased approach that has increased resolution to define 
cell states along continuous dynamic processes in which the eQTL effects manifest 
themselves10. Third and fourth, single-cell data allows estimating the variability in gene 
expression across individual cells21, 22, which could be used to improve mean estimations 
for eQTL analysis. At the same time, the single-cell nature now also enables us to 
look at the effect of genetic variation on transcriptomic traits other than average gene 
expression level, such as dispersion QTLs that alter the variance independently of the 
mean expression20 or cell type proportion QTLs23, providing a new angle on how genetic 
variation may impact disease pathogenesis. Fifth, the large number of observations 
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per individual (i.e. cells) enable the generation of personalized co-expression networks, 
which vastly reduces the number of individuals required to identify SNPs altering co-
expression relationships (i.e. co-expression QTLs16). Finally, and paradoxically, is the 
potential benefit of lower experimental costs compared to bulk experiments on sorted 
cells: such experiments require a library to be generated for each sorted population, 
whereas a single scRNA-seq library of just one sample contains all this information and 
can easily be multiplexed across multiple individuals23.  

So far, only a limited number of papers have performed eQTL analysis using 
scRNA-seq data10, 16, 20, 23. In the earliest single-cell eQTL studies, bulk-based eQTL 
analysis approaches, such as Spearman rank correlation24, 25 and linear regression26, 

27, were applied to the average expression level of all cells from a particular cell type 
per individual. However, the underlying assumptions of these bulk-based approaches 
may not be applicable to scRNA-seq data. Therefore, these bulk-based methods will 
lose statistical power when applied to scRNA-seq data, because of the inflation of 
zero values (i.e. sparsity). More recently, single-cell-specific eQTL methods have been 
developed that, for example, take into account zero-inflated gene expression20, 28 or 
take advantage of pseudotime (i.e. statistically inferred time from snapshot data) to 
increase the resolution by which response-/differentiation-associated eQTLs (dynamic 
eQTLs, i.e. eQTLs that dynamically change along pseudotime) can be identified10. 
Instead of averaging gene expression levels across all cells from a particular cell type, 
some of these approaches look at the fraction of zero expression and the non-zero 
expression separately for each gene28. Other approaches take dynamic pseudotime-
defined instead of statically-defined cell types into consideration for the eQTL 
analysis10. This latter approach was shown to uncover hundreds of new eQTL variants 
during iPSC differentiation that had not been detected when static differentiation 
time points would have been used10. In line with this, we expect that some of these 
methodological advances, as opposed to bulk-based approaches, will further improve 
the power and resolution of single-cell eQTL analysis. However, there are two initial 
challenges that need to be carefully addressed for single-cell eQTL mapping: firstly, 
the normalization of data to remove technical variation in sequencing depth per cell, 
while avoiding the removal of biological variation; and secondly, the identification or 
classification of a cell into a cell type or state.

During library preparation and sequencing, technical and stochastic factors will 
lead to variation in cell-to-cell sequencing depth. However, simply normalizing to equal 
sequencing depth per cell will remove important biological variation – for example a 
CD4+ T cell is expected to have lower RNA contents than a plasma B cell. Therefore, we 
need to employ normalization strategies that can account for traditional batch effects, 
such as sample run or sequencing lane, while retaining biological differences 29, 30. 
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Figure 3. Reconstruction of personalized gene regulatory networks. Individual and cell-type specifi c 
scRNA-seq data will be used to construct personalized gene regulatory networks. Some single cell datasets 
allow for the inference of trajectories, for instance in response to a stimulus. These can be used as input 
to dynamic models to infer causal (directed) interactions. Steady state datasets, characterized by cell 
type clusters can be analyzed with models that exploit co-expression, prior networks or cell type-specifi c 
reference scATAC-seq datasets in combination with sequence motifs to infer directed transcription factor-
target relations. Topological comparison between personalized networks of groups of individuals can reveal 
coordinated diff erences, for instance the change of connectivity in densely connected modules, change of 
connectivity of hub genes or changes of module membership of individual genes. 

Once normalized, each cell needs to be accurately annotated into a cell type 
and/or cell state to maximize the statistical power to detect cell type-specifi c eQTLs. 
We encourage the use of individual cell classifi cation approaches, rather than 
cluster-labeling methods. Clustering approaches are powerful ways of identifying a 
subpopulation of cells that share similar expression levels. However, while most cells 
placed in a specifi c cluster will likely be the same cell type, clusters can also contain 
alternative cell types. Labeling all cells in a cluster based on a high percentage of the 
expression of a canonical marker(s) will therefore lead to the incorrect classifi cation of 
some cells31. To acquire a reliable classifi cation model, large scRNA-seq datasets from 
various contexts are required. Such datasets have been collected within large-scale 
eff orts such as our consortium and the HCA. We expect these will help to develop a 
gold standard classifi cation model that can classify each cell independently. This will 
ensure a higher accuracy in cell labeling and thus will maximize power to detect cell 
type-specifi c eff ects. 

After solving these challenges, eQTLs can be mapped by either averaging 
the normalized expression levels on a per gene, per cell type, per individual basis. 
Alternatively, each cell from an individual can be taken as a repeated measure which 
can then be used to fi t a statistical model to all cells, while including a random eff ect 
of the individual.
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Figure 4. Overview of the sc-eQTLGen proposed federated approach. sc-eQTLGen aims to identify the 
downstream consequences and upstream interactors of gene expression regulation. To increase the resolution 
and power of this analysis, datasets of multiple cohorts need to be combined while taking privacy issues into 
account. This will be done using a federated approach in which we will first harmonize all preprocessing and 
quality control (QC) steps across cohorts. Subsequently, shared gene expression matrices will be normalized 
and cell types will be classified based on a trained reference dataset (e.g. Immune Cell Atlas (ICA)). Any cells 
that cannot be classified using this trained classifier, representing new cell types or previously unknown cell 
states, can then be manually annotated based on marker genes, and then be used to further train the classifier. 
Each cohort will then separately perform a cis- and trans-eQTL and co-expression QTL analysis using their 
genotype and expression matrix, while using appropriate statistical models to account for effects such as 
gender, population structure and family-relatedness that can alter the genotype-expression relationship in a 
cohort-specific manner. The summary statistics will be shared and analyzed in one centralized place. Finally, 
these results will be used for reconstruction of personalized and context-specific gene regulatory networks. 
Bottom panel is reproduced from6.

Instead of using observational studies, eQTLs could also be identified through 
experimental approaches that use single cells as individual units of experimentation32. 
Sample multiplexing (Box 1) can be combined with experimental perturbation to more 
efficiently characterize the genetic architecture of gene expression. For example, synthetic 
genetic perturbations with CRISPR/Cas9 may allow precise control of the expression 
levels of target gene regulators enabling the validation of detected trans-eQTLs and 
the establishment of upper and lower bounds of trans effects. Encoding environmental 
and genetic perturbations across large population cohorts also enables new designs for 
studying genetic interactions, both gene-by-environment and gene-by-gene (epistasis). 
Historically, characterizing these effects in human cells has been plagued by the lack of 
power and the susceptibility to technical confounding of bulk experiments. Recent work 
that knocked out ~150 regulators in primary human T cells of nine donors illustrates a 
proof of concept of how single-cell sequencing across individuals can be combined with 
experimental perturbations to detect these genetic interactions33.

Another promising avenue that has become available in recent years to gain 
increased insights in the link between genetics and disease, is through the use of 
spatial transcriptomics technologies, including MERFISH, seqFISH+, Slide-seq and 
10x Visium34, 35. While for PBMCs this approach may not be applicable, in solid tissues 
and organs this extra layer of spatial information is extremely valuable. For example, 
it can help to disentangle trans-eQTL interactions that are modulated through cell-
cell communication (e.g. a SNP affects ligand expression in one cell type, and 
thereby affects downstream receptor signaling in a second cell type). Despite not 
having this spatial information available in PBMCs, other approaches that consider 
receptor-ligand expression pairs do provide insights in potential cell-cell interactions. 
These approaches have been successfully applied before to uncover how the ligand 
expression in one cell type can affect the frequency36 or the downstream signaling37 of 
another cell type expressing the corresponding receptor.
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Single-cell GRN reconstruction: taking eQTLs one step further 
In the case of complex diseases, it is not the disruption of a single gene that 

causes the disease phenotype. In fact, hundreds of variants can contribute to the 
disease and converge into just a few key disrupted regulatory pathways38, 39. Therefore, 
for a better disease understanding and to take eQTLs one step further, one has to 
look beyond the disruption of individual genes and determine how the interaction of 
genes changes based on cell type13, 40, 41, environment42, 43 and an individual’s genetic 
makeup15, 16. The sc-eQTLGen consortium will do so by reconstructing personalized, 
cell type-specific GRNs44 (Figure 3). The unique features of scRNA-seq data, among 
which the inference of pseudotime and RNA velocity (i.e. the ratio between spliced 
and unspliced mRNA that allows prediction of the future state of a cell)45, enable 
learning the directionality of network connections46. We expect that such personalized 
GRNs will help explain for example differences in interindividual drug responses, and 
thereby, will aid in precision medicine in the future. 

Reconstruction of GRNs from single cell data (reviewed in 47) is complicated by the 
sparsity of the data as a consequence of the stochasticity underlying gene expression48 
and dropouts, i.e. genes that are not detected in some cells as a consequence of 
technical limitations49. This sparsity leads to lower correlation estimates that obscure 
the identification of true edges in the GRNs. Several solutions have been developed 
to overcome this problem, including the implementation of prior information50, 51, gene 
expression imputation50, 52 and usage of alternative measurements of correlation53, 54.

Firstly, prior information encoded in the DNA sequence can be used to 
overcome these complications55, 56. Such priors on regulatory interactions can be 
derived from, for example, ChIP-seq data57, ATAC-seq data58, spatial information34, 

35 or from perturbation experiments33, 50. Implementation of such priors was shown 
to improve bulk GRN reconstruction58-60, and similarly, it is expected to also improve 
GRNs reconstructed from single-cell data50, 51. However, caution is warranted when 
using this information, as their effect on GRN reconstruction depends on the quality of 
these data priors61, 62 and priors derived from bulk data may not hold true at the single-
cell level63. Recent technological advances enable studying chromatin accessibility64, 

65 and expression of enhancers RNAs66, 67 at the single cell level, which will make it 
possible to implement single-cell derived priors in GRN reconstruction in the future, 
though these quantifications come with their own limitations and challenges. 
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Figure 5. Deliverables of the single-cell eQTLGen consortium in relation to their future clinical 
implications. A) In the coming 3 years the sc-eQTLGen consortium aims to deliver 1. Standardized pipelines 
and guidelines for single-cell population genetics studies (2020); 2. Cell type classifi cation models for PBMCs 
(2020); 3. Summary statistics of cis- and trans-eQTLs, co-expression QTLs, cell count QTLs and variance QTLs 
(2021); 4. Reconstruction of personalized, cell type-specifi c gene regulatory networks (2022). B) These eff orts 
of the consortium will lead to the (1) identifi cation of disease-associated cell types and (2) key disease-driving 
genes, which together will aid (3) the implementation of personalized medicine and the development of new 
therapeutics that take all this information into account (cell type- and genotype-specifi c treatments). Panel B2 
is adapted from44.

Secondly, gene expression imputation may be used to restore the underlying 
correlation structure. However, current gene expression imputation methods become 
more unreliable as the dropout rates increase52, 53. After gene expression imputation, 
more network edges are identifi ed, but with a higher chance of detecting false 
positives50, 52. Nevertheless, by combining prior information with imputation, GRN 
reconstruction can be improved both in the bulk58 and single cell setting50. For 
example, one can replace transcription factor expression with inferred transcription 
factor activities based on the collective expression patterns of their target genes or 
take advantage of cross-omics relationships68.

Finally, alternative correlation measures are being explored to overcome the 
complications associated with data sparsity, including measures of proportionality54

and by calculating the correlations on measures other than the normalized expression 
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counts53. For example, Z-scores of the gene expression distributions of highly similar 
cells have been used to calculate the co-expression relationships. This approach 
could reveal the true correlation structure that was otherwise hidden by technical 
artifacts53. In addition to these computational tools, technological advances, such 
as single-cell multi-omics approaches69, 70 and improved experimental protocols, 
are expected to alleviate these complications. Moreover, being able to assess 
multiple layers of information within the same cell, e.g. chromatin accessibility, DNA 
methylation, gene and protein expression, opens unique opportunities for developing 
new methodology for GRN reconstruction and validation. Altogether, this will further 
improve the accuracy of GRNs reconstructed using single-cell data in the future.

The incorporation of dynamic information extracted from time series or 
pseudotime71, 72 is another promising avenue to further improve single-cell GRN 
reconstruction. However, not all datasets are equally well suited to identify temporal 
trajectories. For example, PBMCs are usually in steady state, and only after stimulation 
such trajectories would appear. 

Summarized, the ideal GRN reconstruction tool can efficiently manage large 
amounts of single-cell data, incorporate prior information, model non-linear relationships 
and take dynamic information into account. Early benchmark studies, performed for a 
limited number of methods on rather small datasets49 or on simulated data73 show that 
current tools usually only work well in specific situations. As such, there is a clear need 
for the development of all-round tools that work well in every situation.

sc-eQTLGen: a federated single-cell eQTL meta-analysis 
consortium

Combining data of numerous groups increases the resolution and power 
by which downstream analyses, such as eQTL identification and personalized 
GRN reconstruction, can be performed. Ideally, all scRNA-seq datasets should 
be jointly analyzed at one centralized location. This is particularly helpful to align 
each group’s approaches for preprocessing, quality control (QC) and cell type 
classification. However, it also eases for instance benchmarking different statistical 
and computational methods. While this concept of ‘bringing the data to the algorithm’ 
is preferred from an analytical perspective, it is usually very difficult to do so when 
handling privacy-sensitive scRNA-seq and genotype data from human individuals5, 74. 

To overcome this, a federated approach could be used instead, which has 
the aim of ‘bringing the algorithm to the data’: each participating cohort will run the 
analyses themselves (adhering to predefined criteria for preprocessing and QC), and 
will only share summary statistics that are not privacy-sensitive. Finally, one site takes 
responsibility for performing the overall meta-analysis using these provided summary 
statistics. For genome-wide association studies this is a common strategy75, 76, 
and for eQTL studies this procedure has been shown to be effective as well6, 38. In 
the following sections we will expand on all steps that have to be taken and what 
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considerations should be made when conducting such a federated approach for 
single-cell population genetics studies (Figure 4).

Preprocessing, quality control
The first challenge of federated analyses is the need to have a standardized 

protocol on how each group should perform their analyses. While such a protocol 
helps to ensure reproducibility of the data analysis, it requires that all methods and 
tools used have been rigorously tested before. For scRNA-seq data such protocols are 
still under development, while in other fields such as that of genome-wide association 
studies, standardized protocols have been available for years. 

Several initiatives are now being undertaken to define best practices in the 
scRNA-seq field77. For example, Tian et al. have compared 3,913 combinations of 
different scRNA-seq data analysis pipelines to define best practices in the field78. 
Such initiatives could provide the basis for defining the optimal preprocessing, QC 
and cell type classification steps for our consortium. Additionally, in population-based 
scRNA-seq studies special attention is required to account for ethnic variation and 
population stratification (Box 1)79, 80. In the event of presence of relatedness in a given 
cohort, a genetic relatedness matrix will be included in a mixed model to account 
for the effect, such as in 80, 81. Adjustments of cohort-level genetic differences will be 
made in the framework of meta-analysis using summary statistics of the individual 
cohorts. Once all protocols are established, we can harmonize the preprocessing 
steps across all groups in the consortium, such as the genome build to use, alignment 
tool and sample demultiplexing strategy. Due to the cohort-specific characteristics 
of each dataset, the QC steps cannot be harmonized to the same extent as the 
preprocessing. Nevertheless, the parameters used for QC can be coordinated across 
all groups, such as the cutoffs for number of detected genes per cell and mitochondrial 
fraction. Both the preprocessing and the QC do not require exchanges of data and 
can be performed independently.

Cell type classification
To facilitate the eQTL meta-analysis, we need to ensure that the cell type 

annotations are consistent across the different cohorts. To ensure reproducibility of 
annotations across the different cohorts, we will employ a classification scheme to 
identify canonical cell types in each cohort separately. Performing cell type labeling 
using classification models does not only increase the reproducibility, but also 
constitutes a privacy-safe way of annotating cell types that does not require the 
sharing of raw or processed gene expression data. 

Reference datasets with labeled cells, such as those available from the Immune 
Cell Atlas (http://immunecellatlas.net/) will be used to train a classifier for automatic cell 
type classification in each cohort. Our recent comparisons of single cell classification 
methods showed that simple linear models can yield good results82, 83. Despite the 



178

Chapter 7

wide availability of reference datasets, we expect that some cohorts will contain novel 
unknown cell types or states that cannot be identified using the trained classifier. For 
this, we will use a classification scheme with a rejection option that can flag unknown 
cells whenever the confidence in cell type assignment is low82. The rejected cells can 
then be manually annotated based on marker gene expression. 

To capitalize on the large number of cells and individuals to be profiled in each 
cohort, an unsupervised clustering approach will be used to analyze the count matrix of 
each cohort, in parallel to the supervised approach described earlier. This unsupervised 
approach will serve two purposes: (1) it will help annotate unassigned cells by the 
classifier, and (2) it will allow refining the resolution at which cells are annotated. Varying 
levels of granularity of the clustering may reveal cell types, as well as particular cell 
states or subtypes. This level of granularity required to separate particular cell states 
is not known a priori. Therefore, novel unbiased approaches such as partition based 
graph abstraction84 or metacells, i.e. disjoint, homogenous and highly compact groups 
of cells that each exhibit only sampling variance85, provide a framework to reconcile 
discrete states at different levels of granularity with continuous cell states. These novel 
annotations can feed back into an iterative online learning approach of supervised 
classification models, where we could refine cell type prediction models on the available 
datasets. Once new datasets become available within the consortium these can be 
annotated based on current models and updated labels can be used in the next round of 
training. An important consideration here is to preserve the hierarchy of cell annotations, 
so that if new annotations are added to the classifier, they are subclasses of existing 
classes. In this way, any downstream analysis based on older annotations remains 
valid at the older level of granularity. This would yield a coherent approach of labelling 
over time as the dataset grows. For inference of continuous cell states, we require 
data integration across multiple centers, as this would ensure the usage of a similar 
pseudotime scale between individuals. Currently, ordering cells along pseudotime is 
challenging and best practices are being evaluated78, 86. 

Ultimately, integrating all expression data in a privacy-preserving manner, i.e. 
as gene expression matrices, will produce a dataset with unprecedented numbers 
of cells. Such a dataset allows discovery of novel rare cell types or states using 
clustering approaches as described above. This valuable dataset will then be shared 
with the community through platforms like the HCA data portal. 

eQTL and co-expression QTL analysis
After cell type assignment, annotated gene expression matrices can be returned 

to each of the cohorts. Each cohort will then map genome-wide cell type-specific 
cis- and trans-eQTLs by combining the cell type-specific gene expression matrices 
with the privacy-sensitive bulk-assessed genotype information using appropriate 
statistical models. The resulting summary-statistics can then be safely shared without 
privacy-issues. 
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One challenge with federated eQTL analyses is that the amount of summary 
statistics that need to be shared is substantial. For instance, when assuming there are 
10 cohorts and for each of these cohorts cells have been assigned to 10 major cell 
types, a genome-wide trans-eQTL analysis (testing the effect of 10,000,000 common 
SNPs on 20,000 protein coding genes for each of the 10 cell types), where only the 
correlation for a SNP-gene combination is stored as a 64 bit double value, would require 
each cohort to exchange 10,000,0000 x 20,000 x 10 x 8 bytes = 146 terabytes of data. 
To overcome this problem, several frameworks have recently been proposed that take 
advantage of the fact that these summary statistics matrices reflect the product of a 
normalized genotype matrix and a normalized gene expression matrix. For instance, the 
HASE framework87 recodes genotype and phenotype (i.e. gene expression) data, along 
with a covariate matrix, in such a way that privacy is ensured and only those matrices, 
making up only a few gigabytes of data, need to be exchanged.

While protocols exist that explain how eQTL data needs to be processed, 
harmonized and QCed to perform a federated eQTL analysis (e.g. eQTLGen used the 
eQTLMappingPipeline6), not all steps can be completed immediately: for instance, 
to identify effects of polygenic risk scores on gene expression levels (ePRS), gene 
expression data first needs to be corrected for cis-eQTL effects6. Therefore, the full 
cis-eQTL meta-analysis has to precede calculations of ePRSs. Such iterations take 
considerable time and are also inconvenient, since it requires a lot of coordination 
with each of the participating cohorts. For sc-eQTLGen we will first conduct a 
federated, cell-type specific cis- and trans-eQTL analysis. After this is completed, 
we will proceed with a co-expression QTL (co-eQTL) analysis. This analysis will be 
limited to a predefined set of genes or SNPs, such as the SNP-gene combinations 
extracted from the identified cis- and trans-eQTLs or the SNPs located within open 
chromatin regions that show high interindividual variability, as otherwise trillions of 
statistical tests have to be conducted (e.g. in 16: 7,975 variable genes * 7,975 variable 
genes * 4,027,501 SNPs (MAF ≥ 0.1) = 256,151,580,788,125 tests). Finally, all these 
results will be combined to reconstruct personalized, cell type-specific GRNs. This 
multi-step approach will require us to go back and forth between the different cohorts 
at least twice. Therefore, easy-to-use analysis scripts that can be run efficiently on 
different high-performance cluster infrastructures are essential to limit the amount of 
hands-on time.

Gene regulatory network reconstruction
Finally, the scRNA-seq data will be used to reconstruct GRNs. Two strategies 

will be explored in the context of sc-eQTLGen. The first approach makes use of the 
large number of bulk RNA-seq datasets for specific cell types that are available in 
public RNA-seq repositories88, 89. Using this publicly available bulk RNA-seq data, 
reference co-expression networks will be constructed using cell type-specific data. 
Subsequently, scRNA-seq data will be used to implement directionality and specify 
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the connections in the network that are affected by specific contexts44. The second 
approach will directly use scRNA-seq data to build cell type-specific GRNs, thereby 
enabling to immediately take the context-specificity into account. However, the 
number of genes that can confidently be taken into account by this second approach 
may be lower due to the sparsity of scRNA-seq data. For both strategies, we will 
make use of prior information (e.g. ATAC-seq data58, TF binding information), dynamic 
information (e.g. information extracted from time series data71, pseudotime72 in 
combination with RNA velocity45, 46) and experimental validation (e.g. perturbation 
experiments33, 50) to go from a co-expression to a gene regulatory network. Before 
implementation, the additional benefit of using such information, extracted from 
either bulk or single-cell data50, 51, and using gene expression imputation50, 52 will be 
assessed. We expect that the optimal strategy will depend on the amount of available 
bulk data and prior information that is available for a particular cell type. We will 
extract this prior information from existing large-scale efforts, such as ENCODE2 
and BLUEPRINT4.  Additionally, we will make use of single-cell information beyond 
gene expression levels that is or will be collected within subsets of cohorts within the 
consortium, including information on chromatin accessibility64, 65 and expression of 
enhancers RNAs66, 67.

Additionally, recent advances have made it possible to measure multi-omics 
data from the very same cell70, 92. However, current approaches are very time- 
and cost-consuming, and therefore limited to only a few hundred cells. As such, 
currently, this type of single-cell multi-omics data is of limited use for reconstructing 
personalized GRNs. Nevertheless, as single-cell multi-omics approaches mature, this 
combined information of gene expression and additional data layers has the potential 
to improve GRN inference beyond correlating separate omics layers and allows for 
direct measurements instead. 

Once reconstructed, these GRNs can be used to determine how for example, 
genetic differences or disease status change the architecture of the network. These 
networks consist of nodes, representing genes, that are connected through edges, 
representing the relationship between genes. The context-specific changes in 
the network can be identified on different levels, such as on the level of individual 
edges or nodes, topological properties of individual nodes, such as their connectivity 
(degree) or module membership90, subnetwork properties, such as the existence 
and size of modules, or global topological properties, such as degree distribution 
(Figure 3). Comparing topological features such as node degree to genotypes may 
identify polymorphisms altering the function of master regulators (highly connected 
‘hub’ genes). Interestingly, implementation of network information was shown to be 
complementary to the identification of eQTLs; using this network information, novel 
SNPs were identified that could not be identified through single- or multi-tissue 
eQTL analyses of GTEx91. This clearly shows the complementarity of both eQTL and 
network-based analyses for understanding the impact of genetic variation. 



181

The single-cell eQTLGen Consortium

7

Ultimately, CRISPR perturbations will be coupled to scRNA-seq to validate or 
improve reconstructed GRNs. To optimize the number of perturbations required for 
extracting the most useful information from such experiments, an iterative approach 
will be taken that feeds back the experimental data to the GRN. This approach will 
make use of active machine learning to select those perturbations that are required 
to further improve the model93, 94. These well validated, personalized and context-
specific GRNs will provide us with a better understanding of disease and can be the 
starting point of applying this knowledge for precision medicine in the future.

Future clinical implications
The goal of the sc-eQTLGen consortium is to identify how genetic and 

environmental factors interact to affect gene expression in the context of both health 
and disease. With ever increasing sample sizes, eQTLs have now been detected for 
almost every gene1, 6. It is likely this will become even more pronounced through our 
initiative in which we will study many different cell types and contexts, and pose the 
question to what extent extensive eQTL maps will help to better understand disease. 
For cis-eQTLs this will not be straightforward: although it is known that disease-
associated SNPs are enriched for showing cis-eQTL effects, this enrichment is 
quite modest15, 95. It is therefore not sufficient to simply look up and catalogue which 
disease-associated SNPs show which cell type- and context-specific eQTL effects, 
since this can lead to incorrect inferences on the likely causal gene(s) per locus96. To 
partly overcome this, several colocalization and mendelian randomization approaches 
have been published that help to better infer likely causal genes97-100. Once these 
methods are able to account for multiple cell type- and context-dependent, causal 
regulatory variants per locus, we expect increased statistical power to prioritize 
causal genes. Additionally, we envision that such methods in conjunction with our cell 
type- and context-specific eQTL maps will help to determine which genetic variants 
have pleiotropic effects, affecting the expression levels of several genes in multiple 
cell types and conditions. 

Nevertheless, we expect that most statistical power to pinpoint causal genes will 
be gained through the other goals of the sc-eQTLGen consortium: the reconstruction 
of cell type-specific gene regulatory networks (expected by the end of 2022), the 
mapping of cell type-specific trans-eQTLs and co-expression QTLs (expected by the 
end of 2021). These efforts will enable us to ascertain how the prioritized cis-eQTL 
genes (expected by the end of 2021) work together. Moreover, it permits us to study 
the effect of all disease-associated SNPs of a particular disease in a gene network 
structure, which helps prioritizing the key disrupted genes and pathways in that 
disease. In line with recent findings of the eQTLGen consortium that applied eQTL 
analysis in 31,684 bulk samples, we expect that the (majority of) causal genes within 
disease-associated loci will converge onto only a few key pathways per disease. 
One strategy to identify those key driver genes is to consider all associated variants 



182

Chapter 7

for a specific disease jointly, and ascertain whether most of these variants show 
(small) downstream effects on an overlapping set of downstream genes. We recently 
showed proof-of-concept in eQTLGen that this holds for independent systemic lupus 
erythematosus (SLE)-associated SNPs: many of these variants show downstream 
trans-eQTL effects on genes involved in the type I interferon pathway6, indicating 
an important role for this pathway in SLE development. Recently, success has been 
reported of a type I interferon-targeted therapy in SLE patients101, highlighting the 
value of using trans-eQTLs for identifying key genes and pathways that are amenable 
for pharmaceutical intervention. We expect that our single-cell eQTL initiative will 
aid such analyses substantially: by performing large-scale eQTL mapping in specific 
cell types that are in a specific cellular state or are exposed to a particular stimulus, 
we will be able to more accurately determine where and when these downstream 
effects manifest. Moreover, single-cell studies will also help to overcome the problem 
associated with cell type composition differences across individuals in bulk-based 
eQTL studies: many variants exist that affect the proportion of specific cell types that 
for instance circulate in blood102. If this is not fully accounted for, trans-eQTLs will be 
identified in genes that are specifically expressed in such cell types in bulk analyses. 
Single-cell studies allow us to distinguish between effects of genetic variants on cell 
type composition and effects on intracellular gene expression levels. Therefore, we 
expect scRNA-seq data will be vital to gain insight into the downstream consequences 
of disease-associated genetic variants, and to identify the key pathways and genes 
that drive disease. 

Altogether, we expect these approaches will provide us with the information 
required to reveal new targets for disease prevention and treatment (Figure 5). 
For example, a novel subset of tissue-resident memory T cells has recently been 
identified in the setting of asthma using scRNA-seq103. This study also showed that 
mostly T helper 2 cells are dominating the cell-cell interactions in the asthmatic 
airway wall, whereas in healthy controls mostly epithelial and mesenchymal cell 
types are communicating with each other. Integration of the gene expression of this 
asthma-associated cell type with asthma-associated genetic risk variants would 
further increase our understanding of the disease and such knowledge would greatly 
accelerate the development of personalized/precision treatments in the future. It is this 
information about how genes interact differently between individuals as a function of 
their genetic predisposition that will be obtained through the results of our consortium 
(Figure 5). One of the major benefits of such personalized treatments is in prescribing 
the correct drug based on the individual (mechanism that underlies) susceptibility to 
disease. Currently only between 4% and 25% of the people respond to commonly 
prescribed drugs104, showing the need to better predict drug responsiveness and 
thereby avoid unnecessary exposure to side-effects.

This high interindividual variability in drug response is a consequence of genetic 
and environmental exposure differences between individuals, which can result in 
differences in drug metabolism, absorption and excretion (pharmacodynamics)105. 
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For example, a variant in the CYP2C19 gene changes the response to the anti-
blood clotting drug clopidogrel. The CYP2C19 gene encodes for an enzyme in the 
bioactivation of the drug. CYP2C19 poor metabolizers were shown to exhibit higher 
cardiovascular event rates after acute coronary syndrome, or percutaneous coronary 
intervention, as compared to patients with normal CYP2C19 function106.

While previous efforts have mainly focused on pharmacodynamic variation, 
recent single-cell analyses have revealed that gene-gene interactions can also be 
changed by genetic16 and environmental variation10. For example, two closely related 
SNPs (linkage disequilibrium R2 = 0.92) affected both gene-gene interactions (RPS26 
and RPL21)16 and gene-environment interactions (RPS26 and the respiratory status 
of the cell)10. This shows that gene regulatory network changes may underlie part of 
the interindividual variation in drug responsiveness. However, such effects have never 
been studied in detail before and the extent to which such interactions affect drug 
responsiveness are unknown. The sc-eQTLGen consortium is able to study both how 
gene-gene interactions and gene-environment interactions are affected by genetic 
variation, giving insight into where and when they occur. Importantly, the applied 
methodologies will be easily transferable to single-cell data that is collected in other 
cell types and disease context through other large-scale efforts19 (https://lifetime-
fetflagship.eu). Moreover, several partners within our consortium have generated 
scRNA-seq data in cohorts with extensive information on individuals’ health records 
and drug usage (e.g. the Lifelines Deep cohort107 and the OneK1K cohort). With such 
information, we will be able to validate the link between changes in the gene regulatory 
network and the drug responsiveness of an individual. This allows us to determine the 
predictive value of gene networks for determining responsiveness of specific drugs 
and the applicability of such networks in precision medicine.

As such, the sc-eQTLGen consortium will not only increase our basic knowledge 
about the contribution of genetics in gene expression and its regulation, but will also 
be a valuable resource for drug target identification and validation. To increase the 
impact of this work, all code, guidelines and summary statistics (including all non-
significant results) will become freely available to the community through the sc-
eQTLGen website (https://eqtlgen.org/single-cell.html). For any additional information, 
please visit the contact page (https://eqtlgen.org/contact.html).

Funding
Currently, each group within the sc-eQTLGen consortium is separately 

funded through their own funding. Based on data generated in the pilot study 
that will be conducted in 2020, the consortium aims to apply for consortium-wide 
funding through initiatives like the Chan Zuckerberg Initiative, national (e.g. NIH) or 
transnational (e.g. H2020) funding. M.W. and L.F. are supported by grants from the 
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to L.F.), L.F. is supported by a European Research Council Starting Grant (Immrisk 
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Box 1: Guidelines for creating a population-based single-cell 
cohort

Even though a single-cell eQTL dataset has less discovery power than an equal-
sized bulk RNA-seq eQTL dataset (6.9 fold difference based on the lowest correlation 
that led to the identification of a significant eQTL from single-cell16 vs bulk RNA-seq 
data15), it does provide insights that cannot easily be extracted from bulk data. For 
example, single-cell data allows for the unbiased detection of cell type- and context-
dependent eQTLs and has more power to detect co-expression QTLs16. This makes 
population-based single-cell datasets a valuable addition to bulk-based datasets for 
studying the effects of genetic variation on gene expression and its regulation16, 23. 
In comparison to ‘standard’ single-cell datasets, generating such population-based 
single-cell datasets require some additional aspects to be taken into account. 

First of all, the genetic information that is available for each of the individuals 
in such cohorts can be used to demultiplex pools of multiple individuals within the 
same sample. This approach allows to properly randomize experiments, while also 
significantly reducing cost and confounding effects23, 108. This genetic information 
can either be efficiently generated using genotype arrays109 in combination with 
imputation-based approaches110, or extracted from the scRNA-seq data itself108, 

111. Within the consortium all reads will be aligned to the GRCh38/hg38 reference 
genome and genotypes will be imputed using the Haplotype Reference Consortium 
reference panel112. The basic principle behind genetic multiplexing is that enough 
transcripts harboring SNPs are expressed and detected in each single cell such that 
cells can be accurately assigned to the donor of origin. Furthermore, as the number of 
multiplexed individuals increases, the probability that a droplet harbors multiple cells 
from different individuals increases, thus allowing the detection of multiplets using 
genetic information. This enables the overloading of cells into standard droplet-based 
workflows and overall reduction of cost per cell up to about 10-fold (https://satijalab.
org/ costpercell). As the cost of sequencing and the background multiplet rate reduce, 
the benefits of multiplexing increase. We anticipate that future workflows will allow for 
even higher throughput. 

Secondly, accounting for ethnicity variation and population stratification will 
be required when single-cell data of diverse populations are being analyzed. It is 
known that a different genetic architecture exists between different populations. 
Nevertheless, practical considerations have limited the majority of eQTL studies to 
cohorts of European origin. As an undesirable consequence of this bias in population 
representation, certain variants may not have been detected before113 or the effect 
sizes and associated polygenic risk scores based on the European population may 
not be translatable to other populations114, 115. Therefore, inclusion of datasets from 
different ethnic populations will help reduce long-standing disparities in genetic studies 
and has many analytical advantages116, 117. For example, the increased genotype 
frequency diversity will enhance the range over which gene expression varies, and 
thereby, will further increase statistical power. To implement multi-population sc-eQTL 
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analysis, several challenges have to be addressed. Handling data from populations 
with different levels of population genetic properties such as LD structure, relatedness 
and multiple genetic origins that result in the presence of genetic covariance remains 
important and requires appropriate adjustments to avoid spurious signal and to 
manage the bias in estimating genetic cis- and trans-effects80, 118. This is particularly 
important when differences in cohort-specific genetic characteristics are enhanced 
such as when family-based and unrelated cohorts or cohorts of different ancestries 
are analyzed. Failing to account for these effects affects the accuracy of mapping and 
results in false positives.

Finally, studying genetic variation at the single-cell level adds some extra 
requirements for the number of cells per individual and the number of individuals to 
be included in the study. The number of cells per individual will mainly define for which 
cell types in a heterogeneous sample such as PBMCs eQTL and co-eQTL analyses 
can be performed. In contrast, the number of individuals will mainly define the 
number of genetic variants for which effects on gene expression can be confidently 
assessed. A recent analysis showed that, with a fixed budget, the optimal power for 
detecting cell type-specific eQTLs is obtained when the number of reads is spread 
across many individuals119. Even though a lower sequencing depth per cell results in 
a lower accuracy of estimating cell type-specific gene expression levels, many more 
individuals and cells per individual can be included for the same budget. As a result, 
the optimal experimental design with a fixed budget provides up to three times more 
power than a design based on the recommended sequencing depth of 50,000 reads 
per cell (for 10X Genomics scRNA-seq). In contrast, for co-eQTL analysis there is a 
different trade-off between sequencing depth, number of individuals and number of 
reads per cell; while for eQTL analysis gene expression levels among cells of the same 
cell type can be averaged, for co-eQTL analysis you cannot as this would prohibit 
you from calculating a gene-gene correlation per individual. Therefore, for co-eQTLs 
the sequencing depth will be a major limiting factor that determines the number of 
genes for which you can confidently calculate gene-gene correlations. Altogether, 
depending on the goal of your study, the optimal balance between sequencing depth 
and number of individuals and cells per individual will be different. By the end of 2020, 
the sc-eQTLGen consortium will provide standardized pipelines and guidelines for 
single-cell population genetics studies.
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In this thesis we have described several strategies to study how genetic 
variation impacts gene expression levels in a cell-type- and context-specific manner. 
In this Discussion, I place the research that I have conducted in the context of past, 
current and future developments in the field of single-cell technologies and provide an 
outlook on where this field of research is likely to move in the years to come.

Availability of single-cell technologies
Technological advancements in the single cell field continue to happen at a 

rapid pace, with each advance allowing new research questions to be answered 
that help us better understand health and disease. When I started my PhD, single-
cell technology was still in its infancy, but the technology and field advanced greatly 
during my PhD. In this thesis, I described how single-cell RNA sequencing (scRNA-
seq) can be applied to look into the context-specificity of gene expression and how it 
is influenced by genetic variation. In this chapter, I discuss how the new technological 
developments can alleviate some of the limitations we encountered and how I envision 
these techniques can be used to continue the research we have initiated in the future.

Understanding single-cell data for context-specific 
analyses

While single-cell data holds very strong potential for answering exciting research 
questions that could not be easily studied before, it still has several limitations. As a 
consequence, analyses require that certain assumptions be made with regards to 
the underlying data, thereby limiting most currently available computational methods 
to specific use-cases. Nevertheless, just as tremendous technological advances 
have been made in generating single-cell data, the tools to analyze them have also 
continuously improved. Here, I describe the current state of the field and discuss 
several of the unsolved limitations and (implicit) assumptions.

Assigning cell types
Even though the genetic information in all cells of a single individual is identical 

(excepting germ cells and the presence of somatic variation), gene expression varies 
strongly between individual cells, even when considering cells of the same cell type1. 
Current tools mostly require cells to have a distinct cell type classification for analysis, 
both to compare between cell types and to identify patterns within a cell type2. For 
example, in differential expression analysis, a cell type A is compared to cell type B to 
identify genes that are significantly differentially expressed between them. Cell types 
are currently classified either by clustering analysis with manual annotation, or more 
recently by automatic cell type annotation tools.
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While most comparative analyses require distinct cell types, there are ongoing 
discussions about what defines a cell type3. The practical definition of a cell type uses 
its function, morphology, tissue of origin and gene and protein expression patterns. 
However, actual cell types cannot be defined as easily because their functions and 
expression patterns depend on their cell state. As some cells can transition between 
states with various functions, it is important to take cell state, function and lineage 
into account to define cell types. Interestingly, Svensson et al. showed that there 
is a correlation between the number of reported cell types and the number of cells 
sequenced in a study4. This is not due to biology but rather due to the necessity 
of having sufficient cells of each cell type for analyses. In Chapters 5 and 6, we 
deliberately reported a less detailed cell type classification than we were able to make 
so that we could retain the intended robustness for the analyses. I expect this problem 
to be alleviated in the future in two ways. The first is through the development of tools 
that take more than just categorical cell type classifications as input, using instead 
a combination of cell type and the position on a cell state trajectory5, or cell type 
probabilities6, or creating overlapping cell neighborhoods7. Tools that use trajectories 
are already being created. For example, Van den Berge et al.8 developed a tool that 
uses trajectory information for differential expression analysis and Cuomo et al.9 used 
such information for eQTL analysis. The second way that number of cells of a defined 
type is likely to become less important in the future is by the continued improvements 
on the number of genes for which gene expression will be measured per captured cell, 
with costs per cell remaining constant or even decreasing.

Dropouts in single-cell data
Dropouts are instances where there is incomplete capturing of the transcriptome, 

often resulting in no expression being measured for that gene even though the cell did 
express it10, an effect that can be shown when comparing RNA FISH to scRNA-seq 
data11. Differences are observed between different single-cell technologies that affect 
the number of dropouts and the robustness of the results of analyses. For example, 
Wang et al. performed a direct comparison between 10X Genomics Chromium and 
Smart-seq2 in which they found that there are approximately 1.4 times more dropouts 
in 10X data than in Smart-seq2 data12. For the data used throughout this thesis, this 
means that at least some of the zero values can be explained by technical deficiencies. 
In another example, Yamawaki et al. did a systematic comparison of different high-
throughput scRNA-seq techniques and showed how capture efficiencies, library 
pool efficiencies and the number of genes detected improved between the 10x v2 
and v3 chemistry13. I expect similar improvements to continue in the foreseeable 
future throughout all single-cell technologies, leading to a reduction in the number 
of dropouts. Improvements are also being made into mapping strategies. Pool et al. 
showed that by including intronic regions and correcting for overlapping gene regions, 
they were able to identify expression for 20% more genes14.
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Another frequently used technique to reduce dropouts is gene expression 
imputation, which will greatly benefit from improvements to capturing efficiencies. 
Currently, the performance of imputation strategies suffers due to high sparsity, and 
it has been shown that imputation algorithms work better when the percentage of 
zeros decreases15. While testing different gene expression imputation strategies in 
Chapter 2, two issues occurred frequently among tested strategies (data not shown). 
The first was that no gene expression could be imputed because that gene only 
showed expression in a very small number of cells, making it impossible to identify 
correlated but more abundantly expressed genes that could be used to make 
inferences for the low abundance gene. The second phenomenon we observed was 
over-imputation, where expression found in one cell would be imputed into all other 
cells. This sometimes resulted in the abundant expression of multiple genes that were 
markers for different, mutually exclusive, cell types. I expect more advances to come 
from single-cell technology that allows measurements of various omics data from the 
same cell. Combining the measurements of these different omics will make it possible 
to infer a missing value via another correlated measurement, greatly reducing the 
number of zero values in all of omics layers16.

Studying the interplay between genetic variation and 
pathogen infection in blood 
Using scRNA-seq to study the genetic effects on gene expression

Since the first genome-wide association studies (GWAS) were completed 
around 2006, there has been an increased need to systematically study how genetic 
variants affect biological processes in order to better explain disease pathology in 
humans17. Expression quantitative trait loci (eQTLs) have been used to directly link 
changes in genotype to differences in gene expression, but they have not been able 
to identify likely causes for disease for the vast majority of variants18. We hypothesized 
that this was partly due to context-specific effects that were missed in the majority 
of studies, which often used bulk RNA-seq19,20. To address this, we set out to identify 
context-specific eQTLs using scRNA-seq.

This started in Chapter 3, where we performed a cell-type-specific eQTL 
analysis and introduced the concept of co-expression QTLs. We found that data 
from just 45 individuals allowed us to identify cell-type-specific eQTLs, but not in a 
genome-wide fashion due to statistical power limitations. In Chapter 5, we attempted 
this with a much larger dataset, using data from 120 individuals taken at seven 
timepoints and, while we identified significantly more context-specific eQTLs, we still 
lacked the statistical power needed to accurately detect these eQTLs genome-wide. 
We restricted the single-nucleotide polymorphisms we tested to those for which the 
eQTLGen consortium had already identified a cis-eQTL effect and required a minor 
allele frequency (MAF) above 10% to ensure we had sufficient coverage of those 
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variants. Both the MAF cut-off and our sample size prevented us from studying the 
effects of rare variants, even though pathogenic variants are more often rare21. With 
that in mind, I expect much progress to be made in the future as larger sample sizes 
allow for genome-wide eQTL analyses and less stringent MAF filtering enables the 
study of rare variants.

Improving context-specific eQTL analysis
One way to resolve these issues is to increase sample sizes, and we therefore 

initiated the single-cell eQTLGen Consortium, as described in Chapter 7. Within this 
consortium, we have already increased the number of donors to almost 20 times 
the number in Chapter 5. While this may be large enough to do a first genome-wide 
cis-eQTL analysis, I expect we will need significantly more samples to be able to 
identify the effects of rare genetic variants. In the eQTLGen Consortium, a genome-
wide cis-eQTL analysis was run using 31,684 individuals20. Within this study, we 
identified cis-eQTLs for most genes, and it seems that an increase in power will only 
yield additional findings in very lowly expressed genes. However, we have observed 
that overall statistical power is lower in scRNA-seq data than in bulk RNA-seq for 
datasets with the same number of individuals, indicating that many more samples will 
be required to run a comprehensive genome-wide cis-eQTL analysis, and even more 
would be needed for a genome-wide trans-eQTL analysis9,22, though others have 
reported similar power between single-cell and bulk eQTL analyses23.

Improvements can also be made on a technical level. Thus far, most single-cell 
eQTL studies have used tools from bulk studies and used the average expression 
across all cells of the context of interest for an individual24,25. Now, eQTL mapping tools 
are being developed that are specially tailored to scRNA-seq data, and these use the 
information of all cells instead of taking the average5. However, it remains to be seen 
whether such tools can be used in large-scale meta-analyses. Improvements are also 
being made in other contexts, e.g. the single-cell eQTLGen consortium, that allow for 
the integration of covariates such as the number of unique molecular identifiers, read 
depth, number of sequenced cells per individual and biological covariates such as 
sex, ethnicity and age23,26.

Finding the right context
In theory, there are an infinite number of potential contexts in which an eQTL 

might exclusively manifest, but not all of them are likely to be relevant for disease. 
Finding the right context to study is therefore imperative for understanding disease. 
While many tissue-specific eQTL effects have been extensively mapped within the 
Genotype-Tissue Expression (GTEx) project, the project mostly looked at healthy 
tissues from deceased donors and was unable to assess individual cell types27. 
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In Chapters 4 and 5, we used ex-vivo pathogen stimulation to study the 
molecular responses to potentially infectious pathogens in peripheral blood 
mononuclear cells (PBMCs). By looking at ex-vivo responses to fungal, gram-positive 
bacterial and gram-negative bacterial, we could investigate a wide range of  genes 
associated to immune responses, although our measurement timepoints meant we 
were mainly able to investigate the immediate innate response. The extent to which 
the responses to these three different types of potentially infectious pathogens were 
similar was quite surprising. We saw a larger difference between timepoints for the 
same pathogen (3 versus 24 hours) than between pathogens at the same timepoint, 
although this could be different for other types of infectious agents such as by viruses, 
intracellular bacteria and parasites28.

While several pathogen-dependent eQTLs could be identified, their individual 
importance to the pathogen response remains unclear. While we normally link eQTLs 
to significantly associated GWAS variants, this was not possible here. Sample sizes of 
GWASes for infectious diseases are often limited29. Generally, a p-value threshold of 
5*10-8 is used to define statistically significant loci30, but no loci reached this threshold 
for the infectious diseases associated to the stimuli that we studied, despite earlier 
evidence of there being a genetic component to the infection susceptibility31,32. To 
overcome this, we looked for several lines of evidence (from differential expression, 
co-eQTL analysis and experimental follow-up) pointing in the same direction to 
identify potentially disease-relevant variants and their effects.

Another complication of studying the response of white blood cells on potentially 
infectious disease agents in a population-based cohort like Lifelines is that an actual 
infection is difficult to model ex vivo. In our stimulation studies, dead pathogens were 
added to PBMCs, and in much higher concentrations than would occur in nature. This 
may overstimulate some parts of the immune response, while not triggering other parts 
at all. In most stimulation experiments, the ex vivo experiment deviates even further 
from an actual infection because specific stimulatory factors (e.g. lipopolysaccharide, 
various interleukins or TNF33,34) were used instead of whole pathogens.

The issue of overstimulation is not present when comparing a diseased 
population to healthy controls, but the potential problem of sample size remains. One 
group that looks at a specific disease population is dr. Jimmy Ye’s group at UCSF, who 
performed scRNA-seq on 162 systemic lupus erythematosus (SLE) patients and 99 
controls to identify disease-specific eQTLs35. While such studies are incredibly valuable 
for the target disease, it is impossible for every disease to be studied in that detail due 
to the lack of appropriate disease cohorts and the high costs of generating the data. 
Furthermore, these studies run into the issue that it is hard to prove causality for the 
identified effects due to the wide variety of factors that can differ between a disease 
population and a healthy control population. To reduce costs, it is possible to use large-
scale population-based cohorts such as Lifelines36 and UK Biobank37 (UKBB). These 
cohorts not only have genetic and transcriptional data available, they also include 
a wide variety of other data modalities, as well as extensive medical records. With 
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all these data layers, these cohorts are also a great resource for replicating findings 
for a wide variety of studies. Additionally, in exceptional circumstances, such as the 
Covid-19 pandemic, in which a high percentage of the population become ill, new data 
can be generated for those individuals who become infected to directly compare the 
same individuals before and after infection. Beyond such exceptions, the information 
and opportunities these cohorts provide make it important investments and should be 
continuously updated with data generated using the latest technologies.

Future perspectives
The recurring theme of this thesis is the need to perform studies in the correct 

disease-relevant contexts. Ex vivo systems with human cells that recapitulate the 
dynamics, microenvironments and architectures of the native tissues would allow 
us to study these disease-relevant contexts. To this end, there have been exciting 
developments over the past decade in the field of stem cell─derived tissues that 
can be combined with organs-on-a-chip (OoC) technology. OoCs are microfluidic 
devices in which tissue functions can be closely mimicked. These technologies have 
already been shown to enable modeling of complex human tissues and organs in 
a controllable yet highly physiologically relevant system38. Using human induced 
pluripotent stem cells (hiPSCs), potentially any human tissue consisting of multiple 
cell types can be recapitulated on these chips. Many human tissues have already 
been successfully reconstituted, including gut39, lung40, bone marrow41, heart42 and 
liver43. However, a current limitation of OoC technology is the lack of large amounts 
of well-genotyped hiPSC cells covering a wide range of phenotypes, polygenic risk 
scores and ethnicities and that it is currently not standardized, with many academic 
groups making their own low-throughput systems44. As the technology matures and 
standards arise, it is expected that OoCs will have high-throughput systems to model 
most tissues in a way that changes the way we model disease, develop and test drugs 
and use precision medicine45. I expect that by coupling multiple organ-specific OoCs, 
we may be able to better mimic the complexity of an organism while still being able 
to experimentally control for factors of interest. I expect this will eventually allow us to 
perform context-specific eQTL analyses in a highly controlled fashion, increasing our 
power to detect such effects and maybe better capturing the in vivo context.

To be able to study eQTLs, we need to capture the various genotypes for each 
variant we want to study in sufficient amounts to make inferences on the effect of 
individual genetic variants on gene expression. Using CRISPR-Cas genome editing 
tools, it is becoming increasingly feasible to change single bases, allowing us to 
make cell lines or OoCs with specifically tailored genotypes recapitulating monogenic 
disease46. Previously, changes were limited to cytosine base editors and adenine base 
editors, allowing only the four transition mutations (C«T, A«G)47. With prime editing 
(PE), such limitations no longer exist, and even small insertions and deletions can 
be introduced48. Using PE, Anzalone et al.48 estimated that up to 89% of pathogenic 
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human variance recorded in the clinical variance database (ClinVar) can be corrected. 
Both off-target effects and the byproducts of the gene editing were reduced using PE, 
while retaining or even increasing the efficiency compared to base editors, and this 
will likely improve further in the near future. This will enable the use of CRISPR-Cas 
genome editing to specifically assess those variants that are likely disease-causing 
and identify their effects on transcription within the OoC systems, vastly improving 
the process of identifying and interpreting the downstream molecular effects of 
individual genetic variants. This holds most potential for monogenic diseases, but 
even in complex disease, it can help understand how the individual variants may 
independently contribute to the disease.

I also expect gene regulatory network (GRN) reconstruction to benefit greatly 
from coming advancements in single-cell technologies. In Chapter 6, we used 
scRNA-seq data to reconstruct GRNs and look for personalized components, but 
we were unable to make large directed networks. We showed that gene expression 
levels strongly affected our ability to identify co-expression and co-expression QTLs 
(co-eQTLs), limiting us to only reconstructing portions of the networks. Despite the 
challenges due to sparsity, scRNA-seq does remove the issue of Simpson’s paradox, 
which occurs when using bulk RNA-seq data, showing scRNA-seq’s potential and 
importance in reconstructing GRNs. In Chapter 2, we hypothesized how personalized, 
directed, cell-type-specific GRNs can be used to identify key driver genes of disease. 
By making small genotypic alterations with CRISPR-Cas genome editing in an OoC, 
we should see transcriptional changes in a controlled environment that would allow us 
to more accurately reconstruct such networks and not only identify eQTLs with high 
precision49. We would be able to modify the strongest complex disease-associated 
variants in these systems, enabling the identification of the most disease-relevant 
pathways and potential key disease-driving genes that could be used as drug targets. 
However, we have seen that network structure is not only dependent on cell type and 
genetic make-up, it can also change upon exposure to environmental stimuli.

When a stimulus is added to an OoC system, the cells’ exposures are 
dependent on the position within the tissue, unlike when a stimulus is added to 
cells in suspension outside the body. To account for this difference, it is important 
to know the spatial position of the cell when assessing its transcriptional profile. 
Using spatial transcriptomics, we are now able to take a slice of a tissue, retaining its 
spatial structure, and study gene expression50. While this technique is not intended 
for non-solid tissues like circulating immune cells, one can use, for example, bone 
marrow41 or lymph node tissue51 as alternatives to study immune cells. When looking 
at response to environmental triggers, the spatial information may help identify a 
gradient of response that helps distinguish between strongly responding, weakly 
responding and even unexposed cells, revealing which genes are transcribed first 
upon activation and which follow. Such information can help in adding directionality 
to the networks as another layer of evidence in addition to eQTLs and RNA velocity, 
as described in Chapter 2. To overcome some of the challenges with RNA velocity 
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that we identified in Chapter 6, it would be possible to use full-length transcriptome 
sequencing, for instance with Smart-seq352, which would also enable us to look into 
various other factors such as allele-specific expression, splice-QTLs and alternative 
polyadenylation QTLs.

Together, OoCs, PE, directed GRNs and spatial transcriptomics promise a 
great future for understanding (context-specific) gene regulation. Many efforts are 
ongoing to improve these techniques and to provide large resources for the scientific 
community to use, such as the human Organ and Disease Model Technologies (hDMT) 
consortium for integrating OoC as disease models53, the Human Cell Atlas (HCA) to 
create a complete reference map of human cells54, the GTEx project to map variation 
in gene expression levels across individuals in diverse tissues27 and the eQTLGen and 
single-cell eQTLGen consortia to create a comprehensive map of eQTLs in human 
blood20,55. As the amount of data continues to increase in both volume and complexity, 
I expect that research groups will more frequently collaborate in these kinds of large 
international consortia. With that growth comes an opportunity and a responsibility 
to include more ethnicities in our research and to allow for more diverse teams to 
conduct the research. I fully believe that the output of such consortia will eventually 
lead to the implementation of more personalized healthcare.

Conclusions
The work in this thesis has laid some of the groundwork for doing eQTL analysis 

and GRN reconstruction in scRNA-seq data and expanded our understanding of 
context-specific transcriptional variation in blood. We have also provided resources 
for cell-type-specific eQTLs and stimulation-dependent eQTLs. In addition, we 
introduced the concept of co-expression QTL mapping and extensively tested 
strategies to systematically identify them. For GRN reconstruction, we have shared 
an outline of how we envision GRNs can be built with scRNA-seq data and have done 
extensive testing on the best methods to identify co-expression and gene clusters. 
Finally, through the sc-eQTLGen consortium, we have developed the infrastructure 
for an international, collaborative effort to map context-specific eQTLs. I expect 
that these and similar efforts will contribute to a better understanding of functional 
genomics and through that help realize personalized healthcare systems in the future.
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Summary
The human immune system is a complex system that we still do not fully understand 

despite its importance and the amount of effort humanity has put into studying it. No 
two bodies react the exact same way when a bacteria, virus or fungus attacks the body. 
We know of many different factors that lead to these unique responses, such as the 
DNA, the type of pathogen that attacks, previous exposure to the pathogen and many 
other factors. The impact of each of these factors on the overall immune response is 
extremely complex already, but each of them also impact each of the components 
that make up our immune system differently. Some factors will affect T cells, but not 
B cells, others affect both or neither. The impact of all these important factors on the 
many different cell types involved in our immune systems is yet to be understood. As 
technology evolves and our knowledge expands, we are able to study new scientific 
questions and increase our understanding of the human immune system. 

One of the largest technological evolutions was regarding DNA sequencing. 
Scientists started to gather DNA from large groups of people and then studied which 
positions in the DNA affected the risks to diseases, bodily characteristics and even 
unexpected things such as your income. This type of study is called a genome-wide 
association study and with it many association were identified. However, it quickly 
became clear that these associations needed further investigation before they could 
help us understand the phenotypes they associated with. One of those types of 
investigation attempts to learn the relation between the DNA variants and the gene 
expression levels (eQTL) of the over 20,000 genes scattered across the human 
genome. However, the relation between these DNA variants and gene expression 
levels are not necessarily constant throughout our bodies. They can have very different 
effects in one cell type compared to another. Due to the restraints of technology at the 
time, it was very difficult to overcome this problem and it wasn’t until single-cell RNA 
sequencing (scRNA-seq) became available and affordable that people could account 
for this in their study designs.

This thesis uses scRNA-seq to study the relations between genetic variants 
and gene expression levels in a cell-type-specific manner in an attempt to better 
understand the human immune system. In chapters 1 and 2, we explain how the 
scientific field evolved to get to the point where we could do these cell-type-specific 
analyses and what equipment is needed for it. We share our expectations of how the 
unique features of scRNA-seq data not only allows increased resolution for eQTL 
analyses, but also how it can be leveraged to understand the relations between genes 
to reconstruct cell-type-specific gene expression networks. These gene networks 
often represent important biological processes that happen within our cells that can 
be used to help understand disease and develop new drugs.

Chapter 3, is our first and one of the very first single-cell eQTL analyses ever 
performed and was important to the field to show that scRNA-seq technology could 
be used to study the effects of genetic variants at never-before-seen resolutions. 
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Although it was expected, we could finally show that the effects of these genetic 
variants was different in different cell types and thereby provided extra evidence to 
the hypothesis that many disease-associated genetic variants likely worked through 
changing gene expression level and that those genes had not been identified yet 
because the right context of those effects had not yet been identified. Interestingly, 
we showed that genetic variants not only change gene expression levels, but can 
also change how genes co-express (co-eQTL). This means that your genetics can 
change the gene networks that we use to understand disease and develop drugs 
with. However, this analysis required more data to be performed systematically in a 
genome-wide manner, but did inspire the research in the other chapters of this thesis. 

In chapter 4, we added an extra level of context to our analyses. We exposed the 
blood cells we had collected to a Candida albicans fungus and then studied its effects 
on gene expression across cell types. We saw that the exposure to the fungus also 
changed the expression levels for many genes in a cell-type-specific manner. More 
importantly, we showed that there was an interaction between the genetic variants 
and the fungal exposure, where for a  gene we found that only people with a specific 
variant had the desired immune response and others did not. We performed an extra 
experiment to validate our findings and could show that the genetic variant changed 
whether monocytes, required to attack the fungus once it is in the bloodstream, would 
move towards the location of the fungus or not.

Chapter 5 combined the analyses of chapters 3 and 4, but made increased 
the number of cells and people (and thus the genetic variation) substantially. We 
also studied the effects of two extra bacterial pathogens in addition to the effects 
of Candida. For all three of these conditions we also added an extra timepoint, to 
see how the immune response would change over time. We found that the length 
of exposure also affected the expression levels and had interaction effects with 
genetics. Additionally, we saw that the three different pathogens triggered had some 
unique aspects in the associated immune response, but found that this was not as 
strong as the effect of the length of exposure. This new dataset also allowed us to 
study whether co-eQTLs were affected by pathogen exposure and indeed saw that 
this was the case.

In chapter 6 we leverage this huge dataset to reconstruct gene networks for 
different cell types and more systematically study the effects of genetics on these 
networks. Unfortunately, despite the size of this data, we still could not do a full co-
eQTL analysis and realise the dream we described in chapter 2. Therefore, we focused 
on giving the field a guideline on how best to conduct co-expression analyses with 
scRNA-seq data and ran simulations to show what kind of data would be required 
to do a full co-eQTL analysis for when the right datasets are generated and such 
analyses can be performed.

One way to overcome the limitations of analyses that result of having insufficient 
data, is by combining datasets into a meta-analysis. For chapter 7, we established 
the single-cell eQTLGen Consortium to bring together all the research groups that are 



212

Appendix

working with similar datasets as us, so that we can improve and expand the analyses 
that we can run. This chapter explains the process of how we will combine all this data 
and how we can ensure the privacy of all research participants, while still allowing for 
genetic analyses to be performed. 

Finally, in chapter 8, I describe how I expect the single-cell field to evolve and 
how other technologies will be integrated into single-cell analyses to provide further 
contexts to study how some genetic variants lead to disease and how this information 
will be used for precision medicine. 
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Samenvatting
Het menselijk immuunsysteem is een complex systeem dat we nog steeds niet 

volledig begrijpen ondanks dat het zo belangrijk is en dat het enorm veel bestudeerd 
is. Elk lichaam reageert anders wanneer deze in aanraking komt met een bacterie, 
virus of schimmel. We kennen veel verschillende factoren die bijdragen aan het 
uniek maken van de immuunrespons, zoals het DNA, het type pathogeen, eerdere 
blootstelling aan pathogenen en nog veel meer. De impact van al deze factoren op de 
gehele immuunrespons is al enorm complex, maar elk van deze factoren heeft ook 
nog eens een uniek effect op de losse componenten die samen ons immuunsysteem 
maken. Zo zullen sommige factoren een effect laten zien in T cellen, maar niet in B 
cellen, en andere factoren juist in beide en weer andere in geen van beide celtypen. 
The volledige impact van deze factoren op de verschillende celtypen en de gevolgen 
daarvoor op het immuunsysteem zijn nog niet bekend. Terwijl technologie verder 
ontwikkelt en onze kennis steeds dieper wordt zijn wij steeds verder in staat om nieuwe 
wetenschappelijke vragen te beantwoorden die ons het menselijke immuunsysteem 
steeds beter leren te begrijpen.

Een van de grootste technologische evoluties was die van het DNA sequencen. 
Wetenschappers begonnen het DNA van grote groepen mensen te verzamelen en 
konden zo bestuderen welke posities in het DNA effect hadden of ziekterisico’s, 
lichamelijke eigenschappen en soms zelfs onverwachte dingen zoals je inkomen. 
Dit type studie heet een genome-wide assocation study en hiermee werden enorm 
veel associaties gevonden. Het werd echter al snel duidelijk dat dit soort associaties 
meer onderzoek nodig hadden voordat we deze konden gebruiken om alle fenotypes 
mee te begrijpen waarmee de varianten geassocieerd werden. Een van de types 
vervolgonderzoeken bestudeerd de relatie tussen de DNA variant en de genexpressie 
levels (eQTL) van meer dan 20.000 genen die in het menselijk genoom zitten. Maar 
ook dit soort analyses hadden limitaties, bijvoorbeeld doordat de effecten van de 
DNA varianten op de genexpressie niet constant zijn door ons hele lichaam heen. Zo 
kunnen ze heel anders zijn in het ene celtype dan in het andere. Met de technologie 
van toen was het enorm lastig om hiervoor te kunnen corrigeren en het werd pas 
grootschalig mogelijk toen single-cell RNA sequencing (scRNA-seq) beschikbaar en 
betaalbaar werd.

In mijn proefschrift heb ik scRNA-seq data gebruikt om de relaties tussen 
genetische varianten en genexpressie levels op een celtype specifieke manier te 
bestuderen in een poging om het menselijke immuunsysteem beter te leren begrijpen. 
In hoofdstukken 1 en 2 leg ik uit hoe het wetenschappelijke veld ontwikkeld is om tot het 
punt te komen waarin wij dit soort celtype specifieke analyses kunnen doen en welke 
apparatuur ervoor nodig is om dit te kunnen doen. We delen ook onze verwachtingen 
over hoe de unieke aspecten van scRNA-seq data gebruikt kan worden om niet alleen 
eQTL analyses met hogere resolutie te kunnen uitvoeren, maar ook om de relaties tussen 
genen te kunnen bestuderen in celtype specifieke gennetwerken. Dit soort netwerken 
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representeren meestal biologische processen in de cel en kunnen ons helpen begrijpen 
hoe een ziekte werkt en daardoor ook helpen nieuwe medicatie te ontwikkelen.

Hoofdstuk 3 is onze eerste en zelfs een van de eerste single-cell eQTL studies 
die ooit uitgevoerd is en was belangrijk om aan het veld te laten zien dat scRNA-seq 
data gebruikt kan worden om de effecten van genetische varianten te bestuderen met 
een veel hogere resolutie dan hiervoor. Zoals ook wel verwacht konden we laten zien 
dat de effecten van genetische varianten werkelijk verschillend was in verschillende 
celtypes en gaven hiermee extra bewijs voor de hypothese dat veel ziekmakende 
genetische varianten werken door genexpressies te veranderen, maar dat deze 
mogelijk nog niet bestudeerd zijn in de juiste context om dit waar te nemen. Ook 
lieten we zien dat genetische varianten niet allen genexpressie niveaus veranderen, 
maar ook dat ze de co-expressie van genen met elkaar kunnen veranderen (co-eQTL). 
Dit betekend dat de genetica de gennetwerken die wij gebruiken om ziekte mee te 
begrijpen en medicijnen mee te ontwikkelen kan veranderen. Ondanks deze bevinding 
te kunnen maken was de dataset te klein om dit op een systematische manier te doen 
door ons hele genoom en de volledige impact te kunnen begrijpen, maar het stuurde 
ons in de rest van de hoofdstukken in welke onderzoeksvragen wij wilden stellen.

In hoofdstuk 4 voegden wij een extra level van context toe aan onze analyse. 
Wij stelden de bloedcellen die wij verzameld hadden bloot aan de schimmel, Candida 
albicans, en bestudeerden de effecten die dit had op genexpressie in de verschillende 
celtypes. We lieten zien dat de blootstelling aan deze schimmel effect had op de 
genexpressie, maar belangrijker dan dat, we lieten zien dat er een interactie effect 
was tussen het hebben van bepaalde genetische varianten en de blootstelling aan 
de schimmel. Hierbij zagen we dat de mensen met de ene variant een gewenste 
immuunrespons hadden terwijl die met een andere variant dit niet hadden. We hebben 
dit opgevolgd met een experiment om te bevestigen dat deze genetische variant 
invloed uitoefende op het aantrekken van monocyten, die nodig zijn om de schimmel 
mee weg te halen, naar de locatie van de schimmel in het bloed.

Hoofdstuk 5 combineerde de analyses van hoofdstukken 3 en 4, maar deed 
dit op een veel grotere hoeveelheid cellen en mensen, waardoor wij ook naar meer 
genetische varianten konden kijken. Daarbij hebben wij ook gekeken naar twee extra 
bacteriële pathogenen als aanvulling op Candida. Voor elk van de drie condities 
hebben wij ook een extra tijdspunt toegevoegd om te zien op welke manier de duur 
van de blootstelling effect had op de immuunrespons. We zagen dat de lengte van 
de blootstelling een effect had op genexpressie levels en dat het ook een interactie 
had met de genetica. Verder zagen we ook dat de drie verschillende stimulaties 
unieke en gedeelde effecten hadden op genexpressie niveau, maar dat dit een kleiner 
effect bleek te hebben dan de duur van de blootstelling. Deze nieuwe dataset stelde 
ons ook in staat om te kijken of co-eQTLs veranderd werden door blootstelling aan 
pathogenen en zagen dat dit inderdaad het geval was.

In hoofdstuk 6 hebben we deze grote dataset gebruikt om celtype specifieke 
gennetwerken te bouwen en om op een meer systematische manier de effecten 



215

A

Samenvatting

van genetica op deze netwerken te bestuderen. Helaas, ondanks de grootte van 
deze data, waren we niet in staat om een volle co-eQTL analyse uit te voeren en de 
verwachtingen van hoofdstuk 2 te realiseren. Daardoor besloten wij te focussen op het 
maken van een handleiding voor het veld over hoe op de beste manier gennetwerken 
uit scRNA-seq data te reconstrueren en hebben wij simulaties gedraaid waarmee wij 
konden laten zien wat nodig is om een volledige co-eQTL analyse uit te voeren voor 
wanneer de juiste datasets gegenereerd zijn. 

Ten slotte leg ik in hoofdstuk 8 uit hoe ik verwacht dat het single-cell veld zich 
verder gaat ontwikkelen en hoe andere nieuwe technologieën geïntegreerd gaan 
worden in single-cell analyses om nog diepere context specifieke informatie te kunnen 
bestuderen, met als doel om te leren hoe genetische varianten tot ziekte leiden en hoe 
wij deze informatie kunnen gebruiken voor gepersonaliseerde medicatie ontwikkeling.
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Context matters and though my name is on the cover of this thesis, none of 

it would have been possible without the amazing people around me. In science 
nothing is ever truly achieved alone. I’ve had the pleasure to work with people all 
over the world, with incredibly diverse backgrounds and personalities. The push for 
collaborative science is such a good development and I can only hope that it will be 
encouraged even more in the future. Beyond all collaborators, I also have to thank 
a lot of people who helped me throughout everything else in life. I want to thank 
everyone who was directly or indirectly involved in making this thesis happen.

Department of Genetics
Beste Lude, ik wil je enorm bedanken voor de kans die je mij gaf na mijn stage 

om mijn PhD met je te mogen doen. Ik heb enorm veel van je geleerd, niet alleen 
over hoe ik onderzoek moet doen, maar ook over hoe ik dit kan presenteren zodat de 
boodschap van het werk duidelijk over komt. Ik heb de vrijheid die ik van je gekregen 
heb erg gewaardeerd, al was het soms nodig om mij weer even terug op het juiste pad 
te krijgen. Ik ga alle lessen die ik onder jou geleerd heb voor de rest van mijn leven 
met mij mee dragen.

Monique, ik denk dat onze werkverdeling heel goed voor ons pasten en ik heb 
hierdoor vanaf het begin kunnen zien hoe ik het best mijn onderzoek kon opstellen 
terwijl ik jou een beetje kon helpen met hoe je kunt programmeren. Het verbaasd mij 
ook niks dat je nu zo snel al zo veel vooruitgang boekt in je carrière en weet zeker dat 
dit niet gaat stoppen voordat je professor bent. Je gaat het heel ver schoppen en ik 
kijk uit naar alle coole dingen die je gaat ontdekken!

Ondanks dat je halverwege mijn PhD een nieuwe rol kreeg als rector heb ik enorm 
veel van je kunnen leren Cisca. Het was enorm inspirerend om te zien hoe jij altijd meteen 
een onderzoek van top tot teen begreep en kon laten zien waar de zwaktepunten lagen 
door de perfecte kritische vragen te stellen. Ook buiten het onderzoek om heb ik veel 
van je mogen leren tijdens onze koffiepauzes en wanneer wij even konden bijkletsen op 
een terras. Ik hoop ooit half zo goed te worden als jij bent.

To my single-cell buddies, you were always there for me whenever I needed any 
help, advice or just to have a chat. You were all integral in getting all research done, 
so that I can have this thesis today. Harm, you were there from the beginning and you 
were my first partner in crime. I still have many fond memories to the days where we 
locked ourselves in room 12 and programmed all day every day to meet the deadline. 
Roy, I don’t think I’ve ever seen someone work as hard as you do. Your dedication to 
your work is really admirable and has produced many great things for our department. 
Please don’t overdo it, because you are far too good and important to everyone in this 
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group for us to lose you. Shuang, Katharina and Maryna, though our collaboration was 
supposed to be a short final project for my thesis, it ended up being a colossal task to 
do all the work and make sense of any of it. The results often didn’t show us what we 
were expecting or hoping for, but in the end with your perseverance I think we can be 
proud of what we accomplished. I also want to thank the rest of the single cell team; 
Marjolein, Irene, Aaron, Werna and all the others scattered across departments in the 
UMCG that helped elevate everyone’s understanding of the ins and outs of doing 
single cell analyses. I also want to thank everyone in the FrankeSwertz group for their 
support, advice and all the fun we had together.

I don’t even know how to start thanking all the people of the Genetics Department 
that made my time at the UMCG into what it was. So many of you became close friends 
that I still hang out with, even though I’ve gone to work somewhere else. Over the 
years we have done so many different things; watched sport matches, movies and 
series, played sports, videogames, board games and dungeons and dragons, sung 
karaoke, filled in stupid Dutch tax forms, cooked amazing meals and even more cakes, 
gone camping, went on holidays, done many pubquizes, went to fancy parties and of 
course had many, many coffee breaks together. These last few years all of you were an 
incredibly important part of what made me love my job, but also so much more. It was 
because of this that when Covid came and much of this fell away, that I struggled to find 
the same enjoyment that I had before. I’m happy to see that despite Covid, many of you 
are still working hard to organise fun events and group activities. I truly believe that they 
are part of what made our department great, not only because of the fun environment 
it creates, but also to bridge the gaps between the many different research groups we 
have to support collaborative science. I loved to be able to organise the PhD lunches 
with the amazing PIs and management to help bridge the gap even further, and want to 
thank everyone for participating and so openly sharing, while we asked all kinds of silly 
questions. I don’t have the right words to thank everyone who was involved in all these 
things we did together without coming across as being repetitive or insincere, so I’ll limit 
myself to a couple of you who directly helped with the work part of my PhD. 

Kate, as the mum of all PhDs you have not only helped everyone to get their 
theses to not read like it was written by distracted kindergartners, but you were also 
always there to talk through any of the problems we encountered in our daily PhD 
lives. You are an amazing person with a great heart and I wish for every PhD student 
to have someone like you to help them out. 

Janneke, niemand begint bij ons op de afdeling zonder eerst een heel warm 
welkom te krijgen van jou. Jij helpt ons door de chaos heen en geeft ons de sturing 
die wij nodig hebben om daadwerkelijk te mogen werken aan onze PhDs. Ik hoop dat 
nu Covid wat minder ons leven lijkt te dicteren, iedereen weer van alle gezelligheid die 
jij brengt mag gaan genieten. 
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Nine, jij hebt mij vanaf het moment dat je bij ons op de afdeling kwam gesteund 
wanneer ik weer eens bezig was met gekke dingen, waarmee ik mijzelf verder kon 
ontwikkelen op gebieden die niet direct gerelateerd waren aan het doen van een PhD. 
Ik heb met jou de PhD lunches, de activiteitencommissie, PhD mentoring en nog 
allemaal losse activiteiten kunnen organiseren. Dit heb ik altijd enorm leuk gevonden 
en gaf mij een gevoel van betrokkenheid bij de afdeling die heel belangrijk voor mij 
was. Jouw inzet maakt de afdeling een mooiere plek om te zijn en ik hoop dat je hier 
nog lang mee door blijft gaan. 

Ten slotte moet ik uiteraard Olivier ook nog even bedanken. Niet alleen voor al 
je hulp bij het doen van het onderzoek, maar vooral ook voor de compleet gestoorde 
missie die wij aangegaan zijn om de data op ons cluster te organiseren. Wat een werk 
heeft daar in gezeten om alles te ontrafelen en ik zal altijd trots blijven op hoe wij de 
herkomst van run01 in de head directory terug hebben weten te vinden. Ik weet niet 
in hoeverre mensen zich nu houden aan ons datamanagement plan, maar ik vond het 
prachtig om met jou op te stellen. Jij bent een van de scherpste onderzoekers die ik 
ken en ik hoop dat jij nog lang de wetenschap versterkt met je talent.

Collaborations
Katharina and Matthias, thanks for helping us make sense of all the networks 

that we built together. Our work together was a constant battle to understand the 
data, the algorithms and the biology, but despite that I have really enjoyed working 
together with you.

Vicky, Vinod and Mihai, your many insights into the finer details of the immune 
system and the workings of Candida really made us be able to use our data to the 
fullest. Without your help we never would have found LY86 and made our hypothesis. 
Thanks for all your help and your patience with me.

It became clear very quickly what potential the single-cell data had and we all 
knew through the eQTLGen consortium that we could use it so much better if we 
worked together. I’m grateful to see so many of the greatest mind of my field come 
together to make this consortium. Thank you all for working with us and I look forward 
to all the exciting findings in the future.

I also want to thank everyone at Lifelines and especially all the participants of 
Lifelines. Without your willingness to participate in our research, we would not have 
been able to perform any of the studies we did. 
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Friends and family
My dear family, getting to finish my PhD is due to so much more than just the 

work of these past couple of years. You made it possible for me to even start this 
incredible journey and I will be forever grateful for that. Your support, advice and love 
has made me the person I am today and I wouldn’t know what to do without it. Even 
now I still have to ask all kinds of stupid questions and requests to you and you always 
help me out, no matter what, and are always patient with me. Thank you for all you’ve 
done and continue to do for me.

Elke week weer kijk ik uit naar alle gekkigheid die we beleven bij onze DnD 
sessies. Ik heb met zo veel van jullie mogen genieten van de raarste verhalen en ik 
ben er nog steeds niet op uitgekeken. Soms als speler, soms als DM, maar altijd met 
enorm veel plezier. Bedankt voor het samen nerden met een berg snacks.

Mijn week is niet compleet zonder een avondje naar de bios te gaan. Eerst moeten 
we natuurlijk snel slecht eten naar binnen werken en even bijpraten over alles van de 
afgelopen week en dan door naar de meest random films die er zijn. Ik hoop dat onze 
traditie nog lang door blijft gaan en dat we nog vele verborgen pareltjes kunnen ontdekken.

De tijd waarin ik elk weekend tot diep in de nacht ging Magiccen en Dominion ging 
spelen zijn voorbij, maar ik blijf het heerlijk vinden om lekker met jullie te discussiëren 
over de wereld en alle gekkigheden die daarin plaatsvinden. Ik kan mij geen andere 
app groepsnaam verzinnen die slechter overeen komt met de werkelijkheid dan die 
van ons en weet zeker dat wij met zijn allen meer bij elkaar gespammed hebben dan 
al mijn andere chats bij elkaar. Jullie zijn allemaal enorm belangrijk geweest voor mij 
om mij door de moeilijkste periode van mijn leven te krijgen, toen mijn gezondheid ook 
steeds tegenwerkte en ik ben jullie enorm dankbaar daarvoor. Laten we nog jaren lang 
door spelen en door spammen.

Hoe veel mensen kunnen zeggen dat ze nog om gaan met hun vrienden van de 
basis en middelbare school? Het is niet gek dat we inmiddels zo verspreid door het 
land en zelfs de wereld zijn, maar toch doen we ons Kamperen als Beren uitje gewoon 
elk jaar weer. Tenminste, totdat Douwe en Dorien hunzelf werkelijk een keer kapot gaan 
maken en ik ze niet weer in elkaar kan plakken. Soms is er iemand weer een tijd weg 
en komt er weer een nieuw iemand bij, maar de sfeer in de groep blijft altijd hetzelfde 
en ik voel mij er altijd thuis. Bedankt voor alle mooie feestjes, gala’s, kampeertripjes, 
vakanties, Guitar Hero avonden en alle andere dingen die ik met jullie deel.

Mijn liefde voor bordspelletjes is niet zo geconcentreerd in groepjes als alles 
hiervoor, maar toch speel ik met veel van jullie regelmatig bordspelletjes. Het maakt 
niet uit hoe vaak wij samen Spirit Island, Gloomhaven, Great Western Trail, Pandemic 
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of wat dan ook spelen, het blijft altijd mooi. Bedankt voor alle mooie competitie en 
samenwerking. Ooit moet ik eens een bordspel gaan maken en dan gebruik ik jullie 
allemaal als proefkonijn!

Ik heb het geluk gehad veel mensen vrienden te mogen noemen tijdens mijn PhD, 
maar Joram, Marije, Kevin, Renée en Johanne, jullie blijven toch speciaal. Ik heb zo veel 
steun van jullie gehad tijdens mijn PhD, dat ik zeker weet dat ik het niet had gekund 
zonder jullie. Ik kon met jullie altijd praten, even mijn frustraties kwijt en zelfs support 
sessies krijgen in het ML2 lab voor al mijn problemen. We zijn samen op vakanties 
geweest, op weekend tripjes, leuke dagjes uit en hebben natuurlijk ook gewoon 
allemaal gezellige avondjes thuis gehad. Misschien dat wij eigenlijk te oud zijn voor 
pyjamafeestjes, fristi muffins of dierentuinen, maar ik kan er alleen maar van genieten. 

I hope I have captured most of you within the groups above, but some friendships 
cannot be captured in those groups. I don’t know how to thank everyone individually, 
but know that you’ve all meant the world to me.

“Dit is Dylan, hij heeft issues”. Sheree, ondanks deze prachtige introductie hebben 
we het toch voor elkaar gekregen goede vrienden te worden. Onze gedeelde liefde voor 
Mean Girls , chick flicks en slechte kerstfilms heeft toch een sterke band gevormd. 
Bereid je maar voor op nog heel veel filmmarathons en gezellige girls nights samen.

Thamar, eerst samen onze stages doen bij Eriba en daarna tegelijk onze PhDs 
doen. Jij was mijn buddy met wie ik het kon hebben over alle stress en problemen 
wanneer ik even een onafhankelijke blik nodig had, maar ook met wie ik het over de 
eigenlijk belangrijke dingen in het leven kon hebben. Ik wou dat ik ervoor kan zorgen 
dat jij evenveel vertrouwen hebt in jezelf als ik in jou heb, want dan zou je eindelijk 
begrijpen hoe fantastisch je bent.

Tijdens een PhD leer je kritische vragen te stellen over je onderzoek, maar mijn 
gesprekken met jou, Nilouq, dwongen mij altijd om ook kritisch na te denken over 
mijzelf als persoon. Ik vind het altijd heerlijk om met jou te filosoferen over het leven en 
goed na te denken over waarom wij dingen doen op de manier dat wij ze doen. Je bent 
natuurlijk nog zo veel meer dan dat en ik waardeer onze gezellige avondjes altijd enorm.

Anne-Grete, even though you already dumped on my nerdy way of life and the 
hours I spent behind the computer on the first night we met, you’ve become an amazing 
friend who I cherish very much. We’ve had so many dinners, movie nights in which you 
fell asleep and deep conversations together, that I’m sure that much of my personality 
is based on our time spent together. You’re an amazing person, and even though you’re 
now far away, I hope we can continue our friendship for a long, long time. 
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Joram en Marije, naast ons groepje, ga ik natuurlijk nog heel vaak met jullie los 
om. Jullie zijn echt fantastisch. Onze vakantie samen naar de VS was gewoon echt 
perfect en zal ik altijd met veel geluk op terug kijken. Als paranimfen helpen jullie mij 
nu bij het afronden van mijn PhD met een knaller, maar eigenlijk zijn jullie al jaren lang 
paranimfen voor mij geweest waarin jullie alles een feestje voor mij maken. Ik moet 
jullie veel meer bedanken dan ik hier in woorden kan doen, maar ik ga mijn best doen 
dat te doen door jullie dezelfde steun te geven die jullie mij altijd geven.

Johanne, I don’t know what to write for you. You have meant so much for me 
these last few years. You’ve supported me through all the highs, but more importantly, 
you were also there for me when I went through some deep lows. I love how funny, 
caring, passionate and incredibly creative you are. You always inspire me to be a 
better person and actively help me in becoming one. Whenever I’m starting to feel 
down, you are the one to pull me back up and help me get on with things. With you by 
my side, I feel ready to explore the world and I can’t wait to experience it all together.
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