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Fort-Piat

To cite this version:
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Abstract— The paper deals with the manipulation of silicon
microcomponents in order to assembly automatically. The
size of the components vary from 600µm×400µm×100µm to
300µm×300µm×100µm with a notch of 100µm thickness on ev-
ery side. The microassembly process is split up into elementary
tasks (aligning component, positioning component, centering
component, opening gripper, ...) where every one is achieved by
visual servoing. The control laws are of the type exponential
or polynomial decrease of error according to the task. The
performing of the latter has required the implementation of
an effective tracking algorithm in combination with a depth-
from-focus technique in order to maintain the target in focus
and to recover the distance between the gripper and the
component. The process includes the adaptation of the video
microscope magnification to the required resolution (coarse to
fine servoings). A multiple scale modelling and calibration of
the photon video microscope is performed. The picking and
placing of above components were achieved : the errors of
positioning are respectively 1.4 µm in x and y and 0.5 degree
in orientation.

I. INTRODUCTION

More and more companies are interested by automatic
microassembly stations that are precise, repeatable, versatile
and eventually flexible in order to manufacture small and
medium series of hybrid MEMS or MOEMS. Some exam-
ples of that kind of micro components based products are
micro-bearings, laser diodes or instrumented microgrippers.
Examples of microassembly systems can be found in the
following references [1], [3], [4], [5], [10], [11].
The criteria enabling above objectives are :

• the development of weak scale motion sources,
• the development of adequate kinematics combining

wide scale motion and weak scale motion sources,
• the development of accurate feedback information

sources of the work scene,
• the understanding of physical and chemical interactions

at the microscale,
• the development of effective signal processing and

control algorithms.
A lot of solutions have been proposed in the literature:

• Nelson and his teams in the USA and in the Switzerland,
have developed many assembly station [1], [3], [10],

• Sun and Chin in China have presented a microassem-
bly station, in which they used a multiple-view and

multiple-scale approach by visual servoing for micro-
manipulation [2],

• Popa and al are very interested in the manipulation of
the optical fibers, notably by image-based servoing [4],
[6],

• Works concerned by microassembly station agility and
flexibility are presented in the references [7], [8],

The main common feature to those stations is the use
of multiple scale photon imaging systems as information
sources. CCD or CMOS vision sensors are associated with
lenses whose resolutions vary from low for wide scale
motions to high for weak scale motions. Those systems often
include at less two views : a top view for the positioning in
the plane and a side view for the depth positioning. Then,
automatic microassembly implies implementation of visual
servoings paradigms taking into account the scale and view
changing.

The paper deals with the problem of manipulating silicon
MEMS devices. A sequential paradigm is proposed : the
global task is split into elementary tasks where every one is
achieved by visual servoing. The multiscale concept enabling
coarse to fine positioning is also achieved sequentially in
the visual servoing. Section II presents the properties of the
video microscope and their effects on the manipulation. Sec-
tion III describes the concept of micromanipulation process
corresponding to the sequencing of elementary tasks. Section
IV describes the control laws implemented in the visual
servoings while section V describes the vision algorithms.
Section VI presents the results obtained with a monoview
multiple scale photon imaging system. The paper is ended
by a conclusion and analysis of above concepts and results.

II. MANIPULATING UNDER A PHOTON VIDEO
MICROSCOPE

A photon video microscope includes a microscope associ-
ated with one or two cameras. The image quality is mainly
determined by the microscope which is a combination of
at least an objective (with F0 the focal length) and a tube-
length (with the length Top) (figure 2). The tube enables the
obtaining of high optical magnification but makes the system
cumbersome. However, the development optics allows today
the obtaining of high magnification with compact system.



Fig. 1. Image formation principle with a photon microscope

The magnification Γ is of the form :

Γ = (Top/Fo) (1)

High magnification is obtained for very small focal length
or great tube-length.

The depth of field DoF is :

DoF = (n.λ/NA2) + (n.e/Γ.NA) (2)

with λ the wavelength, NA the numerical aperture, n the
refraction index of the medium (air in the case of that
paper), e the resolvable distance of image sensor.

The field of view FoV is :

FoV = (Ts/Γ) (3)

with (Ts) the sensor size.
The increasing of the magnification leads to the decrease of
the field of view.

According to the value of the optical parameters, above
formulas indicate that:

• the depth of field is very weak, about the value of the
wavelength (400µm < λ < 800µm),

• the field of view is weak according to the value of the
magnification.

Those properties complicate the automation of the manip-
ulation, the latter requires the implementation of multiscale
imaging (changes of magnification of zoom according to the
task), of autofocus algorithm in order to get sharp images
whenever the objects move in the work scene.
However those properties can be used to retrieve information
from images using depth-from-focus methods like depth,
shape or pose of objects.

III. MODELLING OF THE MANIPULATION PROCESS

The achievement of a manipulation task requires the
achievement of some elementary tasks in a well determined
order. The performing of any elementary task is possible if
and only if the previous task is completed. As a consequence
a manipulation process can be modelled by a sequence of
tasks logically linked each other.

Let us consider the process of picking up and placing a
microcomponent using a two-finger gripper and a monoview
multiscale imaging system. The sequence of that process is:

• task 1 : autofocusing
• task 2 : detection of the component,
• task 3 : aligning of the component parallel to the axis,
• task 4 : positioning and centering of the component

under the gripper,
• task 5 : opening of the gripper,
• task 6 : going down of the gripper,
• task 7 : closing of the gripper,
• task 8 : grasping of the component,
• task 8 : going up of the gripper with the component,
• task 9 : positioning of the component,
• task 10 : going down of the gripper with the component,
• task 11 : opening of the gripper in order to release the

component,
• task 12 : positioning of the gripper to the initial place.

It is represented as a chart in (figure 3). The tasks relative
to motions are performed at different scales. The tasks 3 to
7 are performed at weak scale i.e. with high accuracy, the
other tasks are performed at wide scale with low accuracy.
The scale change is obtained by changing the magnification
or zoom factor of the photonic imaging system.

Above motion tasks are achieved by 2D visual servoing
approaches. The control laws are of the type exponential
decrease of error for all the tasks except for task 7 where a
polynomial decrease of error is implemented.

Fig. 2. Sequence chart of the picking and placing of a component

IV. VISUAL CONTROL LAWS

1) Exponential Decrease of Error with Adaptive Gain:
The tasks where several degrees of freedom have to be con-
trolled are achieved by a visual servoing with a exponential
decrease of error as exposed in the works of Chaumette and
al [12], [13]. The multiple scale paradigm is introduced by
explicitly modelling the scale factor and the focal length as
functions of the magnification or zoom factor.



Let ζ be the zoom factor. The multiscale calibration is
performed that establishes the relation between the scale
factor k and the zoom factor ζ. It is a polynomial relation
of the form :

k = [c1, c2 · · · c11].[ζ10, ζ2, · · · , 1]T (4)

c(1,...,11) are the polynom coefficients.
As a consequence the focal length f (f(ζ)) and the feature
points (s(ζ)) are functions of the zoom factor ζ.
Let s(ζ) and s∗(ζ) respectively be the current and desired
value of the set of selected visual feature points. The velocity
ṡ of those visual features are linked to the relative velocity
of the camera/scene v by the following equation :

ṡ = Ls(s, Zf , ζ)v (5)

Ls is the interaction matrix and v = [vx, vy , vz , wx, wy , wz]
is the kinematic screw. Zf represents depth information of
the considered object expressed in the camera frame. That
information is calculated by a depth from focus approach.

The interaction matrix for the coordinates x and y is respec-
tively :

Ls(x, Zf , ζ) =

[
−1
Zf

0 x(ζ)
Zf

x(ζ)y(ζ) −1 − x(ζ)2 y(ζ)
]

Ls(y, Zf , ζ) =

[
0 −1

Zf

y(ζ)
Zf

1 + y(ζ)2 −x(ζ)y(ζ) −x(ζ)
]

(6)

Let e be the function task to regulate to zero :

e = (s(ζ) − s∗(ζ)) (7)

The exponential decrease of the function task e :

ė = −λae (8)

leads to the following control law :

v = −λa

�

Lse (9)

λa is a positive gain. For a better convergence (good speed
and without overshot) of e, that gain is adapted to the value
of e according to the following formula :

λa = λmax + λmin − α log(e) (10)

where λmax and λmin are respectively the maximum and
minimum values of λa, α is a constant.
That visual servoing approach can be represented by the
functional chart given (figure 4).

2) Polynomial Decrease of Error: In that visual servoing
only one degree of freedom is controlled. The control law
consists in regulating toward zero the distance between the
desired value sf∗ and the current value s of a feature point.

Let the distance corresponding to the task function be e1 :

e1 = dist(sf ∗ −s) (11)

Fig. 3. The functional chart of visual servoing with exponential decrease
of error

The polynomial decrease of that function leads to the fol-
lowing control :

Cd1(t) =
e1(t)
N

(12)

Where N is constant. That control law Cd1 is used for the
control of one gripper finger (end-effector), for the other end-
effector −Cd1 is used. The motion of the two fingers are
supposed symmetric. That visual servoing approach can be
represented by the functional chart given in figure 5.

Fig. 4. The functional chart of visual servoing with polynomial decrease
of error

V. VISION ALGORITHMS

A. Tracking of a Microcomponent and an End-effector

Image processing and vision are very important in visual
servoing. The following conditions are essential for the
success of the control.
- Vision should be able to deliver visual informations at a
rate near the sampling frequency of the robot control.
- Interaction matrix should be calculated explicitly.
- The command must be robust to little occultations (like
the passage of the micro part under the gripper).

The images of the planar silicon microparts are not very
sharp because of the properties of the microscope. Then a
robust tracking algorithm able of working at real-time is
required. There are several methods of that type which are
usually classified into two groups. The first group consists
in the track of local features like lines, segments, points,



edges... [9]. The results of these techniques are highly
depended of the quality of the images and remain very
sensitive to feature detection [14]. The other group contains
methods that perform a comparison between two frames
in image sequences by minimizing an error based on the
image brightness. Those methods take into account some
parameters like motion, deformation or illumination between
the two frames or the frame and a template.
The tracking method used in the paper is based on the “
Efficient Second-Order Minimization” algorithm proposed
by Malis and al. [14], [15]. The ESM has a very high
convergence rate than other techniques which is an important
property for real-time tracking. Because of the absence of
texture in the images of the microparts, the tracking of the
four points delimiting the bounding box of the micropart is
associated with ESM.

B. Autofocus Achievement

Because of the weakness of the depth of field as ex-
posed above, an autofocus method is implemented in order
to guarantee the obtaining of focused images during the
experiments. The depth of the scene is scanned step by
step, images are acquired and the focus are estimated.
The system is repositioned in the position where the focus
estimation is highest. Three focus estimators have been tested
: the variance FVar, the intercorrelation FA and the Brenner
gradient FB . Yu sun and al have summered a lot of methods
to calculate the focus [16].
The formulas are respectively :

FVar =
1

H.W.µ

∑

H

∑

W

(i(x, y) − µ)2 (13)

FA =
∑

H

∑

W

i(x, y)i(x + 1, y) −
∑

H

∑

W

i(x, y)i(x + 2, y)

(14)

FB =
∑

H

∑

W

(i(x + 2, y) − i(x, y))2 (15)

where H and W are respectively the image height and
width and µ is the mean of image intensity.

The variance focus estimator is choosed because it makes
a trade off between resolution and speed of calculation.
The representation of the focus estimation according to z
motion give two peaks (figure 6): the little peak corresponds
to the gripper and the high peak corresponds to the platform
with the component.
Therefore, it is possible to determine the depth Zf between
the camera and the micropart:

Zf = Zo − Zg (16)

where Zo and Zg are respectively the position of the micro
object and the gripper along the microscope axis.

That depth Zf is used to servoy the motion of the video
microscope on the motion of the gripper (figure 7) .

Fig. 5. The focus estimation result

Fig. 6. Autofocus algorithm

VI. EXPERIMENTS

A. The Microassembly Station

Above vision and control concepts have been validated on
the microassembly cell developed in our lab with commercial
positioning stages, video microscope and home made two-
finger gripper and a compliant support (figure 8).

Fig. 7. Two views of the microassembly cell

In a kinematic point of view it is a 5 DOF robotic system.
Three DOF are achieved by three high accuracy positioning
stages : 2 linear stages forming a XY system (the resolution
of every stage is 0.007 µm) and 1 rotating stage forming a θ
stage (the resolution is 26 µrad). That system represents the
(XYθ) positioning platform unit. A linear stage and a rotating
stage (the latter is positioned at 45 degrees according to the



former) achieve the manipulating unit which supports the
gripper. That gripper includes two fingers with 2 DOF for
each one.

The imaging system is a video stereomicroscope of the
type LEICA MZ 16 A vertically positioned to the work
scene. Then, it delivers a top view of the work scene.
The zoom (and then the magnification) and the focus are
motorized and controlled by a PC. The field of view varies
from 700 µm × 900 µm with a resolution of 1.4 µm at the
maximum of the magnification to 20 mm × 25 mm with a
resolution of 21 µm at the minimum of magnification. The
depth of field varies from 2.9mm to 0.035mm according to
the numerical aperture of the objective. The work distance
is approximately 112 mm.
The workcell is also equipped with a video microscope based
on long tube for the side view but the latter is not considered
in that paper.

B. The Microcomponents to Handle
The objects to manipulate are structures etched

in silicon wafer. Following sizes are considered :
600µm×400µm×100µm, 400µm×400µm×100µm,
300µm×300µm×100µm (figure 9). They have a notche of
100µm enabling them to be assembled each other to form
3D structures.

Fig. 8. The silicon microcomponents of experiments

C. Picking and Placing the Microcomponents
The sequence exposed at the section III is executed using

the visual servoing approaches proposed at the section IV : a
silicon microcomponent is picked up at an initial position and
placed in a target position (figure 10). The images indicate
the change of scale according to the required accuracy of the
task.

Figure 11 shows the result of the task 3 i.e. the alignment
of the component parallel to the x axis. It can be see that
the angle decreases exponentially to zero : the final error is
about 0.5 degree. That very small value shows the relevance
of the control law. It is possible to orientate effectively any
planar component according to the axis.

Figure 12 shows the result of the task 4 i.e. the positioning
of the component according to the gripper. It can be seen
that the implementation of an adaptive gain prevents the
overshoot of the reference position. The final positioning
error is about 1.4µm in x or y directions.

Figure 13 shows the result of the task 7 corresponding to
the closing of the gripper and the grasping of the component.

Fig. 9. Some shots during the studied sequence

Fig. 10. The component alignment

The error ensures the grasping of the component in order to
displace it. In that case the tracking is as exposed down.
A small template image W1(n × m) corresponding to the
gripper tip is defined. Let p1 = (u1, v1) be the (2 × 1)
vector containing the coordinates of the left down pixel in
that template and p2 = (u2, v2) be the coordinates of the
pixel belonging to the object selected to ensure a better
grasping strategy of that object (figure 10). The purpose is



Fig. 11. The component positioning according to the gripper

to move p2 into p1. The control of the piezoelectric actuator
of the gripper by application of a small control Cd1 and Cd2

prevents the large creeps and hysteresis.

Fig. 12. The closing of the gripper and the component grasping

Experiments also show the robustness of the approaches
to small occlusions of the object. The algorithm works when
about 1/4 of the object is out of the field of view or when
the object passes under the gripper.

VII. CONCLUSION

The problem of manipulating automatically micrometric
components is studied.

The proposed idea is to model the process of manipulation
by a sequence of tasks and to perform every task by a visual
servoing. For every task, a control based on exponential
decrease of error is proposed. A second type is proposed
for simple task like soft closing of a gripper : a polynomial
decrease of error. Those visual servoings include the change
of the scale of manipulation as required by the tasks. For
that purpose the model of the vision system integrating the
magnification factor is developed.

Vision algorithms implemented to support above concepts
include autofocus based on depth-from-focus approach and
effective visual tracking in the images.

Experiments with a microassembly station have shown the
relevance of above concepts. The components are aligned
according to the x axis with an accuracy of 0.5 degree,
positioned according to the gripper with an accuracy of 1.4
µm in x and y directions without any overshoot. They are
grasped softly.

Next work will deal with the accuracy of the whole pro-
cess, particularly the final error between desired position and
obtained position. That precision of the process depends on

the control of interaction effects : humidity, thermal growth,
the electrostatic forces... And finally automatic assembly of
3D structure will be conducted.
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