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Abstract

We are living in the time of the digital revolution in which the world we know changes beyond
recognition every decade. The positive aspect is that these changes also drive the progress
in quality and availability of digital assets crucial for our societies. To name a few examples,
these are broadly available communication channels allowing quick exchange of knowledge
over long distances, systems controlling automatic share and distribution of renewable en-
ergy in international power grid networks, easily accessible applications for early disease
detection enabling self-examination without burdening the health service, or governmental
systems assisting citizens to settle official matters without leaving their homes. Unfortu-
nately, however, digitalization also opens opportunities for malicious actors to threaten our
societies if they gain control over these assets after successfully exploiting vulnerabilities in
the complex computing systems building them. Protecting these systems, which are called
high-assurance security systems, is therefore of utmost importance.

For decades, humanity has struggled to find methods to protect high-assurance security
systems. The advancements in the computing systems security domain led to the popular-
ization of hardware-assisted security techniques, nowadays available in commodity comput-
ers, that opened perspectives for building more sophisticated defense mechanisms at lower
costs. However, none of these techniques is a silver bullet. Each one targets particular use
cases, suffers from limitations, and is vulnerable to specific attacks. | argue that some of these
techniques are synergistic and help overcome limitations and mitigate specific attacks when
used together. My reasoning is supported by regulations that legally bind high-assurance
security systems’ owners to provide strong security guarantees. These requirements can be
fulfilled with the help of diverse technologies that have been standardized in the last years.

In this thesis, | introduce new techniques for hardening high-assurance security systems
that execute in remote execution environments, such as public and hybrid clouds. | im-
plemented these techniques as part of a framework that provides technical assurance that
high-assurance security systems execute in a specific data center, on top of a trustworthy
operating system, in a virtual machine controlled by a trustworthy hypervisor or in strong
isolation from other software. | demonstrated the practicality of my approach by leveraging
the framework to harden real-world applications, such as machine learning applications in
the eHealth domain. The evaluation shows that the framework is practical. It induces low
performance overhead (<6%), supports software updates, requires no changes to the legacy
application’s source code, and can be tailored to individual trust boundaries with the help of
security policies.



The framework consists of a decentralized monitoring system that offers better scalability
than traditional centralized monitoring systems. Each monitored machine runs a piece of
code that verifies that the machine’s integrity and geolocation conform to the given secu-
rity policy. This piece of code, which serves as a trusted anchor on that machine, executes
inside the trusted execution environment, i.e., Intel software guard extensions (SGX) [45],
to protect itself from the untrusted host, and uses trusted computing techniques, such as
trusted platform module (TPM) [90], secure boot, and integrity measurement architecture
(IMA) [225]189], to attest to the load-time and runtime integrity of the surrounding operating
system running on a bare metal machine or inside a virtual machine. The trusted anchor
implements my novel, formally proven protocol, enabling detection of the TPM cuckoo at-
tack [205].

The framework also implements a key distribution protocol that, depending on the indi-
vidual security requirements, shares cryptographic keys only with high-assurance security
systems executing in the predefined security settings, i.e., inside the trusted execution envi-
ronments or inside the integrity-enforced operating system. Such an approach is particularly
appealing in the context of machine learning systems where some algorithms, like the ma-
chine learning model training, require temporal access to large computing power. These algo-
rithms can execute inside a dedicated, trusted data center at higher performance because
they are not limited by security features required in the shared execution environment. The
evaluation of the framework showed that training of a machine learning model using real-
world datasets achieved 0.96 x native performance execution on the GPU and a speedup of
up to 1560x compared to the state-of-the-art SGX-based system.

Finally, | tackled the problem of software updates, which makes the operating system’s
integrity monitoring unreliable due to false positives, /.e., software updates move the updated
system to an unknown (untrusted) state that is reported as an integrity violation. | solved this
problem by introducing a proxy to a software repository that sanitizes software packages so
that they can be safely installed. The sanitization consists of predicting and certifying the
future (after the specific updates are installed) operating system’s state. The evaluation of
this approach showed that it supports 99.76% of the packages available in Alpine Linux®
main and community repositories.

The framework proposed in this thesis is a step forward in verifying and enforcing that
high-assurance security systems execute in an environment compliant with regulations. |
anticipate that the framework might be further integrated with industry-standard security
information and event management (SIEM) tools as well as other security monitoring mech-
anisms to provide a comprehensive solution hardening high-assurance security systems.
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1 Introduction

1.1 Progressing Digitalization and Threats

These days computing systems support our everyday life on virtually every level. However,
not all of us realize that our life, prosperity, and geopolitical stability heavily depend on some
of these systems, further referred to as high-assurance security systemsm Some examples of
these are systems processing our medical health records [138], banking applications man-
aging our money [144], key management systems protecting our credentials [37, [159, [88],
or governmental systems storing privacy-sensitive citizens' data. Data leaked from such sys-
tems might be used for blackmail, identity theft, or manipulation of democratic elections
with the help of political preference profiling, just to name a few cases. Essentially, many
of these systems form part of our critical infrastructure, like computing systems controlling
hospitals, nuclear plants, and traffic light systems; telecommunication systems providing the
backbone for security-critical information exchange; or water supply systems including se-
cure water treatment plants and water distribution systems. Deviation from the expected,
normal behavior of high-assurance security systems, resulting from sabotage or a successful
hacker attack, might result in a disaster exposing humans'life to risk. Therefore, we must en-
sure that we protect these systems in order to guarantee peace and stability to our societies
by harnessing all existing knowledge and technology.

Due to the security- and safety-critical character of high-assurance security systems, they
present an attractive target for malicious actors, such as cybercriminals and governmentally
motivated hackers. Cyber attacks against such systems have occurred in the past and will
continue to occur, given the rapid digitalization of our societies. To name a few examples,
in 2021, hackers successfully conducted a ransomware attack on a major US oil pipeline,
which supplies 45% of the East Coast's fuel [49]. The incident resulted in the pipeline shut-
down and a shortage of fuel in the eastern part of the United States. Although protections
against ransomware attacks emerged [284) [29], they proved not be efficient. Security ana-
lytics predict that increasing popularity of ransomware attacks (20% of all incidents in 2019,
23% in 2020) will persist through 2021 [114]. In 2017, hackers managed to tamper with the
emergency shutdown system in a Saudi petrochemical plant [250]. Although the attack re-
sulted only in the plant shut down, it could have led to an accident [59]. In recent years,

Tl refer to the high-assurance security system as hardware, software, and workload providing security-sensitive
functionality to society.
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malicious actors have attempted to infiltrate European and the United States nuclear power
stations [251}1219]. A control gained over software controlling nuclear power stations’ cooling
systems might have allowed the hackers, for example, to cause power plant failure or even
nuclear disaster similar to the one in Fukushima [16]. Successful cyber attacks resulting in
leakage of users’ data are not uncommon. Only in 2020, due to lack of proper protection,
privacy-sensitive data of hundreds of millions of Brazilian citizens, including their sensitive
health records, were leaked [30]. Yet another attack in 2020, this time against United States
government agencies and companies, happened due to malicious changes to the source
code of a network monitoring software distributed via a legitimate update procedure [247].
It allowed attackers to penetrate American’s sensitive systems on an unprecedented scale.
After many months, the scope of this attack is still unknown, but it is suspected that it could
lead to leakage of confidential data.

1.2 Regulations as a Remedy?

Governments force legal entities owning high-assurance security systems to follow strict reg-
ulations 62} 249, 14} 161} 163, [77, [233] that define what security measures they must imple-
ment toisolate high-assurance security systems from potential threats; thus, preventing leak-
age of confidential data and ensuring correct system behavior.

For example, Germany defines protection mechanisms [77] that high-assurance security
systems must implement to shield the privacy-sensitive data in the eHealth systems [[76]. In
particular, the high-assurance security system’s owner must protect physical resources by
enclosing machines inside video monitored security cages in an access-controlled data cen-
ter. At the software level, the operating system must employ technigues to ensure software
integrity. At the same time, the individual processes handling privacy-sensitive data must
run in isolation from the operating system and the operator. Similarly, the European Union
(EU) regulates the financial market and critical infrastructure [61} 62 [233]. The regulations
require restricting physical and remote access to machines to limited personnel. Network,
software, and access control must be constantly monitored, allowing timely response in case
of anomaly detection. Moreover, a dedicated automated system, e.g., SIEM, must correlate
network and system alerts to detect multifaceted attacks.

At the European level, the general data protection regulation (GDPR) [63] also restricts
the geographical location where privacy-sensitive data can be processed, i.e., European citi-
zens' personal and medical data must never leave the EU and cannot be disclosed to anyone
without the citizen's approval El Violating the regulations might result in a fine of up to 20M
euros or 4% of the company's turnover in the preceding financial year. Like this, regulators
force system providers and operators to implement respective countermeasures that even-
tually increase the resistance of high-assurance security systems to data leakage. However,
ensuring that the software processing the data executes in the given geolocation, i.e., on a
computer in the specific data center, especially in the face of powerful adversaries that might
trick the GPS signals, is not a straightforward task.

Notably, regulators do not define how specific requirements must be implemented, leav-
ing system providers freedom in selecting and adjusting the existing technologies to their
individual use cases. From the security perspective, a naive combination of different security
techniques does not necessarily provide more protection than using them individually. This

2More precisely, the data can be exchanged with countries outside EU but these countries must provide at
least equivalent levels of data protection as the GDPR.
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is because of the differences in their designs, threat models, and offered security guarantees.
It usually requires expert knowledge to determine if and how these technologies could be
combined to meet certain security guarantees imposed by regulations. As such, regulations
are just a step in the right direction, but without reasonable design and implementation they
provide little benefit.

1.3 Theory Meets Practice

The advancement of security techniques achieved within the last two decades has become
the backbone for security solutions to meet the strict regulation requirements. The recent
technologies known as trusted execution environments [169, 145, [184] are particularly impor-
tant because they promise to protect individual applications against compromised operating
systems controlled by rogue system administrators. It means that, at least theoretically, we
might execute high-assurance security systems inside the trusted execution environment
and stop worrying about the existing threats jeopardizing operating systems and the oper-
ators controlling them. This is not enough in practice, however. An application executing in
the trusted execution environment by definition cannot exist without an operating system,
which manages computing resources allocation and controls the application’s life cycle. It
means that an untrustworthy operating system might jeopardize the high-assurance secu-
rity system executed in the trusted execution environment because it might shut down the
system or run malware that would extract confidential data processed inside the applica-
tion via microarchitectural or side-channel attacks [260| 277, [189]. Therefore, a trustworthy
operating system is a key element of each high-assurance security system because it pro-
tects the application’s safety and security. Thus, despite being very attractive in terms of
performance and security guarantees, | argue that trusted execution environments should
be accompanied by other security techniques that prevent or at least detect untrusted oper-
ating system states. My reasoning was supported in October 2019 by German policymakers
who defined that German eHealth systems should rely on both concepts to protect German
citizens' data [[77].

A way to attest to the operating system’s trustworthiness is by benefiting from widely
adopted, standardized security techniques known as trusted computing [90} 235 225] (not to
be confused with trusted execution or confidential computing) developed by the not-for-profit
Trusted Computing Group [256] organization. Trusted computing techniques ensure that
only legitimate, certified software executes on a computer. However, because of the differ-
ences in designs, threat models, and security guarantees, it is an open question whether it
is feasible and, if yes, how could the trusted execution environment integrate with trusted com-
puting techniques? Would their combination lead to increased security and at what cost?
Addressing these questions nowadays becomes more and more important because of the
incoming regulations, such as above-mentioned German eHealth regulations [77].

1.4 Establishing Trust in a Remote Computer

Before we provision a remote computer with the confidential data, we must ensure that the
high-assurance security system, which will process these data, is controlled by the expected
operating system running on a computer located in the desired data center, according to
the applicable legal regulations. This is not a trivial task as we cannot be sure that the com-
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puter, with which we are communicating, is not controlled by an attacker who impersonates
the legitimate computer. An attacker could take over the control of the computer by ex-
ploiting computer misconfiguration, using social engineering, or redirecting us to a machine
under her control. By controlling the operating system, she would have enough capabilities
to convince us that we are interacting with a legitimate computer. Thus, we need a technical
assurance that the computer we communicate with is legitimate.

In[chapter 3] I tackle the problem of establishing trust in a remote computer. | show that
trusted computing techniques, which were designed to solve this problem, are not enough
because they are vulnerable to the cuckoo attack [205]. | introduce a novel, practical, and
formally proven defense mechanism against the cuckoo attack that relies on trusted com-
puting and trusted execution environment techniqgues. I implement this defense mechanism
as part of the framework that monitors and enforces the integrity of high-assurance secu-
rity systems distributed among computers in data centers. | evaluate the framework while
protecting a real-world eHealth application (subsection 3.8.1).

The framework establishes trust in a remote computer by first deploying a piece of trusted
software (agent) inside the trusted execution environment on a potentially malicious remote
computer. The agent ensures that the computer is in the expected data center and then
establishes trust with a secure element, like TPM [90], attached to this computer. With the
help of the secure element, the agent extends trust to the operating system using trusted
computing. Eventually, we establish trust with the agent, which certifies that the computer
is legitimate. Only then, we execute the high-assurance security system and provide it with
secrets and confidential data. In | extend the framework with the configuration
management and integrity monitoring system that leverages this technique at scale, allowing
security officers to easily provision multiple computers, define expected integrity states, and
continuously monitor the integrity state.

The proposed approach gives us an important primitive. It allows for trust to be estab-
lished in an operating system running on a remotely accessible bare-metal computer. How-
ever, modern applications are frequently split into smaller services that execute inside dis-
joined virtual machines to utilize computing resources more effectively and simplify their
management. The natural question that arises is that since we can now establish trust in
the operating system running on a bare-metal computer, could we further extend trust in
software executing inside virtual machines hosted on that computer?

1.5 Extending Trust to Virtual Machines

The cloud computing paradigm relies heavily on virtualization to dynamically allocate re-
sources (in the form of virtual machines) on shared computing resources. It is beneficial
for applications that require disjoined execution environments hosted on a single physical
machine or large computing power for a limited amount of time. For example, consider the
eHealth application that provides the electronic receipt functionality, as defined in the Ger-
man eRezept specification [76]. Such a system requires more computing resources during
the day when it is used by doctors, patients, and pharmacies, than during the night when it
is barely used. From the economic point of view, it makes little sense to keep all computing
resources up and running during low activity time. Instead, the cloud computing paradigm
allows computing resources to be dynamically acquired or released depending on the ap-
plication’'s needs and shares the resources with other systems or businesses that currently
need them.
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In | introduce a protocol to establish trust in a virtual machine running on a
remote computer. In contrast to bare-metal computers, virtual machines require additional
software managing computing resources. Such software, its configuration, and administra-
tion remain under the control of the system administrator, who must be trusted to behave
legally. | show that by using the trusted computing techniques, I can effectively limit the
system administrator's capabilities while leveraging the trusted execution environment to
establish and maintain trust in the virtual machine runtime integrity of the software and its
configuration. The proposed protocol is transparent to the virtual machine configuration
and setup. It performs an implicit attestation of virtual machines during a secure login and
binds the virtual machine integrity state with the secure connection. To demonstrate the
practicality of the approach and gain insight into the performance, | built its prototype using
state-of-the-art technologies commonly used in the cloud. The evaluation performed on real-
world applications shows that the approach is practical and incurs reasonable performance
overhead (< 6%).

So far, we have focused on scenarios where the combination of trusted computing and
trusted execution environment techniques is advantageous for systems requiring an increased
level of security. However, certain application owners, like businesses running compute-
intensive artificial intelligence algorithms, might prefer to trade-off some security guarantees
to gain better performance. Thus, the practical approach should grant the flexibility to select
the level of security. The open question is how to enable it for a general-purpose computa-
tion?

1.6 Adding Support for Hardware Accelerators

Over the last few years, big data and artificial intelligence have received a lot of attention
due to advancements in the development of high-performance computing systems. It led to
the creation of many valuable services enhancing our everyday life. For example, machine
learning algorithms support doctors in recognizing brain tumors from magnetic resonance
imaging scans [60], saving humans' lives by reducing the probability of false negatives. Con-
sidering that the European Union positions health and artificial intelligence as fundamental
topics in its strategic plan for years 2021-2024 [64], we might expect similar systems to de-
velop in the near future. For example, the EU4Health program focuses on improving cancer
prevention, control, and care. At a large scale, these objectives might only be satisfied with
the help of digital systems directly exposed to patients because only such systems might
support a fast and inexpensive way to provide early detection of diseases. An example of
such an early prevention system would allow citizens to upload their skin photos directly to
an eHealth service that would use artificial intelligence algorithms to verify against melanoma
cancer.

Artificial intelligence algorithms must be trained on real data to build such services. It typi-
cally requires access to large computing power but only for the duration of the computations.
Itis, therefore, reasonable to run such computations in the cloud, and only pay for the utilized
resources. However, the training algorithms in the eHealth domain fall under regulations,
such as GDPR [63], because they operate on privacy-sensitive data. State-of-the-art solu-
tions, such as fully homomorphic encryption [78] or trusted execution environments [167],
preserve data confidentiality but suffer from large performance overhead, which limits their
practical application [263][199]. Specifically, trusted execution environments involve signifi-
cant performance degradation while processing a large amount of data — a typical machine
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learning training model's scenario. This is because of a limited amount of secure memory
available for the computation, lack of trusted input-output paths to hardware accelerators,
and lack of support for respective trusted execution environments inside hardware accel-
erators. | notice, however, that with the help of trusted computing techniques, users might
securely access hardware accelerators under additional security assumptions.

In | introduce a framework that enables users to trade-off between security
and performance when executing machine learning computations. For example, a user
can execute compute-intensive machine learning training workloads on hardware accel-
erators while relying on trusted computing to ensure the trustworthiness of the remote
computer located in the trusted data center. Conversely, he would execute less compute-
intensive workloads, such as inference, inside the trusted execution environment, and thus
at a lower trusted computing base and stronger isolation. The evaluation shows that during
the machine learning training on CIFAR-10 [157]] and real-world medical datasets [23€], the
framework achieved a 161x to 1560x speedup compared to the pure trusted execution
environment-based approach [167].

1.7 Enabling Updates of Integrity-Enforced Operating Systems

To enable the application of trusted computing techniques at scale, we must solve the prob-
lem of software updates. Specifically, integrity-enforced operating systems running in pro-
duction cannot be updated because the integrity monitoring becomes unreliable due to the
high number of false positives. Software update triggers an integrity violation alarm because
the monitoring system detects unknown integrity measurements corresponding to updated
software.

| address this problem by adding an extra level of indirection between the operating system
and software repositories. In | introduce a software update repository proxy that
overcomes the shortcomings of previous approaches by sanitizing software packages. The
sanitization consists of modifying unsafe installation scripts and adding digital signatures in
a way that software packages can be installed in the operating system without violating its in-
tegrity. The proposed solution is transparent to package managers and requires no changes
in how the software packages are built and distributed. The evaluation shows that the ap-
proach is practical. It supports 99.76% of packages available in the main and community
repositories of Alpine Linux while increasing the total repository size by 3.6% and incurs low
performance overhead when installing software updates.

1.8 Scope and Goals

Thesis Statement

State-of-the-art security technologies, such as trusted execution environments and trusted
computing techniques, protect the confidentiality and integrity of high-assurance security
systems' execution and data by running them on top of a trustworthy operating system and
in strong isolation from other software executing on the computer. However, these tech-
nologies were designed for different use cases, operate under various threat models, and
offer distinct security guarantees. It is unclear whether their combination gives any security
advantages and what possible security, performance, and usability trade-offs must be made
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Figure 1.1. Research problems addressed in this thesis. The TPM stands for the trusted platform
module, a secure element collecting integrity measurements of software executing on a computer.
The vTPM stands for a virtual trusted platform module, a TPM emulator collecting virtual machine
integrity measurements.

to use them together. This thesis explores how high-assurance security systems can benefit
from both trusted computing and trusted execution environments in a secure, practical, and
efficient way.

Scope

In this thesis, | focus on leveraging well-established state-of-the-art security techniques to
solve existing problems in domains of remote attestation, secure remote computation, con-
fidential computing, and secure multi-party computation (Figure T.7).

| start with a fundamental problem of how to verify that a remote computer | interact with
is in the expected geographical location, i.e., inside a trusted data center (@). Having a tech-
nical assurance that a computer is in the specific data center is the first step in establishing
trust with that computer because it allows us to assume that the computer is protected from
physical and hardware attacks. Next, | tackle the problem of verifying that this specific com-
puter runs only the expected software in the expected configuration (@). For that, | solve
the cuckoo attack problem that prevents from establishing trust with a secure element col-
lecting software integrity measurements (@). After that, | address the issue of how to verify
that the operating system running inside a virtual machine executes the expected software
in the expected configuration (@). For that, | analyze the existing state-of-the-art approach
of virtualizing a security element compliant with the trusted platform module standard [90],
and | propose how to improve it (@).

After solving the problems @-@, | show how the proposed mechanisms might be used
in practice. | tackle the problem of how multiple stakeholders could cooperate to perform
collaborative computation on remote computers (@) and how they could trade-off between
security and performance (@). Specifically, how they might agree on which security mech-
anisms they want to rely on to protect their workloads while gaining access to hardware
accelerators.

Finally, | deal with practical issues that limit the usage of integrity enforcement and moni-
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toring techniques in production. First, | investigate how to safely install software updates on
an integrity-enforced operating system (@), /.e., I look for a solution in which a remote verifier
who monitors the integrity of the operating system can ensure that the new integrity state
is a result of the trusted update and not of an attack. Second, | check how a system owner
could in practice manage a group of resources, i.e., define, configure, and monitor remote
computers that differ in terms of running workloads and applied security mechanisms (@).

Goals

The main goal of this thesis is to build a framework to harden high-assurance security sys-
tems. The design goals are:

+ Security. The framework should provide strong security guarantees to high-assurance
security systems. It should allow individual processes to be run in isolation from privi-
leged software (under the trusted execution environment threat model) and on top of
a trustworthy operating system (under the trusted computing threat model).

+ Attestation. The system owner should obtain technical assurance that the high-assurance
security systems execute in well-defined geographic locations inside an execution en-
vironment meeting his security requirements.

* Practicality. The framework must support running legacy systems without requiring
source code changes. It is acceptable to instrument source code at the compilation
level or run inside virtual machines. It must also support software updates and incur
acceptable, low (< 10%) performance overhead.

+ Usability. The framework must be configurable to individual use cases by allowing
users to declaratively state their trust boundaries and make a trade-off between secu-
rity and performance. It should permit central management (configuration distribution
and notification collection) of multiple computing resources.

Limitations

This thesis does not tackle problems of how to ensure the runtime integrity of the process
code and data or how to ensure the control flow integrity of running processes. | assume
the existence of corresponding methods, like [143][180], that might be implemented in the
presented solutions independently. | do not tackle the problem of how to ensure that the
binary corresponds to the expected source code certified by the user as correct, a problem
known as trusted compilation. | either consider problems of how to ensure that software is
free of vulnerabilities or how to ensure the system is free of misconfigurations. For that |
assume that corresponding techniques, such as fuzzing [281]], formal proofs [287], unit and
integration testing, code reviews, automated verification of configuration compliance with
expected regulations [215], and other good programming practices are sufficient. Finally,
| assume hardware implementation trustworthy, skipping the discussion on vulnerabilities
of hardware-specific firmware [282]], such as vulnerabilities in the Intel management engine
(e.g., CVE-2017-5689, CVE-2017-5705) or in the microcode implementing CPU-specific fea-
tures [154].
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1.9 Summary of Contributions

This thesis makes the following contributions:

(i) A protocol that verifies that the physical computer is in the expected data center

fter 3).

(i) A policy-based protocol that verifies the load-time and runtime integrity of the operat-

ing system (chapter 3).

(iii) A novel, practical, and formally proven cuckoo attack defense mechanism that estab-
lishes trust from the inside of the trusted execution environment to the secure element
compatible with the trusted platform module standard (chapter 3).

(iv) A policy-based remote attestation protocol attesting to the virtual machine’s runtime
integrity (chapter 4).
(v) A method that establishes trustworthy virtual TPMs for virtual machines (chapter 4).

(vi) A multi-stakeholder machine learning framework that enables selection of a trade-off
between the security and performance, and usage of hardware accelerators
fer o).

(vii) A practical method enabling software updates of integrity-enforced operating systems
(chapter 6).

(viii) The implementation of a web-based service enabling management of multiple com-
puting resources, management and distribution of configurations, automatic resource

provisioning, and alerting (chapter 7).

Chapter 3 Chapter 4 Chapter 5 Chapter 6 Chapter 7

Y Y Y A N

AN . AN J

Figure 1.2. Research problems addressed in differrent chapters in this thesis.
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1.10 Organization

Figure 1.2|shows how the remainder of the thesis is organized.

In | introduce existing concepts and technologies designed to protect comput-
ing devices and software against physical or software attacks, and techniques to obtain a
cryptographical proof of software executing on a remote computer.

In | show the design, implementation, and evaluation of CHORS, an integrity
monitoring and enforcement framework that establishes trust with a remote computer. This
chapter tackles Problems @-©.

In[chapter 4] | discuss the design, implementation, and evaluation of TRIGLAV, a technique
extending CHORS, which verifies and enforces the runtime virtual machine integrity. This
chapter tackles Problems @-@.

In | present the design, implementation, and evaluation of PERUN, a frame-
work for selecting the trade-off between security and performance when running multi-
stakeholder computations. This chapter tackles Problems @-@.

In[chapter €} | show the design, implementation, and evaluation of ROD, a trusted software
repository enabling software updates of integrity-enforced operating systems. This chapter
tackles Problem @.

In[chapter 7} | present the security configuration management and monitoring system that
simplifies the security policy management, deployment, and monitoring of the computer’s
integrity. This chapter tackles Problem @.

| conclude the work in
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2 Background

High-assurance security systems are deployed as multiple services distributed across multi-
ple computers to ensure high availability, fault tolerance, and resource scalability. As such,
their architects, owners, and security officers face the problem of secure remote computa-
tion, i.e., how to ensure the confidentiality and integrity of data and code executing on a
remote computer? This chapter explores existing techniques that allow users to establish
trust with a remote computer, attest to the integrity of software running on such a computer,
and protect the integrity and confidentiality of individual applications’ code and data against
malicious operating systems and administrators.

Figure 2.1|shows existing defense mechanisms used to protect computing systems at dif-
ferent levels. In | discuss general practices designed to protect computing de-
vices against physical and hardware attacks. Next, in | dive into concepts that
allow verification of the operating system'’s trustworthiness, i.e., the integrity of the computer
boot process and the operating system'’s runtime execution. Then, in | give a
brief overview of the existing trusted execution environment technologies. | conclude in
discussing the trusted execution technology that enables isolation of a single

- ~®  Section 2.1: defense mechanisms at the data center level
surveillance camera - . . B
data center monitoring Section 2.2: defense mechanisms at the operating Lo ma— @
1]
and access control system level
. } physical protection
—_—1 Section 2.3-2.4: defense mechanisms server cages and
at the process level tamper-responsive
geolocation enclosures
physical location verification 2 %
TS
®
® state
trusted execution trusted computing

. t . . a set of integrity
environmen high-assurance security system enforcement and

CPU—su%%cI)S%dnprocess for example, an eHealth system auditing techniques

Figure 2.1. Overview of mechanisms protecting high-assurance security systems against a wide range
of threats.
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process from an untrusted operating system and administrator.

2.1 Physical Protection of Computing Resources

An adversary with physical access to computing resources can perform a wide range of physi-
caland hardware attacks to violate the security guarantees offered by software and hardware
mechanisms. She can mount attacks by (i) attaching malicious hardware devices to tam-
per with the memory content [6]; (i) hijacking of communications on buses connecting the
CPU with peripheral devices in order to manipulate data read and written by the CPU [272];
(iii) freezing the memory chip to retain secrets after the power is lost [100]; (iv) injecting faults
by supplying voltage out of the CPU operational range [189] or flipping individual bits with
laser beam [15] or heat [86] to bypass security checks; or (v) observing side effects of compu-
tation, like power consumption [153] or computation duration [152] to extract cryptographic
keys.

The implementation of safeguards against physical and hardware attacks is difficult, costly,
andtherefore only performed in sophisticated devices, like hardware security modules (HSMs)
used by governments, banks, or the military to guard access to cryptographic material. HSMs
are not general-purpose computing devices, rather cryptographic coprocessor, sophisticated
secure element, designed for very special use cases. For the sake of scalability and cost-
effectiveness, general-purpose computing devices implement instead the defense in depth
approach that restricts access to the physical machine, thus protecting from these classes
of attack.

HSMs meet the highest security level, according to the federal information processing stan-
dard publication (FIPS) 140-2 level 4 or level 3 standards [120]. HSMs detect and respond
to physical and hardware attacks in real-time. For example, IBM® 4769 Crypto Card [109] is
enclosed in a dedicated tamper-responsive enclosure that actively detects physical and en-
vironmental attacks, such as probe penetration, side-channel attacks, power or temperature
manipulation, and many more. Specifically, it erases the security-relevant material once an
attack attempt is detected. Due to the high costs of production, certification, and mainte-
nance, this level of security does not apply to general-purpose computing devices.

Instead, data center owners implement the defense in depth approach to protect comput-
ing devices from malicious actors. First, they limit access to the data center and individual
server rooms to a limited number of employees. Second, computers requiring an additional
level of security are locked inside electronically controlled security cages that are video mon-
itored from inside the cages. Any maintenance work requires approval and execution of
dedicated security procedures that ensure the trustworthy behavior of the operator. The
use of cages is primarily intended to mitigate attacks performed by malicious insiders [42],
such as malicious data center operators.

2.2 Trusted Computing Techniques

Trusted computing techniques (TCTs) offer well-established, widely available methods to
build the hardware-based computer’s identity, record and attest to software integrity, and
prevent unauthorized changes to software configuration [93]. The crucial TCTs features are
(i) remote attestation, i.e., auditing, of what software has executed on the computer, and
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(ii) integrity enforcement mechanisms ensuring that only expected software in the expected
configuration can execute on the computer.

2.2.1 Security Guarantees

TCTs define how to measure, store, enforce, and report the /ogd-time integrity of firmware
and software that has been loaded to the computer’s memory since the moment a computer
was powered-up. The reporting capability (also referred to as auditing or remote attestation)
allows verification that the operating system is in the expected, well-defined state, while the
enforcement capability prevents the operating system from moving into an untrusted state
by refusing to load an unknown, potentially malicious software to the memory. Crucially, the
reporting capability verifies that the enforcement mechanism is enabled and certifies this to
a remote entity with the help of the secure element.

Secure Element

The secure elementis a cryptographic coprocessor compliant with the trusted platform mod-
ule (TPM) standard [90], which defines security functionalities allowing for computer integrity
auditing. The goal of having an independentﬂsecure element is to make these security func-
tionalities available for integrity measurements from the very first moment of the boot pro-
cess and resist software-based attacks originating from the potentially malicious software
trying to tamper with its own measurements. Consider malware taking control over the op-
erating system. Without the tamper-resistant storage provided by the secure element, mal-
ware might vanish the proof of its existence (its integrity measurements) from the storage,
thus successfully hiding its existence.

Hardware Attacks

The most popular secure element implementations are discrete TPM chips attachable to
a motherboard. They are vulnerable to simple hardware attacks, however. An adversary
hijacks the packages transferred via the physical bus between the TPM and the CPU because
the communication is neither integrity-protected nor authenticated. This allows him to inject,
modify, drop, and read arbitrary data, gaining full control over the integrity measurements
stored and certified by the TPM [272, 1270} 163} [142] 238| [50].

TPM chips require additional, independent protection mechanisms guaranteeing that the
host computer is physically isolated from the adversary in order to maintain their promised
security guarantees [25]. This is typically realized by locking servers inside security cages
in an access-controlled data center (see [section 2.T). Other implementations, such as the
TPM functionality directly integrated into the CPU chip [121] or firmware TPMs [213], might
resist some of the hardware attacks due to the physical protection offered by the CPU chip
packaging or firmware isolation.

3The word ‘independent’ refers to the architectural binding of the functionality and not physical implementa-
tion or availability. Operations performed by the secure element can be processed in parallel to the code
executing on the main processor.
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Trusted Computing Base

The trusted computing base is a parameter defining all components responsible for provid-
ing security guarantees to the computing system. The lower the trusted computing base,
the better, because there are fewer components in which vulnerability exploitation or mis-
behavior could lead to violation of the system'’s security guarantees.

TCTs have a large trusted computing base that includes all software executing on the com-
puter, starting from firmware, bootloader, kernel, and operating system, finishing on applica-
tions running in the operating system. TCTs provide tooling to verify that the software loaded
to the memory is the expected (trusted) software in the expected configuration.

TCTs define additional hardware-based mechanisms that reduce the trusted computing
base size. The dynamic root of trust for measurements (DRTM) [235], also referred to in the
literature as /ate launch, is a hardware CPU extension that allows a warm system reset. It
dynamically creates a clean execution environment regardless of what has been executed
previously, e.g., firmware. | discuss this technology in more detail in|subsection 2.2.4}

Load-time Integrity

TCTs are blind to changes occurring directly in the memory because they offer only load-time
integrity guarantees. A load-time integrity measurement (or integrity hash or simply hash) is
an output of a cryptographic hash function [210, 55] calculated over the software binary at
the time it is loaded to the memory. The integrity measurement is used as a fingerprint to
distinguish between legitimate (allowed, known) and untrusted (unknown, possibly malicious)
software. Notably, the integrity measurement is calculated only once, at the time when the
software is loaded to the memory, because then the mapping of the process memory to a
deterministic hash becomes difficult.

Relying just on the load-time integrity has security implications because the legitimate
software loaded to the memory can be attacked using memory corruption vulnerability ex-
ploits [195] or devices directly accessing the computer memory [6} [178]. Such attacks are
not detected by TCTs because they can be executed without running malware on the same
operating system. Thus, a typical assumption of TCTs is that a legitimate software loaded to
the memory behaves legitimately during its entire life cycle.

Additional techniques must be used to ensure the correct behavior of legitimate software
during runtime. The memory management engine (l\/Il\/IE)ﬁcan transparently encrypt and
decrypt the data leaving and entering the CPU chip to prevent an adversary from reading
and tampering with the data stored in the main memory, such as dynamic random-access
memory (DRAM) [97,[140]. The memory corruption vulnerabilities can be mitigated with the
control flow integrity [143], fuzzing [281], use of dedicated compilation techniques (e.g., com-
piling source code as position-independent executables together with stack-smashing pro-
tection), usage of memory-safe languages (e.g., Rust [180]), or formally proving software im-
plementation (e.g., seL4 [148] or EverCrypt [212]). In the rest of this document, | will refer
to the load-time integrity property as integrity, assuming that some of the countermeasures
mentioned above protect the runtime integrity of processes forming the trusted computing
base.

4Nowadays, the memory management engine (MME) is implemented inside the CPU package, as in the case of
Intel and AMD CPUs.
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2.2.2 Trusted Platform Module (TPM)

The TPM is the standard for security co-processors defined by the Trusted Computing Group
(TCG) [256]. The newest version of the TPM specification, version 2.0 [90], was introduced
in 2014 and brought new features and improvements, such as support for stronger cryp-
tographic algorithms, internal source of time, platform reboot counter, and support for an
end-to-end encrypted communication [12].

The TPM chip, further referred to simply as the TPM, is a passive component that cannot
initialize communication with any external devices or perform any action without being re-
quested, i.e., itis a coprocessor responding to the commands send by the processor. This de-
sign implies the existence of a measuring agent, a piece of software running on the computer
that performs the integrity measurements and sends them to the TPM. The measuring agent
changes due to the sequential nature of the computer boot process depicted in
The consecutive firmware and software layers take control of the computer, becoming new
measuring agents. The first agent, called the root of trust, is the first immutable piece of code
initializing the computer boot procedure. It is loaded from the read-only memory (ROM) or
is embedded directly in the CPU and must be explicitly trusted El It initializes the chain of
trust that allows the trust to be extended to consecutive measuring agents with the help of
dedicated tamper-resistant memory, called platform configuration register (PCR), provided
by the TPM.

Platform Configuration Registers

The TPM 2.0 chip has a built-in protected memory which consists of non-volatile random-
access memory (NVRAM) and platform configuration registers (PCRs). PCRs are tamper-
resistant and are used to store integrity measurements of firmware and software that has
been executed on the computer.

PCRs are divided into static and dynamic PCRs. Static PCRs can be initialized only with the
restart of the computer. Dynamic PCRs can be initialized and extended during the warm
system reset only by a trusted firmware executed in a certain /ocality [132], as defined by
the DRTM specification [235]. A PCR cannot be set to any arbitrary value, except for the ini-
tial value set during the PCR initialization. Then, the PCR value can only be extended with a
new value, as expressed in[Equation 2.1] The PCR extension function implements the crypto-
graphic hash function, denoted as hash, to provide the tamper-resistant property.

PCR_extend = hash(PCR_old_value | | data_to_extend) (2.1)

Remote Attestation Protocol

The TPM implements the TPM attestation protocol [91] defining how to read and certify the
PCR values to a remote entity. Specifically, the TPM issues a digitally signed report (quote)
that certifies the integrity measurements extended to PCRs by measuring agents, using a
signing key embedded in the TPM.

>There are methods, like Intel's Boot Guard [275], that ensure the integrity and authenticity of the code loaded
from the ROM. The code stored in ROM is digitally signed by the manufacturer and the CPU verifies the sig-
nature with the key burned into the chip's e-fuses. This prevents bootstrapping the computer with untrusted
code.
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Figure 2.2. The chain of trust: Each boot component measures the integrity of the next boot compo-
nent before executing it. The measurements are stored inside the TPM chip. The boot ROM, which is
the first boot component, initializes the chain of trust. It is immutable and must be explicitly trusted.

The signing key is an asymmetric cryptographic key embedded in the TPM chip at the man-
ufacturing time in a way it is only known to the TPM. The TPM also stores a digital certificate
containing the public key corresponding to this signing key. The certificate is signed by a
manufacturer or the computer owner. Consequently, it is possible to check that a genuine
TPM chip produced the quote because the quote’s signature is verifiable using the public key
read from the certificate linked to a trusted entity.

2.2.3 Secure Boot and Measured Boot

The secure boot [269] (also known as verified boot) is the state-of-the-art technology enforc-
ing that only trusted software bootstraps the computer. It follows the chain of trust concept
where each boot component (i.e., firmware, bootloader) calculates an integrity
measurement (a cryptographic hash) of the next boot component and executes this com-
ponent only if its hash matches a corresponding digital signature issued by a trusted entity.
| say that the secure boot enforces the boot integrity because the boot component aborts
the boot process when it fails verifying the signature of the next boot component. In other
words, the secure boot process guarantees that the booted system has correct load-time
integrity, assuming lack of physical or hardware attacks.

The measured boot [254) 255]] (also known as the trusted boot) complements the secure
boot by enabling auditing of the boot process. The consecutive boot components extend
hashes to TPM's PCRs. The TPM then vouches for the load-time integrity state of the estab-
lished execution environment by certifying PCRs values. Like this, a verifier gets a technical
assurance that indeed the expected boot components bootstrapped the computer. Please
note here that when the measured boot is not used with the secure boot, it is possible to
load the system which load-time integrity is not valid. It is the responsibility of the remote
verifier to attest to the load-time integrity of the booted system before establishing trust with
it.

2.2.4 Dynamic Root of Trust For Measurement

TCTs define a technology, called dynamic root of trust for measurements (DRTM) [235], that
allows for the establishment of a new, clean execution environment at an arbitrary pointin
time without the hard reset of the computer. A CPU implementing this technology halts the
execution of all cores except one, which then runs a vendor-provided trusted firmware. This
firmware resets a dedicated set of PCRs to their initial values and extends them with the mea-
surement of the piece of code requested to be loaded and executed. The tboot project [127]
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Figure 2.3. IMA log entry format. The PCR number indicates to which TPM's PCR the kernel extended
the hash calculated over the entry content. Depending on the type of the entry, IMA log can store
additional data related to the measured file, such as the digital signature stored in the file's extended
attributes. The hex-encoded hash over the entry is a hash calculated over the entire entry appended
to the IMA log, allowing for detection of tampering with the entry's content. The hex-encoded hash
over the file content is the hash calculated by the kernel before loading the file to the memory.

is an example technology leveraging DRTM. It is a bootloader that securely measures, loads,
and executes the Linux kernel and the minimalistic root filesystem (initramfs), regardless of
the trustworthiness of the boot components used to bootstrap the computer.

DRTM implements protection against software-based attacks by ensuring that the piece
of code requested to execute has exclusive control over the computer. When a privileged
software requests launch of a piece of code in a DRTM, it invokes a dedicated CPU instruction
(SKINIT for AMD-based CPU or SENTER for Intel-based CPU), providing a memory address
where a piece of code resides. The trusted DRTM firmware (a CPU's microcode implementing
the DRTM launch) disables direct memory access (DMA), interrupts, and debug capabilities.
It halts all CPU cores except the main one [45][184] that will execute the requested piece of
code. It also initializes dynamic PCRs, a dedicated set of PCRs storing DRTM measurements,
to which it sends the integrity measurements of the piece of code to be executed. Eventually,
this piece of code executes in a clean environment with full control over hardware.

DRTM relies on the TPM to store integrity measurements of the measured execution en-
vironment and to report them to a remote party interested in the proof of the load-time in-
tegrity of the code executed in DRTM. The TPM supports DRTM with a custom set of registers
called dynamic PCRs. These registers extend the standard PCR functionality with authoriza-
tion of who and when can reset or extend the dynamic PCR. Specifically, the dynamic PCRs
can be reset in runtime only by the trusted DRTM firmware.

The DRTM isimplemented in Intel and AMD commodity CPUs under the names Intel trusted
execution technology (TXT) [87] and AMD secure virtual machine (SVM) [3], respectively.
Nowadays, DRTM is utilized by the cloud management software [128] to securely load a hy-
pervisor irrespective of the trustworthiness of the firmware [127] or, as demonstrated by re-
searchers, to run a single application in isolation from firmware and operating system [184].

2.2.5 Operating System’s Runtime Integrity Measurement and Enforcement

The Linux integrity measurement architecture (IMA) [225] is the implementation of the in-
tegrity measurement architecture [89] proposed by the Trusted Computing Group [256].
IMA extends the functionality of the measured and secure boot to the operating system
level. Specifically, IMA, which forms part of the kernel, measures and, optionally, enforces
files' integrity before they are loaded to the memory during the operating system’s runtime.
It also integrates with the TPM for auditing purposes.
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Figure 2.4. Integrity measurement architecture (IMA) is part of the kernel. It approves software to
execute and provides reporting functionality to verify what software has been executed since the
load of the kernel.

Auditing

The auditing is realized by maintaining a tamper-proof file called IMA log storing integrity
measurements of all files loaded to the memory since the load of the kernel. This file, the
integrity of which is certified by the TPM, can be transferred to an external entity as proof
that the kernel launched only expected software, i.e., executable, configuration files, dynamic
libraries. The tamper-proof property of the IMA log is maintained using a dedicated format
where a hash of each new entry is extended to the PCR, as depicted in Each
entry in the IMA log represents a single integrity measurement corresponding to a file (a
configuration file, executable, or dynamic library) loaded by the kernel to the memory. The
integrity of the IMA log file is verifiable by recalculating the integrity hashes over consecutive
entries and comparing the result with the PCR value certified by the TPM. Any tampering with
the IMA log, such as modifying the entry content, adding, removing, or reordering entries, is
detected.

Integrity enforcement

The IMA implementation in the Linux kernel comes with a built-in integrity enforcement
mechanism called IMA-appraisal [101]. It ensures that the kernel loads only software whose
integrity is certified with a digital signature. [Figure 2.4] shows how the mechanism works.
IMA reads the digital signature corresponding to the given executable from the file system
and verifies that the cryptographic hash over the executable (integrity measurement) matches
the original integrity measurement signed by the trusted party. Typically, the owner of the
running operating system digitally signs only these files which he trusts to be correctly imple-
mented software and configuration. For example, he would typically trust files that: (i) orig-
inate from trusted places like the official Linux git repository, (ii) pass security analysis like
fuzzing [281], and (iii) were generated using compilation techniques preventing the exploita-
tion of memory vulnerabilities. Such techniques include compiling source code as position-
independent executables together with stack-smashing protection as done with packages of
the Alpine Linux [[7].

2.2.6 TPM Alternatives to Boot Code Integrity Protection

Although the TPM standard is widely available in server and desktop computers, it suffers
from limitations that led to the development of alternative technologies used to protect the
boot integrity of computers in cloud data centers.

The first problem (P1) is that the TPM is a passive device and, as such, cannot verify the
first boot code integrity, so-called the core root of trust for measurements. Consequently, an
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adversary who successfully attacks the supply chain [220] or has physical access to the com-
puter gains control on the first boot code initializing the computer. Like this, he can mitigate
the secure boot process to load an arbitrary, vulnerable operating system. The TPM does
not help to detect the attack because it explicitly trusts the first piece of code, i.e., the first
measuring agent, starting the measured boot.

A second problem (P2) with the TPM is that it is vulnerable to simple hardware attacks [272)
270,1163][142] because a discrete TPM chip communicates with the CPU via a communication
bus accessible to an adversary with physical access to the computer. Consequently, an ad-
versary can tamper with the TPM by resetting it and replaying arbitrary measurements, over-
coming the trusted boot protection used by BitLocker or Linux unified key setup (LUKS) [28].

Cloud providers addressed these problems by introducing dedicated hardware-based pro-
tection integrated directly in the processor (Microsoft Pluton) or as discrete hardware (Google
Titan, Amazon Nitro).

Microsoft Pluton

Microsoft Pluton is an intellectual property (IP) security subsystem integrable with system
on chip (SoC) [241]. It provides hardware security features, such as hardware root of trust,
random number generator, cryptographic functions implementation and their accelerators,
system identity, and hardware-based attestation. The Pluton addresses P1 because it is the
first processor coming out of reset that initializes other SoC components after it successfully
boots with the boot code loaded from the on-chip ROM. Internally, Pluton offers secure stor-
age for integrity measurements and cryptographic keys to remotely attest to the measured
software’s integrity - a functionality similar to the TPM. Because Pluton is directly integrated
into the SoC, it prevents simple hardware attacks, addressing P2. Moreover, Pluton emulates
the TPM allowing computers not equipped with the TPM to leverage Pluton directly. Pluton
is used to protect Microsoft Windows personal computers [268], the Azure cloud, and loT
devices [241].

Google Titan

Google protects the boot integrity of computers by building the Google Cloud Platform with
a dedicated, purpose-built chip called Titan [227]. Titan's main goal is to ensure the integrity
and authenticity of the first boot code loaded on the computer. To achieve this, it interposes
the communication between the CPU and the flash memory containing the boot code. It
verifies the authenticity and integrity of the boot code using public-key cryptography. Only
when the boot code is valid, Titan allows the rest of the machine to come out of reset. Titan
addresses P1 but does not address P2. This is because Titan focuses on usability: It can be
easily integrated with existing CPUs, although it lacks protection against hardware attacks.
This is a reasonable approach because Titan is a proprietary solution dedicated to protect
the Google's data center from software-level attacks or attacks from peripheral devices, while
hardware attacks are mitigated with access control mechanisms at the data center level.

Amazon Nitro

The Amazon cloud builds on the Amazon Nitro architecture, which decomposes the hyper-
visor functionality into i) hardware-assisted services implemented on dedicated peripheral
component interconnect express (PCle) cards, ii) a small software hypervisor performing
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memory management, CPU scheduling, error handling, and iii) a security chip providing hard-
ware root of trust.

The security chip is integrated into the motherboard and traps all communication to non-
volatile memory [102]. It prevents arbitrary changes to the memory storing the boot code
and only allows updates originated via the Nitro PCle card. The security chip supports secure
boot and measures the integrity of firmware, comparing it with the whitelist measurements
stored in the security chip [102]]. The security chip addresses P1. Due to the lack of publicly
available technical details, it is hard to reason what security guarantees are offered against
hardware attacks.

2.3 Trusted Execution Environment

Trusted execution environment (TEE) is @ mechanism that aims at creating dynamically dis-
joined isolated execution environments, commonly referred to as enclaves, on the same com-
puting resources. Unlike the process isolation mechanism provided by the operating sys-
tem or virtual machine isolation mechanisms provided by the hypervisor and hardware, TEE
promises strong confidentiality and integrity guarantees to an application executing inside
the enclave in the face of the untrusted operating system, hypervisor, system administrator,
and peripheral devices with direct memory access.

Different TEE implementations exist. They differ in terms of offered security guarantees,
the trusted computing base (TCB) size, performance, and the presence of certain security
features, like remote attestation. In general, we can partition existing TEEs into ones that
isolate a single process and the ones that isolate the entire operating system executing in a
virtual machine.

The most known representative of the first group is Intel software guard extensions (SGX),
a hardware-supported TEE mechanism present in modern Intel CPUs. This is also the TEE
mechanism that | describe in more detail in this chapter because it is the TEE on which |
heavily rely in the rest of our work. Other TEEs that fall into this category are TIMBER-V [265],
Sanctum [46], MultiZone [104].

On the other spectrum, AMD secure encrypted virtualization (SEV) [11€], Intel trust do-
main extensions (TDX) [123], and IBM protected execution facility (PEF) [105] all allow for
a complete virtual machine to be run inside an enclave. Their main advantage is that they
transparently support running legacy applications in virtual machines requiring zero source
code changes while protecting against the hypervisor and its operator. Compared to TEEs
isolating a single process, they have much higher TCB because the entire operating system
running inside the virtual machine must be trusted. Consequently, solutions relying on these
TEEs require TCTs mechanisms to enable the auditing and enforcement mechanisms of the
runtime operating system integrity.

2.4 Intel SGX

Intel software guard extensions (SGX) [45] [185] is a TEE mechanism implemented on Intel
CPUs, starting from the Skylake microarchitecture introduced in 2015. It permits the execu-
tion of a single process inside an enclave. Still, it requires an operating system to maintain
the enclave’s lifecycle and manage the computing resources shared with other processes
and peripheral devices. SGX operates under a threat model where supervisor software, i.e.,
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firmware, operating system, as well as a system administrator with physical and root access
to the computer and peripheral devices are untrusted.

More formally, Intel SGX is an extension of the x86_64 architecture. It introduces new
instructions required to command the CPU to manage the enclave, i.e., allocating a dedicated
protected memory region, copying initial enclave code to that memory region, measuring the
initial code, switching context to and from the enclave, sealing data, paging, and generating
a cryptographical proof of the enclave’s identity for remote attestation.

Virtually, an SGX enclave execution is similar to regular process execution. The enclave
execution thread is interruptible and preemptible, allowing the operating system to retain
control over the CPU time scheduling and resource allocation, including enclave creation,
destruction, and memory swapping. The Intel SGX design ensures that the enclave code
and data are isolated from other software, including during the enclave execution. The CPU
guards access to the protected enclave memory, allowing only the enclave thread executed
by the logical CPU in a dedicated CPU mode, called enclave mode, to access the protected
memory regions containing the enclave’'s own code and data.

2.4.1 Security Guarantees

SGX protects both confidentiality and integrity of the application’s code and data against
software attacks launched from privileged software and other applications executing on the
same computing resources. The data confidentiality, integrity, and freshness are guaranteed
during runtime and at rest when the data resides in untrusted memory, such as DRAM or a
hard drive. In such situations, the CPU cryptographically protects the data before it leaves the
CPU package. SGX detects tampering with the enclave’s memory and prevents it or aborts
the enclave’s execution [185] once the tampering is detected. It is the enclave’s responsibil-
ity to properly sanitize untrusted input received from the operating system to prevent lago
attacks [39 148].

Trusted Computing Base

The SGX design aims to minimize the TCB size. The application owner must trust the In-
tel CPU’s, the SGX implementation, and that his own application implementation is free of
memory-corruption vulnerabilities. The kernel, user space applications, system management
mode (SMM), virtual machine monitor, and any other software and hardware are considered
untrusted. However, the operating system is essential from the enclave’s point of view. It con-
trols the enclave’s lifecycle and access to computing resources and external devices. Thus,
the enclave’s availability, which is out of the scope of the Intel SGX threat model, depends on
the trustworthiness of the operating system and system operator.

Memory Protection

SGX defines a dedicated memory region, called processor reserved memory, to which the
CPU guards access. Inside this memory region, the CPU implements the enclave page cache
(EPC) which stores the enclave’s code and data as well as SGX-specific structures [185]. Cru-
cially, only enclaves can access this memory region; CPU denies access attempts from any
other software, even the most privileged ones on the x86 architecture, like SMM, and from
peripheral devices. Because the size of the EPC memory is limited, the operating system can
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evict EPC pages to the untrusted memory, like DRAM. Even in this situation, SGX maintains
the confidentiality, integrity, and freshness guarantees because the pages leaving the EPC
memory are encrypted by the CPU, and only this specific CPU can decrypt them when they
are moved back from the untrusted memory into the EPC. The memory encryption engine,
which is part of the CPU chip, implements the SGX memory protection mechanism.

Load-time and Runtime Integrity

SGX measures the application’s load-time integrity and ensures that the enclave’'s memory
cannot be modified by hardware or software outside the enclave’s trust boundary [185].
However, SGX does not protect against flows in the application’s implementation. An ad-
versary can exploit memory corruption vulnerabilities leading to control flow hijacking or
tampering with the enclave’'s memory. In such a case, the SGX will attest to the enclave’s
integrity with the enclave’s load-time integrity measurement that does not correspond to
the enclave’s runtime integrity. These attacks do not break the SGX threat model because
it is the application’'s owner’s responsibility to protect the application’s implementation with
techniques described in|subsubsection 2.2.1| This is the same assumption as in TCTs, and
most of the already mentioned mitigation strategies can be used to protect the enclave'’s
code.

Side-channel and Hardware Attacks

SGX is vulnerable to side-channel and microarchitectural attacks [260] 231} 261} 262} [189)
237] thatviolate the SGX confidentiality guarantees. A malicious application sharing the same
computing resources (CPU caches, CPU cores) as the victim application can learn some in-
formation by exploiting side-channels, like cache access latency or transient execution. The
microarchitectural attack allows the data in caches to be speculatively accessed before the
CPU determines lack of permissions [260].

2.4.2 Enclave Initialization and Execution

The operating system initializes the enclave by requesting the CPU to copy the enclave code
and data from untrusted memory to the EPC pages. Once all enclave pages are copied, the
enclave initialization is finished. The CPU disables any further ability to add new EPC pages
and measures the application’s integrity. The resulting hash is later used to certify the load-
time integrity of software executing inside the enclave.

The operating system controls the enclave’s lifecycle. It executes a dedicated CPU instruc-
tion to switch the context to a protected mode in which the control flow is switched to the
enclave code and state. It can interrupt the enclave’s execution at any time, causing context
switch from the enclave mode back to the userspace and kernel mode. With the help of ad-
ditional instruction, the operating system can evict the enclave’'s memory pages to the disk,
restart the enclave execution, or destroy it.

2.4.3 Remote Attestation

The SGX attestation is a protocol in which another software or application’s owner (verifier)
ensures that the application runs inside an enclave on the SGX enabled platform. The ap-
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plication running inside the enclave generates a report using secure hardware, an Intel CPU
with SGX extension, which the verifier uses as proof that the expected application executes
inside the enclave. The SGX local attestation defines a procedure in which one application en-
sures that the application runs inside an enclave on the same CPU and has a specific enclave
hash measurement (MRENCLAVE). Similarly, SGX remote attestation is a protocol where one
application learns that another application with specific MRENCLAVE runs inside an enclave
on a different genuine Intel CPU.

During the enclave initialization, the CPU cryptographically hashes the enclave code and
data copied to EPC pages to obtain the MRENCLAVE. Once the initialization process is fin-
ished, the CPU calculates the final hash representing the initial enclave state loaded to the
EPC memory. This hash is used later during the attestation to prove to another entity the
load-time integrity and identity of the application executing inside the enclave.

At a high level, the SGX remote attestation involves three parties: (i) the remote verifier
willing to establish trust with his application executing in an enclave, (ii) the to-be-attested
application executing inside an enclave, and (iii) a privileged quoting enclave implemented
by Intel that signs the attestation report. First, the remote verifier sends a challenge to the
application, i.e., a unique random nonce that is used to ensure the liveness. Second, the ap-
plication executing inside the enclave generates a manifest that includes this challenge and
an individually generated public key. Third, it passes the hash over the manifest to the CPU,
which knows the identity of the enclave, and generates the attestation report that includes
the enclave’s hash and the hash of the manifest. Finally, the application forwards the report
to the quoting enclave, a privileged enclave implemented by Intel that executes on the same
CPU and has access to the attestation key. The quoting enclave verifies that the report be-
longs to an enclave executing on the same CPU and signs the report using an attestation
key. Eventually, the application sends back the report to the remote verifier, who validates
the report's signature and integrity and finally compares the challenge to ensure freshness.
Once complete, the verifier can establish secure communication with the enclave because
it has the enclave’s public key, and only the enclave knows the corresponding private key
cryptographically protected by the CPU.

Each Intel CPU has unique secrets fused in one-time programmable memory during the
manufacturing time. These secrets are indirectly used to obtain an attestation key from the
remote Intel's provisioning service, and the attestation key is then used to sign the attestation
report. In more detail, Intel provides a dedicated privileged enclave, called provisioning en-
clave, that retrieves the provisioning key derived from the CPU secrets. This enclave identifies
itself with the help of the provisioning key to a remote Intel service, called Intel attestation
service (IAS) [133], and receives back the attestation key. IAS can verify that it communi-
cates with the legitimate provisioning enclave because (i) only the provisioning enclave has
access to the provisioning key derived from the hardware-based provisioning key derivation
process, and (ii) Intel stores part of the CPU secrets inside a database allowing derivation
of the same provisioning key. The provisioning enclave shares the attestation key with the
quoting enclave using dedicated sealing keys, which allow the migration of secrets between
enclaves. For more details, | refer the reader to the official Intel documentation [133}[129]
and research papers [45, 9].

2.4.4 Sealing

SGX offers a sealing [9] property that permits confidential data to be stored in the untrusted
memory, e.g., a hard drive, while maintaining confidentiality and integrity guarantees. The
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SGX sealing operation encrypts and signs the data leaving the enclave using a cryptographic
key that is specific to the enclave and the CPU. Thus, only the same enclave running on the
same CPU can read the data.
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3 High-assurance Security Systems
Integrity Monitoring and
Enforcement

3.1 Problem Statement

High-assurance security systems [76}/58][159] leverage trusted execution environments (TEES) [45]
169/[172] because TEEs offer strong integrity and confidentiality guarantees in the face of un-
trusted privileged software, i.e., firmware, hypervisors, operating system, and administrators.
However, applications executing in a TEE cannot exist without the privileged software (oper-
ating system or hypervisor) that manages the computing resources and controls applications’
life cycles. Thus, a trustworthy operating system is an essential element of each high-assurance
security system because it guarantees its safety and security. Otherwise, an untrustworthy
operating system might run malware that halts the victim application or steals secrets from
the TEE via side-channel attacks [260] [277], as depicted in Germany introduced
regulations requiring high-assurance security systems in the eHealth domain [76]] to execute
inside TEE on a trustworthy operating system [77]. State-of-the-art mechanisms to attest
to the operating system'’s trustworthiness rely on the trusted platform module (TPM) [90],
a secure element storing and certifying integrity measurements of firmware and operating
system. Unfortunately, the TPM is vulnerable to the cuckoo attack (a.k.a relay attack) [205] /53]
that makes the TPM attestation untrustworthy. We propose a novel defense mechanism
against the TPM cuckoo attack, and we implement it as part of the framework responding to
the German eHealth systems regulations [77].

The integrity measurement architecture (IMA) [89] and the dynamic root of trust for mea-
surements (DRTM) [235] are state-of-the-art mechanisms providing operating system in-
tegrity auditing and enforcement. The DRTM securely loads the kernel to the memory, and
IMA, which is part of that kernel, ensures that the kernel loads only software whose integrity
is certified with a digital signature. Both technologies, when used together, ensure the /oad-
time integrity of the kernel and software loaded to the memory during the operating system
runtime. Specifically, the DRTM, a hardware technology implemented in the CPU, stops all
cores except one, disables interrupts, measures the to-be-loaded kernel, and executes the
kernel with the IMA integrity enforcement mechanism. IMA restricts software loaded to the
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Figure 3.1. An adversary must run arbitrary software to mount a software side-channel attack that
can compromise the confidentiality guarantee of Intel SGX.

memory by reading the digital signature corresponding to the given software from the file
system and verifying that this software’s integrity measurement (a cryptographic hash over
its binary) matches the original integrity measurement signed by a trusted party (Figure 2.4).
Thus, only software certified by a trusted party can be loaded to the memory by the kernel.

The TPM enables auditing of the kernel and software integrity because DRTM and IMA
store corresponding integrity measurements in the tamper-proof TPM memory. The TPM
then certifies the stored measurements to a verifier accordingly with the TPM remote attesta-
tion protocol. However, the TPM remote attestation is prone to the cuckoo attack, which is
a security issue for TPM-based systems [80, [155] 38] Iﬂ In this attack, an adversary certifies
the software integrity of the underlying computer using certified measurements of another
computer (see [Figure 3.2). A verifier connects to the compromised computer and commu-
nicates with the TPM to check the computer software integrity (@). The adversary prevents
the verifier from accessing the local TPM by redirecting communication to a remote TPM (@).
Consequently, the verifier reads the remote TPM, which attests to an arbitrary, trustworthy
state (@), not the state of the compromised computer accessed by the verifier.

The existing defenses against the cuckoo attack have limited application in real-world data
centers (DCs). The first approach relies on the time side-channel [67}1234] in which a remote
TPM is unmasked by observing increased communication latency. This approach requires
calculation of hardware-specific statistics, is prone to false positives because the high TPM
communication latency (including signature generation) makes the distance bounding infea-
sible [205,[155], and requires stable measurement conditions in which extraneous operating
system services are suspended during the TPM communication [67] — impractical assump-
tions for real-world DCs. Flicker [184] adapts another approach. It exploits DRTM to run an
application inisolation from the untrusted operating system, allowing it to communicate with
the TPM directly. Flicker is insufficient for the targeted systems like [76] because i) it does
not attest to the computer location, making the DRTM attestation untrustworthy because of
simple hardware attacks [272] and cold-boot attacks [10Q] and ii) while it permits to split ap-
plications in multiple services that run isolated, it does not support systems with moderate
throughput and latency requirements. In more detail, DRTM provides isolation in which the
entire CPU executes only a single service at a time and a single context-switching takes 10-
100s of milliseconds [184) [183]. It results in an estimated program execution's throughput
of about 1-10 requests per computer per second when running multiple eHealth services,
like [77]. A practical solution requires that hundreds of services are processed in parallel per
computer. We require an improvement of at least one order of magnitude in throughput
compared to Flicker. Other approaches [51]/52] fall short in the context of the TPM because
) the TPM is a passive device controlled by software that could counterfeit its communica-

6please note that this attack is also valid for integrated TPMs and firmware TPMs because the communication
to the TPM is still routed via untrusted code
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Figure 3.2. The cuckoo attack. The verifier connects to the compromised machine (left) and reads the
TPM quote to verify its integrity. The quote is, however, retrieved from the remote TPM attached to a
legitimate machine (right). The verifier cannot distinguish if the quote comes from the TPM attached
to the local or remote machine.

tion with external devices and ii) they would require human interaction during each computer
boot.

The limitations of the existing solutions motivate us to propose a new automatic, prac-
tical at the data center-scale defense mechanism that deterministically detects the cuckoo
attack and allows for the processing of parallel requests. We demonstrate that despite the
differences in their threat models and designs, TEE and TPM-based techniques complement
each other, allowing for mitigating the cuckoo attack. Consequently, high-assurance secu-
rity systems executing inside TEE can attest to the operating system integrity. Our solution
builds trust in a remote computer starting from a piece of code executing inside the TEE,
and then systematically extend it to the entire operating system. First, we leverage TEE to
settle a trusted piece of code on an untrusted remote computer. We use it to verify that the
computer is in the correct DC and mitigate the cuckoo attack. This allows us to extend trust
to the TPM, then to the loaded kernel and its integrity-enforcement mechanism and, finally,
to software being executed during the operating system runtime.

We implement this approach in an integrity monitoring and enforcement framework called
CHORS[Z} which ensures that high-assurance security applications execute on correctly initial-
ized and integrity-enforced operating system located in the expected DC. The high-assurance
security systems conform to the TEE threat model, while they gain operating system integrity
guarantees under a less rigorous threat model typical for TPM-based systems. We perform
security risk analysis related to the use of these techniques in

3.2 Contribution

In this chapter, we make the following contributions: (i) We designed and implemented an in-
tegrity monitoring and enforcement framework called CHORS that i) attests to the operating
system trustworthiness (§3.1}§3.4), ii) defends against the cuckoo attack (§3.6.1} §3.6.2), iii)
provides a reliable approach to estimate the geolocation of physical servers beyond the sim-
ple TPM geo-tagging (§3.5.3), iv) provides local attestation, allowing decentralization of the
monitoring system (§3.5.1} §3.5.4), v) the service itself can be remotely attested (§3.6.4), vi)
verifies the compliance of provisioned resources with a given policy (§3.5.2] §3.5.4). (ii) We as-
sessed the security risk of CHORS (§3.7). (iii) We demonstrated CHORS protecting a real-world
application in the eHealth domain (83.8.1). (iv) We evaluated its security and performance

(83.9).

’In the Slavic mythology, Chors is a Slavic god of sun, sometimes interpreted as a moon god [79].
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3.3 Threat Model

We adopt the threat model of organizations, such as governments, banks, and health, legally
bound to protect the security-sensitive data they process. In particular, we assume they
execute high-assurance security systems in their own DCs or in the hybrid cloud in which
security-critical resources are provisioned on-premises. This implies limited and well-controlled
access to DCs, allowing us to assume that an adversary, e.g., a rogue operator, cannot per-
form physical or hardware attacks. To ensure that a high-assurance security system executes
inside the DC, we only presume that dedicated computers, called trusted beacons, are located
inside that DC and cannot be physically moved outside (§3.5.3).

Initially, we only trust the CPU (including its hardware features TEE and DRTM) and a small
piece of code (the agent). Using the TEE attestation protocol, we ensure that the legitimate
agent executes inside the TEE on a genuine CPU on some computer. Then, we use the agent
to verify that the computer is located in the correct DC by measuring the proximity to the
trusted beacon via a round-trip time distance-bounding protocol. Once we ensure that the
agent runs in the expected DC, we use it to establish trust with the local TPM with the help of
our protocol formally proved to be resistant to the cuckoo attack [203]. At this point, we use
the TPM to extend the trust to the kernel and its built-in integrity-enforcement mechanism,
IMA. Eventually, we use IMA to expand trust to the software loaded during the operating
system runtime.

High-assurance security systems executing inside the TEE follow the TEE threat model,
i.e., operating system, firmware, other software, and system administrator are untrusted.
The additional guarantees of the operating system integrity follow the threat model of TPM-
based systems, i.e., software whose integrity is enforced at load-time behaves in a trust-
worthy way also during its execution. The runtime integrity of the process can be enforced
using existing technigues, such as control-flow integrity enforcement [143], fuzzing [281]],
formal proofs [287], memory-safe languages [180], or memory corruption mitigation tech-
niques (position-independent executables, stack-smashing protection, relocation read-only
techniques). Please note that many of these techniques are applied nowadays by default
during the software packaging process, as in the case of Alpine Linux [7].

We assume a financially or governmentally motivated adversary who might gain root ac-
cess to selected computers inside a DC by exploiting network or operating system misconfig-
urations, exploiting vulnerabilities in the operating system, or using social engineering. Her
goal is to extract security-sensitive or privacy-sensitive data, e.g., personal data, credentials,
or cryptographic material. She can stop or halt individual computers or processes, but she
cannot stop all central monitoring service instances responsible for reporting security inci-
dents.

We consider an untrusted network where an adversary can view, inject, drop, and alter
messages. She can call the APl with any parameters and configure the routing, forcing pack-
ages to choose faster or slower routes. Our network model is consistent with the classic
Dolev-Yao adversary model [56]. We rely on the soundness of the employed cryptographic
primitives used within software and hardware components.

3.4 Design Decisions

Our objective is to provide a design that:
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Figure 3.3. The architecture of existing integrity monitoring systems. The security officer uses a
monitoring system to verify that high-assurance security systems execute on hosts running trusted
software.

+ enforces that only trusted software is executed on a computer;

* monitors the remote computer operating system to verify compliance to integrity re-
quirements;

» allows high-assurance security systems to get insights into the operating system in-
tegrity.

We start by introducing the existing integrity monitoring systems architecture [125| [111]
128 and adjust it to meet the security guarantees required by high-assurance security sys-
tems. [Figure 3.3|shows the integrity monitoring architecture where a central server pulls in-
tegrity measurements from computers by communicating with dedicated software, the agent.
The agent on each computer collects data from the underlying security and auditing subsys-
tems that measure and enforce the operating system's integrity. Central servers aggregate
the data in databases, verify it against whitelists, and notify the security officer about integrity
violations. Such architecture relies on the TPM as a root of trust.

Enforce the load-time integrity with secure boot and operating system integrity
enforcement.

Secure boot [269] is the state-of-the-art technology to enforce that only trusted software
bootstraps a computer. It relies on the chain of trust where each component measures the
integrity (calculates a cryptographic hash) of the next component and executes it only if the
hash matches a corresponding digital signature. The measured boot [254}255] complements
it by storing hashes in the TPM, thus enabling auditing.

The integrity measurement architecture (IMA) [225, [89] extends the functionality of mea-
sured boot and secure boot to the operating system level. IMA is part of the kernel and
verifies all files' integrity (i.e., executables, configuration files, dynamic libraries) before they
are loaded to the memory. In particular, IMA-appraisal [101] enforces that the kernel loads
files whose hashes are certified with digital signatures stored in the file system (Figure 2.4).
The application execution is halted until a dynamic library is loaded, and fails if the library fails
the integrity check. IMA enables auditing by maintaining an IMA log, a dedicated file storing
hashes of all files loaded to the memory since the kernel load. It adds each file to the IMA log
and stores a hash over it in the TPM before the file is loaded to the memory. Any tampering
of the IMA log is detectable because the IMA log's integrity hash must match the value stored
in the TPM.
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Enable remote attestation to prove that secure boot and integrity enforcement are
enabled.

The TPM remote attestation protocol [91] delivers a technical assurance of the computer’s
integrity. The TPM chip digitally signs a report (quote) certifying hashes recorded since the
computer boot. The hashes reflect loaded firmware and kernel and prove that integrity en-
forcement mechanisms are enabled. The verifier can check that the quote has not been
manipulated because the TPM signs the quote with a signing key that is embedded in the
TPM and linked to the certificate authority (CA) of the TPM manufacturer. However, the mon-
itoring system cannot merely rely on the TPM attestation protocol because the protocol is
vulnerable to the cuckoo attack [205]. It is indistinguishable whether an untrusted operating
system proves its integrity presenting a quote from a local TPM or impersonates a trustwor-
thy operating system presenting a quote from a remote TPM.

Detect the cuckoo attack by authenticating the TPM with a secret random number.

The monitoring system must ensure that the quote originated from the local TPM, i.e.,, the
TPM that collected integrity measurements from the software components that booted the
operating system on the underlying computer. We propose to extend the agent with the
functionality of checking that it communicates with the local TPM. The general idea consists
of sharing a randomly generated secret ¢ with the local TPM to identify it uniquely and then
use the secret to authenticate the TPM (Figure 3.4). The main challenge is how to generate
a secret and share it with the local TPM without revealing it to the adversary. Otherwise, the
adversary can mount the cuckoo attack by sharing it with a remote TPM.

Protect the secret in the TPM by relying on the one-way cryptographic hash function.

The TPM contains dedicated memory registers, called platform configuration registers (PCRs),
that have important properties; they cannot be written directly, but they can only be ex-
tended with a new value using a cryptographic one-way hash function. The operation can
be expressed as: PCR_extend(n,value): pcr(n] = hash(pcr[n]| |value). We propose to extend the
secret ¢ on top of the existing measurements stored in the PCR to achieve the following
properties: (i) an adversary cannot extract the secret from the PCR value after the secret
is extended to the PCR because the hash function result is not invertible; (ii) an adversary
cannot reproduce the PCR value in another TPM without knowing the secret, or finding a
collision in the hash function; (i) after extending the TPM with the secret, the secret is no
longer needed to identify the TPM because the PCR value extended with the secretis unique.

Leverage DRTM technology to provide a trusted and measured environment to
access the local TPM.

We must ensure that the secret is shared with the local TPM securely. We do it in a trusted
environment established by hardware technologies available in modern CPUs because these
technologies also permit verification of the established execution environment's load-time
integrity. Therefore, they allow detecting (post-factum) any secret extraction attempt, in-
cluding software side-channel attacks, because such attacks require violating the kernel or
initramfs load-time integrity.
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Figure 3.4. Defense against the cuckoo attack. The agent shares with the TPM a randomly generated
secret ¢, which is used later to authenticate the TPM. Platform configuration register (PCR) is TPM
tamper-resistant memory.

We propose generating the secret and extending it to PCRs inside the initramfsﬂ because
DRTM allows for later verification of the kernel and initramfs integrity. Specifically, the DRTM [235]],
which is a hardware technology that establishes an isolated execution environment to run
code on a potentially untrusted computer, can be used during the boot process (i.e., by
tboot [127]) to provide a measured load of the Linux kernel and initramfs.

The integrity measurements performed by DRTM cannot be forged because the TPM offers
a dedicated range of PCRs (dynamic PCRs) that can only be reset or extended when the TPM is
in a certain locality [132]; Only the code executed by DRTM can enter such locality. Therefore,
the presence of measurements in dynamic PCRs confirms that the DRTM was executed, and
the comparison of PCRs with the golden values confirms that the secret was shared with the
local TPM because the correct TPM driver was used.

Leverage Intel SGX to transfer the golden TPM PCR value to the operating system
runtime securely.

Once the secret is shared with the TPM, we must expose the unique local TPM's identifier
(PCR value extended with the secret) to the agent running in the operating system. To do
so, we leverage Intel software guard extensions (SGX) [45], a hardware CPU extension that
provides confidentiality and integrity guarantees to the code executed in so-called enclaves
in the presence of an adversary with root access to the computer. It offers a sealing [9]
property that permits storing a secret on an untrusted disk where only the same enclave
running on the same CPU can read it. The sealing and its revert operation unsealing use a
CPU- and an enclave-specific key to encrypt and sign data in untrusted storage. We propose
to communicate with the TPM from the inside of an enclave. First, the enclave executes in the
initramfs where it shares a secret with the local TPM and seals the expected value of the TPM
PCR to the disk. Then, it executes in the untrusted operating system, where it authenticates
the TPM using the PCR value unsealed from the disk.

Leverage the SGX local and remote attestation to expose integrity measurements to
the verifiers.

SGX offers local and remote attestation protocols [133]. While both protocols allow verifying
that the expected code runs on a genuine Intel CPU, the SGX local attestation also permits

8The initramfs is a minimalistic root filesystem that provides a user space to perform initialization tasks, like
loading device drivers, mounting network file systems, or decrypting a filesystem [207], before the operating
system is loaded.
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two enclaves to learn that they execute on the same CPU. We rely on this property to per-
mit high-assurance security systems to establish trust with the agent running on the same
computer. Like this, high-assurance security systems gain access to integrity measurements
of the surrounding operating system. Similarly, central monitoring services leverage the SGX
remote attestation to establish trust with agents.

3.5 CHors architecture

3.5.1 High-level Overview

Figure 3.5|shows a high-level overview of the CHORS architecture, which consists of five enti-
ties. A security officer (@) uses a controller (@) to define security policies describing correct
(trusted) operating system configurations. The controller communicates with agents (@) run-
ning on every computer to check whether high-assurance security systems (@) are executed
in a trusted environment defined in security policies. Both the controller (@) and the high-
assurance security system executing inside SGX (@) systematically query the agent to check if
the operating system'’s integrity conforms to the criteria defined inside a security policy. Note
that the integrity measurements are not aggregated or verified centrally. Instead, agents ag-
gregate them and verify them locally on computers. Agents verify their location using trusted
beacons (@), services running in a known geographical location, i.e., specific DCs.

We distinguish between two types of verifiers communicating with agents: local and re-
mote verifiers. A local verifier is a high-assurance security system that requires strong con-
fidentiality guarantees (@). An example of such a service is a key management system [37,
159] 188] that executes inside an SGX enclave to protect integrity and confidentiality against
privileged adversaries. The local verifier detects violations of the operating system’s integrity
by communicating with the agent running on the same host.

Aremote verifier, e.g., (®), is an application running on a different computer than the agent.
It aims to verify that the remote computer is located in the specific DC and its operating
system is in the expected state. Typically, a remote verifier checks the integrity of the dis-
tributed system’s deployment, i.e., various services distributed over machines, data centers,
and availability zones. The controller has broader knowledge about the network load, ma-
chine failures, service migrations, software updates. It helps the security officer to manage
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Figure 3.5. CHORS high-level architecture. The agent provides integrity measurements certified by
the local TPM. The agent detects the cuckoo attack. High-assurance security system € and the moni-
toring controller query the agent to ensure the integrity enforcement is enabled, thus, prevent soft-
ware side-channel attacks. Agents use the trusted beacon to verify their geolocation.
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the deployment while relying on individual services to react autonomously to integrity viola-
tions. The controller might be part of the security information and event management (SIEM)
system that correlates system behavior to detect multi-faceted attacks [24].

Listing 3.1: Example of the CHORS's security policy

1 chain: |-
) ————— BEGIN CERTIFICATE————-
35 # TPM manufacturer certificates

s whitelist:

6 — pCrs:

7 # secure boot / measured boot, PCRs 0-9
8 - {id: 0, sha256: ffOc...e3}

9 —{id: 3, sha256: e850...3¢}

10 # trusted boot (DRTM) PCRs, 17-19

1 - {id: 18, sha256: f9d0...cb}

12 - {id: 19, sha256: a1e7...00}

13 runtime:

14 certificate: |-

15 T BEGIN CERTIFICATE-————-
16 # IMA uses this certificate to verify signatures
7 T END CERTIFICATE———
18 software:

19 - name: agent-0.8.0

20 whitelist:

21 840f...72: /bin/agent

2 — name: AppArmour

23 whitelist:

24 # hash of the executable

2 1e73...f6: /sbin/apparmour

26 # hash of the configuration file

27 39e...34: /etc/apparmour

28 location:

20— host: https://datacenter:10000/beacon
50 max_latency: 10 # in milliseconds

31 chain: |-

2 = BEGIN CERTIFICATE————~

33 # TLS certificate chain of the trusted beacon
3 == END CERTIFICATE=————~

3.5.2 Policy

The security officer defines security policies (e.g., to declaratively state what soft-
ware and dynamic libraries are permitted to run on the computer and what is the proper
operating system configuration. He creates distinct security policies for each high-assurance
security system. For example, a key management system has a different policy than a system
processing medical data because they use different dynamic libraries, software, and operat-
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Figure 3.6. Trusted beacons. Agents rely on the trusted beacon to check that they are located in the
expected data center. Only machines located inside the same data centers can achieve very low
network latency required to prove their proximity.

ing system configurations. The monitoring controller reduces the burden of creating policies
by allowing defining templates that can be combined to build individual policies with over-
lapping configurations. For example, services running on the same type of operating system
share the same template that describes software and configuration specific to that operating
system.

The agent uses the security policy to verify the operating system’s integrity. The operating
system is trusted if and only if the load-time integrity measurements of the kernel and the
load-time integrity measurements of files loaded to the memory during the operating system
runtime are declared on the whitelist or their corresponding digital signatures are verifiable
using the certificate declared in the policy.

In more detail, the agent uses the TPM manufacturer’s CA certificate chain to verify that
the TPM chip attached to the computer is legitimate (line[T). The integrity of firmware and
its configuration is represented as a whitelist of static PCRs (lines [8}[9), while the integrity of
the Linux kernel and the initramfs is specified as a whitelist of dynamic PCRs (lines [TTT2).
Trusted configuration files, executables, and dynamic libraries are defined in the form of
hashes (lines and a signing certificate (line[T4). Software updates are supported via
complementary solutions [204} 23] and require specification of additional certificate in the

policy (line[T4).

3.5.3 Trusted Beacon

A policy might constrain the computers’ proximity to the well-known trusted beacons de-
ployed in DCs (lines[29]34). A trusted beacon is a network service that responds to agents’
requests with the current timestamp. The agent can then estimate the physical machine’s
proximity by measuring the network communication’s round-trip times. The adversary can-
not accelerate network packets enough to achieve a very short round-trip time achievable
only between machines in the same local network.

shows a high-level view of the trusted beacon proximity verification protocol.
The trusted beacon contains the asymmetric keypair with a certificate issued by a trusted
authority, e.g., a DC owner. These credentials, known only to the trusted beacon, prove that
the DC owner placed the trusted beacon in the DC, and the trusted beacon executes in a
trusted environment. The agent establishes trust with the trusted beacon by reading times-
tamps signed by the trusted beacon. The agent then estimates the network latency by cal-
culating a trimmed mean from the differences between timestamps obtained from pairs of
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Figure 3.7. CHORS policy verification protocol. The agent maintains a separate thread (agent's cache)
to constantly read the platform’s fresh integrity measurements. Verifiers query the agent in parallel
to ensure the compliance of the platform to the policy.

consecutive requests. A trimmed mean allows for tolerating network latency fluctuations
because it excludes outliers.

Our design does not restrict what security mechanisms must protect the trusted beacon.
In particular, the trusted beacon could be a network-accessible hardware security module
(HSM) [109] returning signed timestamps. HSM is a crypto coprocessor offering the high-
est level of security against software and hardware attacks. It is embedded in a tamper
responsive enclosure to actively detect physical and hardware attacks and protect against
side-channel attacks. A cheaper but less secure alternative might run a TEE-based applica-
tion implementing the abovementioned protocol over TLS. Related work [53] demonstrated
that the network communication round-trip time between two SGX enclaves located in the
same network take in average 264 us, a latency not achievable from the outside of the data
center.

3.5.4 Policy Verification Protocol

We designed the agent to act as a facade between the verifier and the TPM to enable multi-
ple verifiers to check the operating system's integrity concurrently. shows how a
verifier uses the policy verification protocol to attest to the operating system’s integrity. The
agent regularly reads the list of new software loaded by the operating system, the quote,
and persists it into the cache that reduces the policy verification latency for future requests
(@). The local or remote verifier perform the SGX local or remote attestation [133] to verify
the agent'’s identity and integrity and the CPU genuineness. The local attestation also proves
that the agent runs on the same CPU (@). Once the verifier deploys the policy (@), the agent
checks that the computer complies with the policy, stores the policy, and returns the corre-
sponding policy id (@). The verifier uses the policy_id to re-evaluate the policy during future
health checks (@).
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3.6 Implementation

We implemented CHORS on top of the Linux kernel. We use existing integrity enforcement
mechanisms built in the Linux kernel, j.e., IMA-appraisal, kernel module signature verifica-
tion, and AppArmor. We rely on the support for the secure boot built-in the underlying
firmware. We developed remote attestation components, i.e., the agent in memory-safe lan-
guage Rust [180]. We implemented the cuckoo attack detection mechanism and the policy
verification protocol inside the agent. The monitoring controller allows defining policies, ver-
ifying the remote computer system'’s integrity, and alerting about integrity violations. We rely
on the SCONE framework [11] and the SCONE cross-compiler to run CHORS inside the SGX
enclave.

3.6.1 Computer Bootstrap

Figure 3.8|illustrates the bootstrap of a computer where the agent collects information re-
quired to detect the cuckoo attack. Consecutive unified extensible firmware interface (UEFI)
components execute in the chain of trust; their integrity measurements are extended in
static PCRs (@). UEFI loads the bootloader, which starts the tboot (®). The tboot leverages
Intel trusted execution technology (TXT) [87, 44]-which implements DRTM on Intel CPUs-to
establish a trusted environment. The tboot measures the integrity of the Linux kernel and
initramfs, extends these measurements to dynamic PCRs (@), and executes them (@).

The initramfs has two essential properties; its integrity is reflected in dynamic PCRs, and
failures during initramfs execution prevent machine booting. We rely on these properties to
verify that the agent completed its execution. We refer to the agent execution inside initramfs
as agent initialization (@).

During the agent initialization, the agent requests the TPM to create a new attestation key
(AIK), return the TPM's endorsement key (EK) certificate, and return the quote certifying PCRs
(@). The agent performs the activation of credential procedure ([12] p. 109-111) to verify that
the AIK was created by the TPM, which possesses the private key associated with the EK
certificate. The agent then obfuscates static PCRs by extending them with a random number
generated inside the SGX enclave (@). To ensure that the obfuscation succeeded and the
boot process to continue, the agent reads PCRs again and compares them to the expected
pre-computed hashes. After all, the AIK, the EK certificate, the TPM clock (includes computer
reboot counter), and PCRs (original and obfuscated) are persisted in the file system in the
SGX sealed configuration file (®). The initramfs handles control to the operating system (@),
after the agent initialization finishes. The operating system executes the agent together with
startup services. We refer to the agent execution after the operating system executes as
agent runtime.

3.6.2 Establishing Trust

During the agent runtime, the agent verifies that there was no cuckoo attack during agent
initialization and agent runtime by ensuring that the following conditions are fulfilled:
Condition 1: the agent is able to unseal the configuration file (®). Relying on the properties
of the SGX unseal, we conclude that the configuration file was created by the agent enclave
running the same binary, and both enclaves were executed on the same SGX processor.
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Figure 3.8. The platform boot process. To make the cuckoo attack detectable, the agent executes
twice. First, in agent initialization, the agent executes in the measured environment where it shares
a secret with the TPM. Second, in agent runtime, the agent establishes trust with the local TPM or
detects the cuckoo attack.

Condition 2: a successful match between dynamic PCRs read from the TPM and the golden
dynamic PCRs. It proves that during agent initialization, the agent enclave was executed in
the trusted environment (Linux kernel, initramfs, and correct TPM driver), and it successfully
obfuscated the TPM.

Condition 3: a successful match of static PCRs read from the TPM with obfuscated static
PCRs read from the configuration file. It proves that the configuration file contains the infor-
mation gathered earlier from the same TPM.

Condition 4: a successful match of the reboots counter stored in the configuration with the
reboots counter value read from the fresh quote proves that the computer did not reboot
since the agent initialization.

Finally, considering conditions 1, 2, 3, 4, and what they indicate once fulfilled, we conclude
that the quote was issued by the TPM that collected software measurements during the
computer bootstrap. [203] formally proves this claim.

3.6.3 Cache Updates

To decrease the policy verification latency, the agent starts a separate thread reading the
computer state to validate it against future policy verification requests. The agent recurrently
retrieves the quote and verifies that the quote certifies PCRs values read during the agent
initialization, and it repeatedly reads new events from the IMA log.

Hashes of all events are stored in the enclave’'s memory, together with the number of bytes
read (B), and the last value of IMA PCR (D). To read new events, the agent first retrieves the
quote and opens the IMA log file skipping B bytes. It then reads a new event from the file and
recalculates the integrity hash by extending D with the event's hash. This process is repeated
for each new event and finishes when the integrity hash is equal to the hash of the IMA PCR
retrieved from the quote. If the agent reaches the end of the IMA log and the integrity hash
does not match the hash in the IMA PCR, it detects the tampering of the IMA log and the
operating system is considered compromised.

3.6.4 Policy Verification

The agent exposes the policy verification functionality via a TLS-protected representational
state transfer (REST) application programming interface (API) endpoint to simplify the com-
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munication interface between verifiers and agents. It is enough for verifiers to check the
agent's identity by verifying its X.509 certificate presented during a TLS-handshake. Currently,
TLS credentials are delivered to the agent via a key management system (KMS) [88]. As fu-
ture work, the agent will create a self-signed certificate via sgx-ra-tls [149], thus excluding
the KMS from the trusted computing base. The verifier can also rely on the SGX remote
attestation [[133] to ensure the agent's identity and integrity.

The agent stores a once deployed policy in the in-memory key-value map under a randomly
generated key policy_id to permit tenants to verify the same policy again. The agent can
be queried with the policy_id to verify that the operating system integrity has not changed
since the last verification. An adversary cannot change once deployed policy because SGX
protects the agent's memory from tampering, i.e., SGX guarantees integrity, confidentiality,
and freshness of data.

3.7 Security Risk Assessment

CHORS combines different security techniques to build a framework providing technical as-
surance that applications execute inside TEE on the trustworthy operating system. However,
each technique operates under a different threat model, and a careful analysis of existing
attacks is required to claim security guarantees.

3.7.1 Preventing Physical and Hardware Attacks

First of all, applied techniques usually do not protect against hardware and physical attacks.
The TPM is vulnerable to simple hardware attacks on the communication bus with the CPU
that allows an adversary to reset the TPM [142]], reply to arbitrary measurements [238], in-
cluding measurements corresponding to the DRTM launch [272]. Similarly, Intel SGX is vul-
nerable to clock speed and voltage manipulation [189]. Direct memory access attacks [178]
or cold-boot attacks [100] can compromise the entire operating system and applications
that store data in the main memory in plaintext. To prevent these kinds of attacks, unlike
other works [283][95], we propose to attest to the physical location of the computer. Regula-
tors require that DCs are access controlled and place computers inside security cages [77].
We argue that these techniques provide enough security to consider physical and hardware
attacks inside the trusted data center negligible.

We use the concept of a trusted beacon to verify that the computer is located in the trusted
DC. In the real-world, the trusted beacon functionality could be provided by a hardware secu-
rity module [T09] or a trusted timestamping authority running on a computer with formally
proved software [148| 212]. The only assumption is that trusted beacons must be securely
placed inside the DC and then be protected from being moved.

3.7.2 Establishing Trust with the Agent

To verify that the computer is indeed located in the expected DC, we must rely on the agent
executing on a potentially untrusted computer exposed to physical and hardware attacks. To
authenticate the agent and verify that it executes on a genuine Intel SGX CPU, we leverage
Intel SGX remote attestation [133]. In the past, researchers managed to extract Intel SGX
attestation keys [262) 260Q] that allowed impersonating a genuine SGX CPU. The available
mitigations are: i) relying on on-premise data center attestation mechanism [228], i) checking
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for revoked SGX attestation keys, and iii) verifying that the agent runs in the proximity of a
trusted device to ensure that it is in the correct data center composed of legitimate SGX
machines [53]. In all cases, we must trust the CPU manufacturer, SGX design, cryptographic
primitives, and CPU implementation. We consider these assumptions practical because they
are common industry practices.

3.7.3 Establishing Trust with the TPM

CHORS relies on TXT, SGX, and TPM to detect the cuckoo attack. Researchers demonstrated
that malware placed in the system management mode (SMM) could survive the TXT late
launch [273]. To mitigate attacks on SMM, Intel introduced an SMI transfer monitor that
constrains the system management interrupt handler mitigating this class of attacks en-
tirely [191]]. Other TXT-related and tboot vulnerabilities [274,[103] were related to memory
vulnerabilities in Intel's firmware and tboot implementations. These vulnerabilities have been
patched as part of a software update release cycle.

Intel SGXis vulnerable to microarchitectural and side-channel attacks that violate SGX con-
fidentiality guarantees [260]. Some of these attacks led to the leakage of Intel attestation keys
which might be used to forge the SGX attestation [260]. Intel constantly patches the vulner-
abilities with microcode updates or hardware changes. The presence of microcode updates
is reflected in the SGX attestation quote, allowing the verifier to check that the enclave exe-
cutes on the patched processor. Intel also invalidates attestation keys that might have been
leaked, preventing usage of these keys for attestation. Nonetheless, we do consider these
attacks as a real threat because of their severity and the multitude of variants that appear.

These attacks do not impact CHORS guarantees because they only affect SGX confiden-
tiality and not integrity, assuming leaked attestation keys are properly revoked by Intel or
on-premise data center attestation mechanisms [260,[228]. The only security-sensitive data
that might be used to compromise CHORS is the secret shared between the agent and the
TPM. However, the secret lives only during the agent initialization, where the presence of
malware is detected. In more detail, an adversary can extract the secret shared between the
agent and the TPM during the agent initialization to mount the cuckoo attack by sharing the
secret with an arbitrary TPM. We formally proved [203] that the CHORS protocol is immune to
these kinds of attacks because the agent detects that the secret was leaked once it executes
in the agent runtime. The agent detects that malware was present during the agent initializa-
tion because both initramfs and kernel are measured by DRTM, and their measurements are
securely transferred to the agent in the agent runtime via SGX sealing. An adversary cannot
tamper with the sealed data because only the same enclave running on the same CPU can
seal and unseal the data. Thus, the presence of malware and secret leakage are revealed.

3.7.4 Establishing Trust with the Operating System

Because the agent can read the load time integrity of the kernel stored inside the dynamic
PCR in the TPM, it can ensure that the computer executes a kernel that was intended to load
because even if an adversary boots a malicious kernel, she cannot tamper with PCRs that
reflect the malicious kernel load.

An adversary who gains access to the computer by stealing credentials using social engi-
neering or exploiting a misconfiguration cannot run arbitrary software because she does not
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have the signing key to issue a certificate required by the integrity-enforcement mechanisms
(IMA) to authorize the file.

However, an adversary might exploit memory vulnerabilities in the existing code, such as
Linux kernel or software executing on the system remotely [35]. This is feasible because
most system software is implemented in unsafe memory languages. We assume that the
operating system owner relies on an additional security mechanism enumerated in §3.3Jto
enforce the runtime process integrity. Typically, the system owner also minimizes the trusted
computing base (TCB) by authorizing only crucial software to run on a computer. He does it
by digitally signing only trusted software and relying on the IMA-appraisal to enforce it during
the operating system runtime.

An adversary who gains access to the computer can restart it and disable the security
mechanisms or boot the computer into an untrusted state. In we estimate the vul-
nerability window size in which the monitoring controller detects the computer integrity vio-
lation.

Another attack vectors are network side-channel attacks, such as NetCAT [164]], and rowham-
mer attacks over the network [246]. In these attacks, an adversary does not have to run mal-
ware on the computer but instead sends malicious network packages that modern network
cards place directly in the main memory. We assign a low risk to these classes of attacks be-
cause (i) they are hard to perform in a noisy production environment, (ii) they are detectable
by network traffic monitoring tools and firewalls because they generate high network activity,
(i) mitigation techniques exist and can be applied independently [164, 246].

3.8 Evaluation

We evaluate CHORS in three-folds. In we demonstrate CHORS protecting a real-world
application from the eHealth domain. Then, in §3.8.2]and we evaluate CHORS' security
and performance, respectively. The evaluation of the real-world application applies only to
3811

Testbed. Experiments execute on a rack-based cluster of three Dell PowerEdge R330
servers connected via a 10 Gb Ethernet. Each server is equipped with an Intel Xeon E3-
1270v5 CPU, 64 GiB of RAM, Infineon 9665 TPM 2.0, running Ubuntu 16.04 LTS with Linux
kernelv4.4.0-135-generic. The CPUs are on the microcode patch level (Oxc6). The enclave
page cache (EPC) is configured to reserve 128 MiB of RAM. During all experiments, the agent,
the monitoring controller, and the trusted beacon run on different machines.

Table 3.1. The execution time of the eHealth application. Mean values calculated from 30 indepen-
dent application executions. The standard deviation in all variants was 1 sec.

native SCONE CHORS
Execution time 41sec 52sec 53sec
Security level
- tolerate rogue operator
- tolerate untrusted OS
- no side-channel attacks (exclusive access to the OS)
- data processed in correct geolocation

x X X %
x % NN
DN NI NN
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3.8.1 Protecting a Real-world eHealth Application

We leveraged CHORS to protect an eHealth application provided to us by a partner who
requires protection of his intellectual property (the application’s source code) and the con-
fidentiality of the privacy-sensitive patients’ data. This dataset contains concentrations of
112 metabolites in cerebrospinal fluid samples from patients with bacterial meningitis, viral
meningitis/encephalitis, and non-inflamed controls. The application, implemented in Python,
uses a machine learning (ML) algorithm to understand pathophysiological networks and
mechanisms as well as to identify disease-specific pathways that could serve as targets for
host-directed treatments to reduce end-organ damage. We used publicly available SCONE
docker images [232] to run the application inside a container executed inside the SGX en-
clave. We configured the operating system to use IMA and run the CHORS's agent. On two
other machines, we deployed the trusted beacon and the monitoring controller, which was
constantly querying the agent to verify the operating system integrity.

We measured the execution time of the machine learning algorithm run in three different
variants; in native, the application executes in the untrusted operating system; in SCONE, the
application executes in the untrusted operating system but inside an SGX enclave provided
by SCONE; in CHORS, the application executes inside an SGX enclave on an integrity-enforced
operating system booted with CHORS.

shows that the machine learning algorithm’s execution inside the SGX enclave
takes 52 sec, which was 1.3x longer than the native execution (41 sec). CHORS further in-
creased the application execution time by 2%, compared to the SGX enclave execution. This
is an acceptable performance overhead, assuming the higher security guarantees offered by
CHORS and the compliance with the privacy regulations required by the EU law.

3.8.2 Security

An adversary cannot violate the computer system's integrity if all integrity enforcement mech-
anisms are properly configured and enabled (including mechanisms protecting runtime pro-
cess integrity because the kernel rejects untrusted files from loading to the memory.
However, an adversary can run arbitrary software if she gets enough privileges to boot the
computer with disabled enforcement mechanisms. We run a set of micro-benchmarks to
estimate the vulnerability window size expressed with Equation (1), during which the integrity
violation remains undetected.

tow = lrg + 2% (Ntre + typ) 3.1

tw is the vulnerability window size, 4 is the time to read a TPM quote, n is the maximum
number of events that can be opened within ty, tr is the time to read a single event from
the IMA log, t,, is the time required by the agent to verify the policy and by a verifier to send,
receive, and process the verification request.

What is the latency of reading a TPM quote?

Each time the agent reads the IMA log, it reads a fresh TPM quote to verify the IMA log's
integrity. The TPM supports different signing schemes that have a direct impact on the TPM
quote read latency.
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Table 3.2. The latency of reading the TPM quote generated using different signing schemes. Mean
values calculated from 30 experiment executions. g stands for standard deviation.

Signing scheme TPM quote read latency
RSA 2048 with SHA-256 521 ms (0 =4ms)
ECDSA P256 with SHA-256 155ms (o0 = 2ms)
HMAC with SHA-256 107 ms (0 = 3ms)

[Table 3.2]shows that TPM issues a quote using hash-based message authentication code
(HMAQ) in 107 ms, which is 4.9 faster than when using Rivest-Shamir-Adleman (RSA) cryp-
tography and 1.4 x faster when using elliptic curve digital signature algorithm (ECDSA). Thus,
selecting an HMAC or ECDSA allows validating the IMA log's integrity faster than when using
RSA. We assume usage of the ECDSA when reading a quote, thus t4=155ms.

Table 3.3. The latency of reading a single event from the IMA log. Mean values calculated from 1200
events readings. g stands for standard deviation.

Read latency of a single IMA log entry
ImaNg event 34 us (0 = 28 us)
ImaSig event 58 s (0 =32Us)

What is the latency of reading integrity measurements?

We measured the latency of reading new measurements from the IMA log to learn how fast
the agent can detect the integrity violation. During the first read of the IMA log, the agent
reads all measurements collected by IMA during the operating system boot, which is typically
the biggest chunk of the IMA log that has to be read by the agent at once. The bootstrap
of Ubuntu Linux produces approximately 1800 measurements. The agent needs 130 ms to
read all events from the IMA log, recalculate the IMA log integrity hash, and compare the
hash to the PCR value.

After the initial IMA log read, the agent reads only the new IMA measurements since the
last IMA log read. The time needed to read the integrity measurements depends on the
number of new events measured and added to the IMA log.

shows that the agent requires 34 ys and 58 s to retrieve a single ImaNg and
ImaSig event, respectively. The ImaNg, a default IMA event format providing the file's integrity
hash. The ImaSig event entry extends the ImaNg format by also including the file’s signature.
So, the maximum event read time t,,=58 ys.

How much time does it take to detect the integrity violation?

The vulnerability window for the attack consists of the time the agent takes to read a fresh
quote, retrieve new events from the IMA log, and process the policy verification request.
We assume that when the agent reads a quote (ty), an adversary can cause IMA to open
no more than n=3875files (according to our measures, opening a file takes at least 40 us).
The agent would require about n = t.=225 ms to read events, and about t,,=100 ms to verify
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Figure 3.9. Policy verification throughput. Default policy checks secure boot and trusted boot. Loca-
tion proximity checks geolocation. Runtime verifies IMA measurements.

them against the policy, see §3.8.3| Therefore, using Equation (1), we estimate that the policy
verification protocol has a vulnerability window of approximately t,,=805 ms.

3.8.3 Performance

How scalable is CHORS? Can it efficiently verify policies on behalf of multiple verifiers?

In our design, the agent is the security-critical component that performs local integrity at-
testation on behalf of high-assurance security systems, centralized monitoring services, and
security officers. To verify the agent’s ability to verify security policies, we measured the pol-
icy verification throughput - the time in which the agent responds to the verifier's request
verifying operating system integrity. Our experiments compare four variants of the policy
content: (i) default, the policy contains only the definition of static and dynamic PCRs; (ii) /o-
cation proximity, the default policy content with additional constraints about proximity to
trusted beacon; (i) runtime, the default policy content with a whitelist of trusted software;
(iv) runtime and location proximity, the combination of the runtime and location proximity
policies.

Figure 3.9 shows that the agent achieves the maximum throughput of 623 reg/sec when
verifying a default policy. A similar throughput is achieved for the policy with the location
proximity extension. The throughput decreases to 521 reg/sec when the agent verifies a
security policy containing IMA measurements because of the overhead caused by reading
new IMA measurements. An optimal latency of 100 ms is achieved for all policy variants when
the throughput < 250 reg/sec.

Table 3.4. The mean remote attestation latency comparison between different integrity monitoring
frameworks. In all systems, the TPM quote was signed with RSA signing scheme. se stands for stan-
dard error.

Remote attestation latency
CHORS 665 ms (se=2ms)
Intel CIT 2475 ms (se=5ms)
IBM ACS 5677 ms (se=22ms)

43



3 High-assurance Security Systems Integrity Monitoring and Enforcement

How does CHORS performance compare to the existing monitoring frameworks?

We measured the integrity verification latency of the existing integrity monitoring frameworks
to check if the presented framework can be considered practical in terms of performance.
Specifically, we compared CHORS with Intel open cloud integrity technology (Intel CIT) [128]
125], and IBM TPM attestation client-server (IBM ACS) [111], which is a sample code for a
Trusted Computing Group (TCG) attestation application. We measured the total time taken
to establish a connection with an agent, retrieve a fresh quote, and compare PCRs with a
whitelist. In all experiments, the TPM has been previously commissioned.

[Table 3.4]shows that CHORS with the mean latency of 665 ms outperforms Intel CIT by 3.7 x
and IBM ACS by 8.5x. CHORS achieves better performance because, during the initialization,
it caches AIK, static PCRs, and dynamic PCRs that do not change during the entire agent's life
cycle. The agent verifies that those values did not change by comparing them to the certified
values obtained from the quote. Furthermore, unlike others, the agent verifies the integrity
of the IMA log and PCRs by recomputing a hash over cached PCRs and IMA log and matching
it against the PCRs hash in the quote. It allows the agent to skip the slow process of reading
PCRs and, consequently, reduce communication with the TPM to a single recurrent quote
read operation.

Table 3.5. The latency of the policy deployment into the agent depending on the content of the
security policy. Mean values calculated from 600 independent policy deployments. ¢ stands for
standard deviation.

Security policy content Deployment latency
Static and dynamic PCRs 576 ms (0 = 15ms)
+ location proximity 626 ms (0 = 17ms)
+ IMA measurements 606 ms (0 = 16 ms)
+ location prox. and IMA measur.  677ms (g = 15ms)

How much time does it take to deploy a single security policy?

[Table 3.5|shows the latency of the policy deployment protocol using different policy exten-
sions. The latency is measured as the total time between establishing a transport layer se-
curity (TLS) connection with CHORS, a policy upload, a verification using a fresh quote, and a
response retrieval. The default policy's size, containing the whitelist of 13 PCRs and one TPM
manufacturer’s CA certificate, is 4.7 kB. Its deployment takes 576 ms. The runtime policy size,
containing the whitelist of 1790 files and an IMA signing certificate, is 235 kB (50 x the default
policy). Its deployment lasts 606 ms, which is only a 1.05x of the default policy deployment
latency. The deployment latency of a policy with the location proximity extension depends
on the communication latency between CHORS and trusted beacons. The deployment of the
policy with one trusted beacon located in the same data center takes 626 ms.

How does CHORS impact the boot time of a computer?

We used the systemd-analyze tool to measure the load time of initramfs and userspace in dif-
ferent configuration variants of Ubuntu. [Figure 3.10| shows that the native Ubuntu Linux
starts in 19sec, from which the load of the userspace takes 13sec and the kernel with
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Figure 3.10. Impact of CHORS on boot time.

initramfs remaining 6sec. tboot executes after the bootloader and before the initramfs,
thus not influencing the load time of the operating system. The activation of IMA configured
to measure all files defined by the TCG group (ima_tcb boot option), increases the boot time
to 158 sec, 8.3x of the native. Aload of userspace takes 84% of this time, which is caused by
the measurement of 1790 files. The boot time could be decreased by reducing the number
of services loaded by the operating system. CHORS increases the boot time by 58% com-
pared to the Ubuntu Linux with tboot and 8% compared to the Ubuntu Linux with IMA. The
increased boot time is mostly caused by the execution of time-consuming TPM operations
in initramfs performed by CHORS and IMA.

3.9 Related Work

Like the existing monitoring systems [128[111], CHORS relies on the TPM attestation proto-
col to verify the computer’s integrity. Unlike them, CHORS is resilient to the cuckoo attack.
Existing defenses against this attack have a limited application for high-assurance security
systems. Fink et al. proposed a time side-channel approach [67] to detect the cuckoo attack.
As confirmed by the authors, it is prone to false positives and requires stable measurement
conditions, an impractical assumption in real-world scenarios. Flicker [184] accesses local
TPM from the isolated execution environment established by DRTM. However, DRTM does
not attest to the computer location which makes its attestation untrustworthy due to simple
hardware attacks [272]. Moreover, DRTM permits executing only a single process on the en-
tire CPU at the same time. This impacts application’s throughput because a single context
switch to DRTM-established environment takes 10-100s of milliseconds [183]. CHORS in-
stead first verifies that the computer is in the trusted data center (thus, no hardware attacks
are possible) and uses DRTM only once when provisioning the TPM. This approach provides
better performance as required by modern applications.

Other solutions for root of trust identification problem require the verifier to solve biomet-
ric challenge [52], observing emitted LED signals [244], verifying the device state displayed on
the screen [51)[165]], using trusted devices to scan bar codes sealed on the device [182], or
pressing a special-purpose button for bootstrapping trust during the computer boot [205].
These approaches have limitations because (i) the TPM is a passive device controlled by soft-
ware which, due to lack of trusted I/O paths to external devices, can redirect, reply, or fool
the communication, and (ii) they require human interaction and thus do not scale for the
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DC-level.

Recently, Dhar et al. proposed ProximiTEE [53] to deal with the SGX (not TPM) cuckoo
attack by attaching a trusted device to the computer and detecting the cuckoo attack during
the SGX attestation. This solution can verify that the SGX enclave executes on the computer
with the attached trusted device because of the very low communication latency between
the enclave and the device. Although, as denoted by Parno [205] this approach cannot be
used to detect the TPM cuckoo attack because of the slow speed of the TPM, CHORS could
use ProximiTEE as a trusted beacon implementation to prove that the computer is located
in the expected data center.

Other work focuses on tolerating malware in the operating system while preventing side-
channel attacks on TEEs. There are three approaches to mitigate these attacks: (i) static vul-
nerability detection [96] 201], (i) attack prevention [4} 26} [75], and (iii) attack detection [200,
41]]. The first one consists of analyzing and modifying source code to detect gadgets [96]201].
However, finding all gadgets is difficult or impossible because the search narrows to gad-
gets specific to known attacks. The second approach prevents attacks by hiding access pat-
terns using oblivious execution/access pattern obfuscation, resource isolation [75], or hard-
ware changes [266]. These techniques address only specific attacks [75], require hardware
changes [266], or incur large performance overhead [4, [26]. The last approach consists of
runtime attack detection [200, 41] by isolating and monitoring resources of instrumented
programs. But, it targets selected attacks and assumes some amount of statistical misses.
CHORS aims at preventing such attacks without requiring source code changes or hardware
modifications, with low performance overhead but a larger trusted computing base.

3.10 Summary

We responded to regulatory demands that require stronger isolation of high-assurance secu-
rity systems by running them inside trusted execution environments on top of a trustworthy
operating system and in the expected geolocation. We demonstrated that the combination
of Intel SGX with TPM-based solutions meets such requirements but requires protection
against the cuckoo attack. We proposed a novel deterministic defense mechanism against
the cuckoo attack and formally proved it. We implemented a framework that monitors and
enforces the integrity as well as geolocation of computers running high-assurance security
systems and mitigates the cuckoo attack. Our evaluation and security risk assessment show
that the CHORS is practical.
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4 Remote Attestation of the Virtual
Machine’'s Runtime Integrity

Chapter 3| introduced a technique allowing a computer owner to verify that his security-
sensitive application executes on an integrity-enforced operating system running on a com-
puter located in the data center under his control. However, many of today's systems run
instead on computers owned and managed by another legal entity because it allows for cost
reduction, i.e., the responsibility of the computing resources maintenance and administra-
tion shifts from application owners (tenants) to the infrastructure owners (cloud providers).
Trust is of paramount concern in such a setting, because software managing computing
resources and its configuration and administration remains out of the tenant’s control. Ten-
ants have to trust that the cloud provider, its employees, and the infrastructure protect the
tenant’s intellectual property as well as the confidentiality and the integrity of the tenant’s
data. A malicious employee [211], or an adversary who gets into possession of employee
credentials [113}[136], might leverage administrator privileges to read the confidential data
by introspecting virtual machine (VM) memory [245] to tamper with computation by subvert-
ing the hypervisor [145], or to redirect the tenant to an arbitrary VM under her control by
altering a network configuration [285]. We tackle the problem of how to establish trustin a
VM executed in the cloud. Specifically, we focus on the integrity of legacy systems executed
ina VM.

The existing attestation protocols focus on leveraging trusted hardware to report mea-
surements of the execution environment. In trusted computing [73]], the trusted platform
module attestation [90] and integrity measurement architecture (IMA) [225] provide a means
to enforce and monitor integrity of the software that has been executed since the platform
bootstrap [89]. The virtual TPM (VTPM) [21] design extends this concept by introducing a
software-based trusted platform module (TPM) that, together with the hardware TPM, pro-
vides integrity measurements of the entire software stack — from the firmware, the hyper-
visor, up to the VM. However, this technique cannot be applied to the cloud because an
adversary can tamper with the communication between the vIPM and the VM. For example,
by reconfiguring the network, she can mount a man-in-the-middle attack to perform a TPM
reset attack [142]], compromising the vIPM security guarantees.

A complementary technology to trusted computing, trusted execution environment (TEE) [81]],
uses hardware extensions to exclude the administrator and privileged software, /.e., operat-
ing system, hypervisor, from the trusted computing base. The Intel software guard exten-
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sions (SGX) [45] comes with an attestation protocol that permits remotely verifying the ap-
plication’s integrity and the genuineness of the underlying hardware. However, it is available
only to applications executing inside an SGX enclave. Legacy applications executed inside
an enclave suffer from performance limitations due to a small amount of protected mem-
ory [11]. The SGX adoption in the virtualized environment is further limited because the
protected memory is shared among all tenants.

Alternative technologies isolating VMs from the untrusted hypervisor, e.g., AMD secure en-
crypted virtualization (SEV) [140,[139] or IBM protected execution facility (PEF) [105], do not
have memory limitations. They support running the entire operating system in isolation from
the hypervisor while incurring minimal performance overhead [98]. However, their attesta-
tion protocol only provides information about the VM integrity at the VM initialization time. Itis
not sufficient because the loaded operating system might get compromised later-at runtime-
with operating system vulnerabilities or misconfiguration [279]. Thus, to verify the runtime
(post-initialization) integrity of the guest operating system, one would still need to rely on the
VIPM design. But, as already mentioned, it is not enough in the cloud environment.

Importantly, security models of these hardware technologies isolating VM from the hyper-
visor assume threats caused by running tenants’ operating systems in a shared execution
environment, i.e., attacks performed by rogue operators, compromised hypervisor, or mali-
cious co-tenants. These technologies do not address the fact that a typical tenant's operating
system is a complex mixture of software and configuration with a large vector attack. /.e., the
protected application is not, like in the SGX, a single process, but the kernel, userspace ser-
vices, and applications, which might be compromised while running inside the TEE and thus
exposes tenant's computation and data to threats. These technologies assume that tenants
are responsible for protecting the operating system. However, they lack primitives to en-
able runtime integrity verification and enforcement of guest operating systems. This work
proposes means to enable such primitives, which are neither provided by the technologies
mentioned above nor by the existing cloud offerings.

4.1 Contribution

We overcome the limitations of the existing approaches by combining trusted computing
techniques with TEE. We present TRIGLAVﬂ a VM remote attestation protocol that provides
integrity guarantees to legacy systems executed in the cloud. TRIGLAV has noteworthy ad-
vantages. First, it supports legacy systems with zero-code changes by running them inside
VMs on the integrity-enforced execution environment. To do so, it leverages trusted com-
puting to enforce and attest to the hypervisor's and VM's integrity. Second, TRIGLAV limits
the system administrator activities in the host operating system using integrity-enforcement
mechanisms while relying on the TEE to protect its own integrity from tampering. Third, it
supports tenants connecting from machines not equipped with trusted hardware. Specifi-
cally, TRIGLAV integrates with the secure shell (SSH) protocol [280]. Login to the VM implicitly
performs an attestation of the VM.

To summarize, in this chapter, we make the following contributions: (i) We demonstrated
the security issues of applying trusted computing techniques in the cloud (84.3.2). (ii) We
showed how to mitigate these weaknesses by leveraging IMA, TEE, and key management
(§4.4). (iii) We designed a protocol, TRIGLAV, attesting to the VM's runtime integrity (§4.4).

°In the Slavic mythology, Triglav (Trzygtéw) is a powerful three-headed deity representing a fusion of three
kingdoms: heaven, earth, and undergrounds [[79].
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(iv) We implemented the TRIGLAV prototype using state-of-the-art technologies commonly
used in the cloud (§4.5). (v) We evaluated it on real-world applications (§4.6).

4.2 Threat Model

We require that the cloud node is built from the software which source code is certified by
a trusted third party [198] or can be reviewed by tenants, e.g., open-source software [8] or
proprietary software accessible under a non-disclosure agreement. Specifically, such soft-
ware is considered safe and trusted when (i) it originates from trusted places like the official
Linux git repository; (i) it passes security analysis like fuzzing [281]; (iii) it is implemented us-
ing memory safe languages, like Rust [180]; (iv) it has been formally proven, like sel4 [148]]
or EverCrypt [212]; (v) it was compiled with memory corruption mitigations, e.g., position-in-
dependent executables with stack-smashing protection.

Our goal is to provide tenants with a runtime integrity attestation protocol that ensures that
the cloud node (i.e., host operating system, hypervisor) and the VM (guest operating sys-
tem, tenant’s legacy application) run only expected software in the expected configuration.
We distinguish between an internal and an external adversary, both without capabilities of
mounting physical and hardware attacks (e.g., [272]). This is a reasonable assumption since
cloud providers control and limit physical access to their data centers.

An internal adversary, such as a malicious administrator or an adversary who successfully
extracted administrators credentials [113][136], aims to tamper with the hypervisor config-
uration or with a VM deployment to compromise the integrity of the tenant’s legacy applica-
tion. She has remote administrative access to the host machine that allows her to configure,
install, and execute software. The internal adversary controls the network. She can insert,
alter, and drop network packages.

An external adversary resides outside the cloud. Her goal is to compromise the integrity
of security-sensitive applications. She can exploit a guest operating system misconfiguration
or use social engineering to connect to the tenant's VM remotely. Then, she runs dedicated
software, e.g., software debugger or custom kernel, to modify the legacy application’s behav-
ior.

We consider the TPM, the CPU, and their hardware features trusted. We rely on the sound-
ness of cryptographic primitives used by software and hardware components. We treat
software-based side-channel attacks (e.g., [151]) as orthogonal to this work because of (i) the
counter-measures existence (e.g., [200]) whose presence is verifiable as part of the TRIGLAV
protocol, (i) the possibility of provisioning a dedicated (not shared) machine in the cloud (see

§3).

4.3 Background and Problem Statement

4.3.1 Load-time Integrity Enforcement

A cloud node is a computer where multiple tenants run their VMs in parallel on top of the
same computing resources. VMs are managed by a hypervisor, a privileged layer of soft-
ware providing access to physical resources and isolating VMs from each other. Since the
VM's security depends on the hypervisor, it is essential to ensure that the correct hypervisor
controls the VM.
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Figure 4.1. An adversary with root access to the hypervisor can violate the security guarantees
promised by the vTPM [21]] design.

4.3.2 Runtime Integrity Enforcement

The administrator has privileged access to the machine with complete control over the net-
work configuration, with permissions to install, start, and stop applications. These privileges
permit him to trick the dynamic root of trust for measurements (DRTM) attestation process
because the hypervisor's integrity is measured just once when the hypervisor is loaded to the
memory. The TPM report certifies this state until the next DRTM launch, i.e., the next com-
puter boot. Hence, after the hypervisor has been measured, an adversary can compromise
it by installing an arbitrary hypervisor [222] or downgrading it to a vulnerable version without
being detected.

Integrity measurement architecture (IMA) [89, 1225} [101] allows for mitigation of the threat
mentioned above. Being part of the measured kernel, IMAimplements an integrity-enforcement
mechanism [[101], allowing for loading only digitally signed software and configuration. Con-
sequently, signing only software required to manage VMs allows for limiting activities carried
out by an administrator on the host machine. A load of a legitimate kernel with enabled
IMA and input-output memory management unit (IOMMU) is ensured by DRTM, and it is
attestable via the TPM attestation protocol.

4.3.3 Problems with Virtualized TPMs

The TPM chip cannot be effectively shared with many VMs due to a limited amount of plat-
form configuration registers (PCRs). The vIPM [21] design addresses this problem by run-
ning multiple software-based TPMs exposed to VMs by the hypervisor. This design requires
verifying the hypervisor's integrity before establishing trust with a software-based TPM. We
argue that verifying the hypervisor's integrity alone is not enough because an administrator
can break the software-based TPM security guarantees by mounting attacks [166, 147, 205]
using the legitimate software, as we describe next. Consequently, the vIPM cannot be used
directly to provide the runtime integrity of VMs.
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Rollback Attack

The adversary dumps the state of the TPM;—1 containing legitimate measurements
1). Then, she compromises the VM's integrity and restores the previously saved TPM;_; state.
Although the integrity measurements stored in TPM;—, reflect the attack, the vVTPM uses a le-
gitimate TPM;_1 state. This attack is feasible because the adversary has unrestricted control
over the VTPM life-cycle and its memory, i.e., she can copy files with the TPM state, spawn a
new TPM instance, attach it to an arbitrary VM. We propose to protect against the rollback
attack by tagging the vTPM state with the version number and the unique VIPM identifier.
The recent version number is stored in the monotonic counter (MC), and the VTPM increases
it before executing each non-idempotent operation. The VvIPM protects its state from tam-
pering by running inside the TEE. During the startup, the vTPM ensures that the MC value
equals the version number read from the persistent state.

Man-in-the-middle Attacks

In the VTPM design, the hypervisor prepends a 4-byte VIPM identifier that allows routing
the communication to the correct vVTPM instance. However, the link between the vIPM and
the VM is unprotected [47], and it is routed through an untrusted network. Consequently,
an adversary can mount a masquerading attack to redirect the VM communication to an
arbitrary VIPM 2a) by replacing the VTPM identifier inside the network package.
To mitigate the attack, we propose to use the transport layer security (TLS) protocol [54] to
protect the communication’s integrity.

Although the TLS helps protect the communication’s integrity, the lack of authentication
between the vTPM and the hypervisor still enables an adversary to fully control the communi-
cation by mounting a man-in-the-middle (MitM) attack. In more detail, an adversary can con-
figure the hypervisor in a way it communicates with vIPM via an intermediary software, which
intercepts the communication (Figure 4.7] 2b). She can then drop arbitrary measurements
or perform the TPM reset attack [142], thus compromising the vIPM security guarantees.

To mitigate the attack, the VTPM must ensure the remote peer’s integrity (is it the correct
hypervisor?) and its locality (is the hypervisor running on the same platform?). Although the
TEE local attestation gives information about software integrity and locality, we cannot use it
here because the hypervisor cannot run inside the TEE. However, suppose we find a way to
satisfy the locality condition. In that case, we can leverage runtime integrity measurements
(IMA) to verify the hypervisor's integrity because, among trusted software running on the
platform, there can be only software that connects to the vIPM—the hypervisor. To satisfy
the locality condition, we make the following observation: Only software running on the same
platform has direct access to the same hardware TPM. We propose to share a secret between
the vTPM and the hypervisor using the hardware TPM (§4.4.3). The VIPM then authenticates
the hypervisor by verifying that the hypervisor presents the secret in the pre-shared key TLS
authentication.

Finally, an adversary who compromises the guest operating system can mount the cuckoo
attack [205] to impersonate the legitimate VM. An adversary can modify the TPM driver inside
a guest operating system to redirect the TPM communication to a remote TPM
2¢). A verifier running inside a compromised VM cannot recognize if he communicates with
the VTPM attached to his VM or with a remote VIPM attached to another VM. The verifier is
helpless because he cannot establish a secure channel to the vIPM that would guarantee
communication with the local vTPM. To mitigate the attack, we propose leveraging the TEE
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Figure 4.2. The high-level overview of TRIGLAV. The VM's SSH key is bound to the VM's integrity state
defined in the policy.

attestation protocol to establish a secure communication channel between the verifier and
the vTPM and to use it to exchange a secret allowing the verifier to identify the vIPM instance

uniquely (84.4.4).

4.4 TricLav Design

Our objective is to provide an architecture that:

+ protects legacy applications running inside a VM from threats defined in

* requires zero-code changes to legacy applications and the VM setup,

+ permits tenants to remotely attest to the execution environment's runtime integrity with-
out possessing any vendor-specific hardware.

4.4.1 High-level Overview

shows an overview of the cloud node running TRIGLAV. It consists of the following
four components:

(A) the VM,

(B) the hypervisor managing the VM, providing it with access to physical resources and

isolating from other VMs,

(C) trusted computing components enabling hypervisor's runtime integrity enforcement

and attestation,

(D) TRIGLAY, software executed inside TEE that allows tenants to attest and enforce the

VMS' integrity.

The configuration, the execution, and the operation of the above components are subject
to attestation. First, the cloud operator bootstraps the cloud node and starts TRIGLAV. At
the tenant's request, the cloud provider spawns a VM (@). Next, the tenant establishes trust
with TRIGLAV (§4.4.4), which becomes the first trusted component on a remote computer.
The tenant requests TRIGLAV to check if the hypervisor conforms to the policy (@), which
contains tenant-specific trust constraints, such as integrity measurements (§4.4.6). TRIGLAV
uses IMA and TPM to verify that the computer’s runtime integrity conforms to the policy and
then generates a VM's public/private key pair. The public key is returned to the tenant (@).
TRIGLAV protects access to the private key, i.e., it permits the VM to use the private key only
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if the host and guest operating systems match the integrity defined inside the policy. Finally,
the tenant establishes trust with the VM during the SSH-handshake. He verifies that the VM
can use the private key corresponding to the previously obtained public key (@). The tenant
authenticates himself in a standard way, using his own SSH private key. His SSH public key is
embedded inside the VM's image or provisioned during the VM deployment.

4.4.2 Platform Bootstrap

The cloud provider is responsible for the proper computer initialization. She must turn on
support for hardware technologies (i.e., TPM, DRTM, TEE), launch the hypervisor, and start
TRIGLAV. The tenant ensures that the platform was correctly initialized when he establishes
trust in the platform (84.4.4).

First, TRIGLAV establishes a connection with the hardware TPM using the TPM attestation; it
reads the TPM certificate and generates an attestation key following the activation of creden-
tial procedure ([12] p. 109-111). TRIGLAV ensures it communicates with the local TPM using a
protocol detecting the TPM cuckoo attack introduced in[chapter 3] Eventually, TRIGLAV reads
the TPM quote, which certifies the DRTM launch and the measurements of the hypervisor's
integrity.

4.4.3 VM Launch

The cloud provider requests the hypervisor to spawn a new VM. The hypervisor allocates
the required resources and starts the VM providing it with TPM access. At the end of the
process, the cloud provider shares the connection details with the tenant, allowing the tenant
to connect to the VM.

TRIGLAV emulates multiple TPMs inside the TEE because many VMs cannot share a single
hardware TPM [21]. When requested by the hypervisor, TRIGLAV spawns a new TPM instance
accessible on a unique TCP port. The hypervisor connects to the emulated TPM and exposes
it to the VM as a standard character device. We further use the term emulated TPM to describe
a TEE-based TPM running inside the hypervisor and distinguish it from the software-based
TPM proposed by the vTPM design.

The communication between the hypervisor and the emulated TPM is susceptible to MitM
attacks (§4.3.2). Unlike TRIGLAY, the hypervisor does not execute inside the TEE, preventing
TRIGLAV from using the TEE attestation to verify the hypervisor identity. However, TRIGLAV
confirms the hypervisor identity by requesting it to present a secret when establishing a
connection. TRIGLAV generates a secret inside the TEE and seals it to the hardware TPM via
an encrypted channel ([92]] §19.6.7). Only software running on the same operating system as
TRIGLAV can unseal the secret. Thus, it is sufficient to check if only trusted software executes
on the platform to verify that it is the legitimate hypervisor who presents the secret.

Figure 4.3|shows the procedure of attaching an emulated TPM to a VM. Before the hypervi-
sor spawns a VM, it commands TRIGLAV to emulate a new software-based TPM (@). TRIGLAV
creates a new emulated TPM, generates a secret, and seals the secret with the hardware
TPM (@). TRIGLAV returns the TCP port and the sealed secret to the hypervisor. The hypervi-
sor unseals the secret from the hardware TPM (@) and establishes a TLS connection to the
emulated TPM authenticating itself with the secret (@). At this point, the hypervisor spawns
a VM. The VM boots up, the firmware and IMA send integrity measurements to the emulated
TPM (@). To protect against the rollback attack, each integrity measurement causes the em-
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Figure 4.3. TRIGLAV emulates TPMs inside the TEE. To prevent the MitM attack, TRIGLAV authenticates
the connecting hypervisor by sharing with him a secret via a hardware TPM. To mitigate the rollback
attack, the emulated TPM increments the monotonic counter value on each non-idempotent com-
mand.

ulated TPM to increment the hardware-based MC and store the current MC value inside the
emulated TPM memory (@).

TRIGLAV permits only one client connection and does not permit reconnections to prevent
the attachment of new VMs to the already initialized emulated TPM. Although an adversary
might redirect the hypervisor to a fake emulated TPM exporting a false secret, such an attack
is detected when establishing trust with the VM (§4.4.4).

4.4.4 Establishing Trust

The tenant establishes trust with the VM in three steps. First, he verifies that TRIGLAV exe-
cutes inside the TEE and runs on genuine hardware (a CPU providing the TEE functionality).
He then extends trust to the hypervisor and VM by leveraging TRIGLAV to verify and enforce
the runtime integrity of the host and guest operating systems. Finally, he connects to the
VM, ensuring it is the VM provisioned and controlled by TRIGLAV.

Since the TRIGLAV design does not restrict tenants to possess any vendor-specific hard-
ware and the existing TEE attestation protocols are not standardized, we propose to add an
extra level of indirection. Following the existing solutions [88], we rely on a trusted certificate
authority (CA) that performs the TEE-specific attestation before signing an X.509 certificate
confirming the TRIGLAV's integrity and the underlying hardware genuineness. The tenant
establishes trust with TRIGLAV during the TLS-handshake, verifying that the presented certifi-
cate was issued to TRIGLAV by the CA.

Although the tenant remotely ensures that TRIGLAV is trusted, he has no guarantees that
he connects to his VM controlled by TRIGLAV because the adversary can spoof the net-
work [285] redirecting the tenant's connection to an arbitrary VM. To mitigate the threat,
TRIGLAV generates a secret and shares it with the tenant and the VM. When the tenant es-
tablishes a connection, he uses the secret to authenticate the VM. Only the VM which integrity
conforms to the policy has access to this secret.

54



4 Remote Attestation of the Virtual Machine’s Runtime Integrity

cloud node (host OS) Legend
generates virtual machine —> data flow
an SSH key pair LR E T <-e-—sends challenge —__|
. , \ @~ Public/private SSH
e signs with the key of a VM
< private key

oo . i it li

e A verifies —e—&gnature —_— SSH server B seourity polioy
the policy o initially untrusted
A f / (subject of attestation)

@ trusted execution
environment

HTTPs signature

deploys [k
y . (SSH handshake)

\
challenge

SSH

HTTPs tenant

Figure 4.4. The high-level view of the attestation protocol. TRIGLAV generates an SSH public/private
key pair inside the TEE. The tenant receives the public key as a result of the policy deployment. To
mitigate the MitM attacks, the tenant challenges the VM to prove it has access to the private key.
TRIGLAV signs the challenge on behalf of the VM if and only if the platform integrity conforms with
the policy.

Figure 4.4]shows a high-level view of the protocol. First, the tenant establishes a TLS con-
nection with TRIGLAV to deploy the policy (@). TRIGLAV verifies the platform integrity against
the policy (@), and once succeeded, it generates the SSH key pair (@). The public key is re-
turned to the tenant (@) while the private key remains inside the TEE. TRIGLAV enforces that
only a guest operating system which runtime integrity conforms to the policy can use the pri-
vate key for signing. Second, the tenant initializes an SSH connection to the VM, expecting the
VM to prove the possession of the SSH private key. The SSH client requests the SSH server
running inside the VM to sign a challenge (@). The SSH server delegates the signing oper-
ation to TRIGLAV (®). TRIGLAV signs the challenge using the private key (@) if and only if the
hypervisor's and VM's integrity match the policy. The SSH private key never leaves TRIGLAV;
only a signature is returned to the SSH server (@). The SSH client verifies the signature using
the SSH public key obtained by the tenant from TRIGLAV (@). The SSH server also authenti-
cates the tenant, who proves his identity using his own private SSH key. The SSH server is
configured to trust his SSH public key. The tenant established trust in the remote platform
as soon as the SSH handshake succeeded.

4.4.5 Policy Enforcement

TRIGLAV policy enforcement mechanism guarantees that the VM runtime integrity conforms
tothe policy. Atthe host operating system, TRIGLAV relies on the IMA integrity-enforcement [101]
to prevent the host kernel from loading to the memory files that are not digitally signed.
Specifically, each file in the filesystem has a digital signature stored inside its extended at-
tribute. IMA verifies the signature issued by the cloud provider before the kernel loads the
file to the memory. The certificate required for signature verification is loaded from initramfs
(measured by the DRTM) to the kernel's keyring. At the guest operating system, IMA inside
the guest kernel requires the TRIGLAV approval to load a file to the memory. The emulated
TPM, controlled by TRIGLAV, returns a failure when IMA tries to extend it with measurement
not conforming to the policy. The failure instructs IMA not to load the file.
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Figure 4.5. Multiple tenants interacting with TRIGLAV concurrently. TRIGLAV generates a dedicated
SSH key for each deployed security policy and allows using it only if the VM's integrity conforms to
the security policy.

4.4.6 Tenant Isolation and Security Policy

Multiple applications with different security requirements might coexist on the same physical
computer. TRIGLAV allows ensuring that applications run in isolation from each other and
match their security requirements. [Figure 4.5 shows how TRIGLAV assigns each VM a pair
of a public and private key. The keys are bound with the application’s policy and the VM's
integrity. Each tenant uses the public key to verify that he interacts with his VM controlled by
the integrity-enforced hypervisor.

Listing 4.1: Example of the TRIGLAV's security policy

drtm: # measurements provided by the DRTM
- {id: 17, sha256: f9ad0...cb}
—{id: 18, sha256: c2c1a...c1}
- {id: 19, sha256: a18e7...00}
certificate: |-
————— BEGIN CERTIFICATE-———-
# software update certificate
————— END CERTIFICATE———
guest:
enforcement: true
pcrs: # boot measurements (e.g., secure boot)
—{id: 0, sha256: a1a1f...dd}
measurements: # legal integrity measurement digests
- "e0a11..2a" # SHA digest over a startup script
- "3a10Db...bb" # SHA digest over a library
certificate:
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22 _|_

» = BEGIN CERTIFICATE-———-

24 # certificate of the signer, e.g., OS updates
L END CERTIFICATE-———-

% 000 TT——= BEGIN CERTIFICATE-———-

27 # software update certificate

P END CERTIFICATE————-

Listing 4.1] shows an example of a security policy. The policy is a text file containing a
whitelist of the hardware TPM manufacturer’s certificate chain (line[d), DRTM integrity mea-
surements of the host kernel (lines[g}[9), integrity measurements of the guest kernel (line[T€),
and runtime integrity measurements of the guest operating system (lines 24). The
certificate chain is used to establish trust in the underlying hardware TPM. TRIGLAV com-
pares DRTM integrity measurements with PCR values certified by the TPM to ensure the
correct hypervisor with enabled integrity-enforced mechanism was loaded. TRIGLAV uses
runtime integrity measurements to verify that only expected files and software have been
loaded to the guest operating system memory. A dedicated certificate (line makes the
system scalable because it permits more files to be loaded to the memory without redeploy-
ing the policy. Specifically, it is enough to sign the software, which we allow to execute, with
the corresponding private key to make the software pass through the integrity-enforcement
mechanism. Similarly, dedicated certificates (lines[12] [27) allow for software updates of both
host and guest operating system thanks to a dedicated trusted software repository discussed

in detail in

4.5 Implementation

4.5.1 Technology Stack

We decided to base the prototype implementation on the Linux kernel because it is an open-
source project supporting a wide range of hardware and software technologies. It is com-
monly used in the cloud and, as such, can demonstrate the practicality of the proposed
design. QEMU [17] and kernel-based virtual machine (KVM) [147] permit to use it as a hy-
pervisor. We rely on Linux IMA [225] as an integrity enforcement and auditing mechanism
built-in the Linux kernel.

We chose Alpine Linux because it is designed for security and simplicity in contrast to other
Linux distributions. It consists of a minimum amount of software required to provide a fully
functional operating system that permits keeping a trusted computing base (TCB) low. All
userspace binaries are compiled as position-independent executables with stack-smashing
protection and relocation read-only memory corruption mitigation techniques. Those tech-
niques help mitigate the consequences of, for example, buffer overflow attacks that might
lead to privilege escalation or arbitrary code execution. To restrict the host from access-
ing guest memory and state, we follow existing security-oriented commercial solutions [112]
that disable certain hypervisor features, such as hypervisor-initiated memory dump, huge
memory pages on the host, memory swapping, memory ballooning through a virtio-balloon
device, and crash dumps. For production implementations, we propose to rely on microker-
nels like formally proved sel4 [148].

We rely on SGX as the TEE technology. The SGX remote attestation [133] allows us to

57



4 Remote Attestation of the Virtual Machine’s Runtime Integrity

TRIGLAV:
monotonic counter Legend
r y ? 2 —» data flow
A i
— TRIGLAV: . )
public/private SSH
vm | SSH Linux ) > emulated TPM J & ey of a VM
server IMA 2 _— .
oO; Integrity measuremen
), c TRIGLAV: i meany
monitoring service @ initially untrusted
Alpine Linux f G, f 7 (subject of attestation)
1 1 .
. : " trusted t
kernel-based virtual | | integrity measurement TPM driver s eﬁiir%nr?é?ﬁu on
s ke machine (KVM) architecture (Linux IMA) J{ )
- - - trusted
intel trusted intel software TPM 2.0 O truste
hEEERE execution technology guard extensions :

Figure 4.6. The overview of the TRIGLAV prototype implementation.

verify if the application executes inside an enclave on a genuine Intel CPU. We implemented
TRIGLAV in Rust [180Q], which preserves memory-safety and type-safety. To run TRIGLAV inside
an SGX enclave, we used the SCONE framework [11] and its Rust cross-compiler. We also
exploited the Intel trusted execution technology (TXT) [87] as a DRTM technology because it
is widely available on Intel CPUs. We used the open-source software tboot [127] as a pre-
kernel bootloader that establishes the DRTM with TXT to provide the measured boot of the
Linux kernel.

4.5.2 Prototype Architecture

The TRIGLAV prototype architecture consists of three components: the monitoring service,
the emulated TPM, and the monotonic counter service. All the components execute inside
an SGX enclave.

The monitoring service is the component that leverages Linux IMA and the hardware TPM
to collect integrity measurements of the host operating system. There is one monitoring
service running on the host operating system. It is available on a well-known port on which
it exposes a TLS-protected REST API used by tenants to deploy the policy. We based this
part of the implementation on the CHORS's agent, discussed in that provides a
mechanism to detect the TPM locality. The monitoring service spawns emulated TPMs and
intermediates in the secret exchange between QEMU and the emulated TPM. Specifically,
it generates and seals to the hardware TPM the secret required to authenticate the QEMU
process, and passes this secret to an emulated TPM.

The emulated TPM is a software-based TPM emulator based on the libtpms library [19]. It
exposes a TLS-based API allowing QEMU to connect. The connection is authenticated using
the secret generated inside an SGX enclave and known only to processes that gained access
to the hardware TPM. We extracted the emulated TPM into a separate component because
of the libtpms implementation, which requires running each emulator in a separate process.

The monotonic counter service (MCS) provides access to a hardware monotonic counter
(MC). Emulated TPMs use it to protect against rollback attacks. We designed the MCS as
a separate module because we anticipate that due to hardware MC limitations (i.e., high la-
tency, the limited number of memory overwrites [242]), a distributed version of the MCS, e.g.,
ROTE [179]], might be required. However, the MCS might also be deployed locally to lever-
age built-in SGX MC [36] accessible on the same platform where the monitoring service and
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emulated TPM run.

4.5.3 Monotonic Counter Service

We implemented a monotonic counter service (MCS) as a service executed inside the SGX
enclave. It leverages the high-endurance indices defined by the TPM 2.0 specification [92] to
provide the MC functionality. The MCS relies on the TPM attestation to establish trust with
the TPM chip offering hardware MC, and on the encrypted and authenticated communication
channel ([92] 819.6.7) to protect the integrity and confidentiality of the communication with
the TPM chip from the enclave. The MCS exposes a REST APl over a TLS (§4.5.4), allowing
other enclaves to increment and read hardware monotonic counters remotely.

The emulated TPM establishes trust with the MCS via the TLS-based SGX attestation (§4.5.4)
and maintains the TLS connection open until the emulated TPM is shutdown. We imple-
mented the emulated TPM to increase the MC before executing any non-idempotent TPM
command, e.g., extending PCRs, generating keys, writing to non-volatile memory. The MC
value and the TLS credentials are persisted in the emulated TPM state, which is protected by
the SGX during runtime and at rest via sealing. When the emulated TPM starts, it reads the
MC value from the MCS and then checks the emulated TPM state freshness by verifying that
its MC value equals the value read from the MCS.

4.5.4 TLS-based SGX Attestation

We use the SCONE key management system (CAS) [258] to perform remote attestation of
TRIGLAV components, verify SGX quotes using Intel attestation service (IAS) [9], generate TLS
credentials, and distribute the credentials and the CAS CA certificate to each component
during initialization. TRIGLAV components are configured to establish mutual authentication
over TLS, where both peers present a certificate, signed by the same CAS CA, containing an
enclave integrity measurement. Tenants do not perform the SGX remote attestation to ver-
ify the monitoring service identity and integrity. Instead, they verify the certificate exposed
by a remote peer during the policy deployment when establishing a TLS connection to the
monitoring service. In our prototype implementation, we force tenants to trust CAS. The pro-
duction implementation might use Intel SGX-RA [149] to achieve similar functionality without
relying on an external key management system.

4.5.5 VM Integrity Enforcement

The current Linux IMA implementation extends the integrity digest of the IMA log entry to
all active TPM PCR banks. For example, when there are two active PCR banks (e.g., SHA-1
and SHA-256), both are extended with the same value. We decided to make a minor mod-
ification in the Linux kernel, which permitted us to share with the emulated TPM not only
the integrity digest but also the file's measurement and the file's signature. We modified the
content of the PCR_Extend command sent by the Linux IMA in a way it uses the SHA-1 bank
to transfer the integrity digest, the SHA-256 bank to transfer the file's measurement digest,
and the SHA-512 bank to transfer the file's signature. In the emulated TPM, we intercept
the PCR_extend command to extract the file's measurement and the file's digest. We use
obtained information to enforce the policy; if the file is not permitted to be executed, the
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emulated TPM process closes the TLS connection, which is a signal to the QEMU process to
shut down the VM.

4.5.6 SSH Integration

To enable a secure connection to the VM, we relied on the OpenSSH server. It supports the
PKCS#11 [197]) standard, which defines how to communicate with cryptographic devices, like
TPM, to perform cryptographic operations using the key without retrieving it from the TPM.
We configured an OpenSSH server running inside the guest operating system to use an
SSH key stored inside the emulated TPM running on the host operating system. Importantly,
the VM's SSH private key is generated and stored inside the SGX enclave, and it never leaves
it. The SSH server, via PKCS#11, uses it for the TLS connection only when TRIGLAV authorizes
access to it. The tenant uses his own SSH private key, which is not managed by TRIGLAV.

4.6 Evaluation

In this chapter, we answer the question if TRIGLAV is practical to protect legacy applications.

Testbed. Experiments execute on a Dell PowerEdge R330 servers equipped with an Intel
Xeon E3-1270 v5 CPU, 64 GiB of RAM, Infineon 9665 TPM 2.0 discrete TPM chips (dTPMs).
Experiments using an integrated TPM (iTPM) run on Intel NUC7i7BNH machine, which has
the Intel platform trusted technology (PTT) running on Intel ME 11.8.50.3425 powered by
Intel Core i7-7567U CPU and 8 GiB of RAM.

All machines have a 10 Gb Ethernet network interface card (NIC) connected to a 20 Gb/s
switched network. The SGX, TXT, TPM 2.0, Intel virtualization technology for directed I/0O (VT-
d), and single root input/output virtualization (SR-I0V) technologies are turned on in the UE-
FI/BIOS system configuration. The hyper-threading is switched off. The enclave page cache
(EPC) is configured to reserve 128 MiB of RAM.

On host and guest operating systems, we run Alpine 3.10 with Linux kernel 4.19. We mod-
ified the guest operating system kernel according to the description in We adjusted
quick emulator (QEMU) 3.1.0 to support TLS-based communication with the emulated TPM
as described in

4.6.1 Micro-benchmarks

Are TPM monotonic counters practical to handle the rollback protection mechanism?

Strackx and Piessens [242] reported that the TPM 1.2 memory gets corrupted after a maxi-
mum of 1.450M writes and has a limited increment rate (one increment per 5sec). We run
an experiment to confirm or undermine the hypothesis that those limitations apply to the
TPM 2.0 chip. We were continuously incrementing the monotonic counter in dTPM and iTPM
chips. The dTPM chip reached 85M increments, and it did not throttle its speed. The iTPM
chip slowed down after 7.3M increments limiting the increment latency to 5sec. We did not
observe any problem with the TPM memory.
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Table 4.1. The latency of main operations in the TPM-based MCS. o states for standard deviation.

Read Increase
discrete TPM 42ms(c=2ms) 40ms (o =2ms)
integrated TPM  25ms(c =2ms) 32ms (g =1ms)
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Figure 4.7. TPM operations latency depending on the TPM.

What is the cost of the rollback protection mechanism?

Each non-idempotent TPM operation causes the emulated TPM to communicate with the
MCS and might directly influence the TRIGLAV performance. We measured the latency of the
TPM-based MCS read and increment operations. In this experiment, the MCS and the test
client execute inside an SGX enclave. Before the experiment, the test client running on the
same machine establishes a TLS connection with the MCS. The connection is maintained
during the entire experiment to keep the communication overhead minimal. The evaluation
consists of sending 5k requests and measuring the mean latency of the MCS response.

[Table 4.7 shows that the MCS using iTPM performs from 1.25x to 1.68x faster than its
version using dTPM. The read operation on the iTPM is faster than the increment opera-
tion (25 ms versus 32 ms, respectively). Differently, on dTPM both operations take a similar
amount of time (about 40 ms).

What is the cost of running the TPM emulator inside TEE and with the rollback
protection mechanism? Is it slower than a hardware TPM used by the host operating
system?

As a reference point to evaluate the emulated TPM's performance, we measured the latency
of various TPM commands executed in different implementations of TPMs. The TPM quotes
were generated with the elliptic curve digital signature algorithm (ECDSA) using the P-256
curve and SHA-256 bit key. PCRs were extended using the SHA-256 algorithm.

[Figure 4.7]shows that except for the PCR extend operation, the SGX-based TPM with roll-
back protection is from 1.2 x to 69 x faster than hardware TPMs and up to 6x slower than the
unprotected software-based swTPM. Except for the create primary command, which derives
a new key from the TPM seed, we did not observe performance degradation when running
the TPM emulator inside an enclave. However, when running with the rollback protection,
the TPM slows down the processing of non-idempotent commands (e.g., PCR_Extend) due
to the additional time required to increase the MC.
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Figure 4.8. File opening times with and without Linux IMA.

How much IMA impacts file opening times?

Before the kernel executes the software, it verifies if executable, related configuration files,
and required dynamic libraries can be loaded to the memory. The IMA calculates a crypto-
graphic hash over each file (its entire content) and sends the hash to the TPM. We measure
how much this process impacts the opening time of files depending on their size.

Figure 4.8|shows that the IMA inside the guest operating system incurs higher overhead
than the IMAinside the host operating system. Itis primarily caused by (i) the higher latency of
the TPM extend command (~ 43 ms) that is dominated by a slow network-based monotonic
counter, (ii) the IMA mechanism itself that has to calculate the cryptographic hash over the
entire file even if only a small part of the file is actually read, and (iii) the less efficient data
storage used by the VM (virtualized storage, QCOW format).

In both systems, the IMA takes less than 70 ms when loading files smaller than 1 MB (99%
of files in the deployed prototype are smaller than 1 MB). Importantly, IMA measures the file
only once unless it changes. shows that the next file reads take less than 40 s
regardless of the file size.

4.6.2 Macro-benchmarks

We run macro-benchmarks to measure performance degradation when protecting popu-
lar applications, /.e., the nginx web-server [65] and the memcached cache system [43], with
TRIGLAV. We compare the performance of four variants for each application running on the
host operating system (native), inside a SCONE-protected Docker container on the host oper-
ating system (SCONE), inside a guest operating system (VM), inside a TRIGLAV-protected guest
operating system with rollback protection turned on (TRIGLAV). Please note that TRIGLAV op-
erates under a weaker threat model than SCONE. We compare both systems to show the
tradeoff between the security, performance, and the required resources.
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Figure 4.9. Throughput/latency of the nginx.

How much does TRIGLAV influence the throughput of a web server, e.g., nginx?

We configured nginx to run a single worker thread with turned off gzip compression and
logging, according to available SCONE's benchmark settings. Then, we used wrk2 [248], run-
ning on a different physical host, to simulate 16 clients (4 per physical core) concurrently
fetching a pre-generated 10 KiB binary uncompressed file for 45 sm We were increasing the
frequency of the fetching until the response times started to degrade. Except for the refer-
ence measurement (native) run on the bare metal, nginx run inside a VM with access to all
available cores and 4 GB of memory.

shows that TRIGLAV achieved 0.94x of the native throughput, reaching 70k
requests. The SCONE variant reached about 31k requests, which is 0.45x of the TRIGLAV
throughput. We observed low-performance degradation incurred by the virtualization (less
than 2%). The TRIGLAV overhead is caused mostly by the IMA.

Does TRIGLAV influence the throughput of systems that extensively use in-memory
storage, i.e., memcached?

In this experiment, we used memtier [216] to generate load by sending GET and SET re-
quests (at 1:1 ratio) of 500 bytes of random data to a memcached instance running on a
different physical host. We calculated the memcached performance by computing the mean
throughput achieved by the experiment before the throughput started to degrade (latency

10The limited network bandwidth dictated the file size—for larger sizes, we saturated the NIC bandwidth.
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Figure 4.10. Throughput/latency of memcached.
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lower than 2ms). Except for the reference measurement (native) run on the bare metal,
memcached run inside a VM with access to all available cores and 4 GB of memory.

presents how TRIGLAV influences the throughput-latency ratio of memcached.
We observed small performance degradation when running memcached inside a VM. TRIGLAV
achieved 0.98x of the native throughput. It is a result of how Linux IMA is implemented.
During the memcached start, IMA measures the integrity of the memcached executable, dy-
namic libraries, and configuration files. But, it does not measure any data directly written to
the memory during runtime. TRIGLAV throughput was 1.23x higher than the memcached
run inside SCONE.

Table 4.2. The VM boot time depending on the TPM.

MC TPM IMA Boottime
no TPM X X X 9.7sec(oc=0.1seq
SWIPM X v v  140sec(o=0.2seq)
TRIGLAV
no MC X v v  14.1sec(o=0.3se0)
withMC v/ v v 50.8sec (o0 =0.4seq)
fast MC v v v 15.8sec (estimate)

How the measured boot increases the VM boot time?

Table 4.2/ shows how TRIGLAV impacts VM boot times. As a reference, we measure the boot
time of a VM without any TPM attached. Then, we run experiments in which a VM has access
to different implementations of a software-based TPMs. Except for the reference measure-
ment, the Linux IMA is always turned on. Each VM has access to all available cores and 4 GB
of memory. As the guest operating system, we run Ubuntu 18.10, a Linux distribution with a
pre-installed tool (systemd-analyze) to calculate system boot times.

The measured boot increases the VM load time. It is caused by the IMA module that mea-
sures files required to initialize the operating system. We did not observe any difference in
boot time between the setup with the swTPM [20] and the Triglav emulated TPM (Triglav no
MC). However, when running the emulated TPM with the rollback protection (Triglav with MC),
the VM boot time is 5.2x and 3.6 x higher when compared to the reference and the swTPM
setting, respectively. Alternative implementations of MCS, such as ROTE [179], offer much
faster MC increments (1-2 ms) than the presented TPM-based prototype. We estimated that
using TRIGLAV with a fast MC would slow down VM boot time only by 1.13x.

Does TRIGLAV incur performance degradation when multiple VMs are spawned?

We examine the scalability by running memcached concurrently in several VMs with and
without TRIGLAV, i.e., the native indicates memcached instances executing inside VMs whose
integrity is neither measured nor enforced. Specifically, we calculate the performance degra-
dation between the variant with and without TRIGLAV. l.e., we do not compare the perfor-
mance degradation between different numbers of VMs, because it depends on the limited
amount of shared network bandwidth. In the scalability experiments, we assigned one phys-
ical core and 1 GB of RAM to each VM.
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Figure 4.11. Throughput/latency of memcached depending on the number of concurrently executed
VMs.

Figure 4.11|shows that when multiple VMs are concurrently running on the host operating
system, TRIGLAV achieves 0.96x-0.97 x of the native throughput.

4.7 Discussion

4.7.1 Alternative TEEs

The TRIGLAV design (84.4) requires a TEE that offers a remote attestation protocol and pro-
vides confidentiality and integrity guarantees of TRIGLAV components executing in the host
operating system. Therefore, the SGX used to build the TRIGLAV prototype (§4.5) might be re-
placed with other TEEs. In particular, TRIGLAV implementation might leverage Sanctum [4€],
Keystone [169], Flicker [184], or L4Re [217] as an SGX replacement. TRIGLAV might also lever-
age ARM TrustZone [[172] by running TRIGLAV components in the secure world and exploiting
the TPM attestation to prove its integrity.

4.7.2 Hardware-enforced VM Isolation

Hardware CPU extensions, such as SEV [11€]], Intel multi-key total memory encryption (MK-
TME) [122], Intel trust domain extensions (TDX) [123], are largely complementary to the
TRIGLAV design. They might enrich TRIGLAV design by providing the confidentiality of the
code and data against rogue operators with physical access to the machine, compromised
hypervisor, or malicious co-tenants. They also consider untrusted hypervisor excluding it
from the TRIGLAV TCB. On the other hand, TRIGLAV complements these technologies by of-
fering means to verify and enforce the runtime integrity of guest operating systems — the
functionality easily available for bare-metal machines (via a hardware TPM) but not for virtual
machines.

4.7.3 Trusted Computing Base

The prototype builds on top of software commonly used in the cloud (i.e., Linux kernel,
QEMU), which has a large TCB because it supports different processor architectures and
hardware. TRIGLAV might be combined with other TEE and hardware extensions, resulting in
a lower TCB and stronger security guarantees. Specifically, TRIGLAV could be implemented
on top of a microkernel architecture, such as formally verified selL4 [148]1209], that provides
stronger isolation between processes and a much lower code base (less than 10k source
lines of code (SLOC) [148]), when compared to the Linux kernel. Compared to the prototype,
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QEMU might be replaced with Firecracker [8], a virtual machine monitor written in a type-safe
programming language that consists of 46k SLOC (0.16x of QEMU source code size) and is
used in production by Amazon AWS cloud. The TCB of the prototype implementation might
be reduced by removing superfluous code and dependencies. For example, most of the TPM
emulator functionalities could be removed following the approach of yTPM [183]. TRIGLAV
API could be built on top of the socket layer, allowing removal of HTTP dependencies that
constitute 41% of the prototype implementation code.

4.7.4 Integrity Measurements Management

The policy composed of digests is sensitive to software updates because newer software
versions result in different measurement digests. Consequently, any software update of
an integrity-enforced system would require a policy update, which is impractical. Instead,
TRIGLAV supports dedicated update mirrors serving updates containing digitally signed in-
tegrity measurements, a solution introduced and discussed in[chapter 6

Other measurements defined in the policy can be obtained from the national software ref-
erence library [198] or directly from the IMA-log read from a machine executed in a trusted
environment, e.g., development environment running on tenant premises. The amount of
runtime IMA measurements can be further reduced by taking into account processes inter-
action to exclude some mutable files from the measurement [130}[226].

4.8 Related Work

VM attestation is a long-standing research objective. The existing approaches vary from VMs
monitoring systems that focus on system behavior verification [99}1223,1208], intrusion detec-
tion systems [135,[224], or verifying the integrity of the executing software [74} 22]. TRIGLAV
focuses on the VM runtime integrity attestation.

Following Terra [[74] architecture, TRIGLAV leverages VMs to provide isolated execution en-
vironments constrained with different security requirements defined in a policy. Like Scalable
Attestation [22], TRIGLAV uses software-based TPM to collect VM integrity measurements.
Additionally, TRIGLAV extends the software-based TPM functionality by enforcing the policy
and binding the attestation result with the VM connection, as proposed by VP [230]. Un-
like the idea of linking the remote attestation quote to the TLS certificate [84], TRIGLAV relies
on the TEE to restrict access to the private key based on the attestation result. Following
TrustVisor [183], TRIGLAV exposes trusted computing methods to legacy applications by pro-
viding them with dedicated TPM functionalities emulated inside the hypervisor. Unlike other
works, TRIGLAV addresses the TPM remote attack (recall at the VM level by combin-
ing integrity enforcement with key management and with the TEE-based remote attestation.
Alternative approaches to TPM virtualization exist [243][83]. However, the cuckoo attack re-
mains the main problem. Moreover, the trusted hypervisor is still required to protect the
TPM state and bind VMs with correct TPMs. In TRIGLAV, we enhanced the VTPM design [21]
mostly because of the simplicity; no need for hardware [243] or the TPM specification [83]
changes.

Hardware solutions, such as SEV [116], TDX [123]], emerged to isolate VMs from the un-
trusted hypervisor and the cloud administrator. However, they lack the VM runtime integrity
attestation, a key feature provided by TRIGLAV. TRIGLAV is complementary to them. Combin-
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ing these technologies allows for better isolation of VM from the hypervisor and the admin-
istrator and for runtime integrity guarantees during the VM's runtime.

4.9 Summary

This chaper presented TRIGLAV, the VM attestation protocol allowing for verification that
security-sensitive applications execute in the VM composed and controlled by expected soft-
ware in expected configuration. TRIGLAV provides transparent support for legacy applica-
tions and requires no changes in the VM configuration. TRIGLAV also permits tenants to re-
motely attest to the platform runtime integrity without possessing any vendor-specific hard-
ware by binding the VM integrity attestation with the SSH connection. Our evaluation shows
that TRIGLAV is practical and incurs low performance overhead (< 6%).
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5 Secure Multi-Stakeholder Machine
Learning Framework with GPU
Support

5.1 Problem Statement

Machine learning (ML) techniques are widely adopted to build functional artificial intelligence
(Al) systems. For example, face recognition systems allow paying at supermarkets without
typing passwords; natural language processing systems allow translating information boards
in foreign countries using smartphones; medical expert systems help to detect diseases atan
early stage; image recognition systems help autonomous cars to identify road trajectory and
traffic hazards. To build such systems, multiple parties or stakeholders with domain knowl-
edge from various science and technology fields must cooperate since machine learning is
fundamentally a multi-stakeholder computation, as shown in They would benefit
from sharing their intellectual property - private training data, source code, and models -
to jointly perform machine learning computations only if they can ensure their intellectual
property remains confidential.

Training data owner. ML systems rely on training data to build inference models. How-
ever, the data is frequently sensitive and cannot be easily shared between disjoint entities.
For example, healthcare data used for training diagnostic models contain privacy-sensitive
patient information. The strict data regulations, such as general data protection regulation
(GDPR) [63], impose an obligation on secure data processing. Specifically, the training data
must be under the training data owner’s control and must be protected while at rest, during
transmission, and training computation.

Training code owner. The training code owner implements a training algorithm that trains
an inference model over the training data. The training code (e.g., Python code) typically con-
tains an optimized training model architecture and tuned parameters that build the business
value and the inference model quality. Thus, the training code is considered as confidential
as the training data. The training requires high computing power, and, as such, it is eco-
nomically justifiable to delegate its execution to the cloud. However, in the cloud, users with
administrative access can easily read the training service source code implemented in pop-
ular programming languages, such as Python.
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Figure 5.1. Stakeholders share source code, data, and computing power to build a ML application.
They need a framework to establish mutual trust and share code and data securely.

Model owner. The inference model is the heart of any inference service. It is created
by training the model with a large amount of training data. This process requires extensive
computing power and is time-consuming and expensive. Thus, the model owner, a training
code owner, or a third party that buys the model, must protect the model's confidentiality.
The trained models may reveal the privacy of the training data [2]. Several works [70} [2]
demonstrated that extracted images from a face recognition system look suspiciously similar
to images from the underlying training data.

Inference code owner. The inference code is an Al service allowing clients to use the in-
ference model on a business basis. The inference code is frequently developed using Python
or JavaScript and hosted in the cloud. Thus, the confidentiality of the code and the integrity
of the computation must be protected against an adversary controlling computing systems
executing the Al service.

Inference data owner. The inference data owner is a client of an Al service. He wants to
protect his input data. Imagine a person sending an X-ray scan of her brain to a diagnostic
service to check for a brain tumor. The inference data, e.g., a brain’s scan, is privacy-sensitive
and must not be accessible by the Al service provider.

To build an Al service, stakeholders must trust that others follow the rules protecting each
other's intellectual property. However, it is difficult to establish trust among them. First, some
stakeholders might collude to gain advantages over others [196]. Second, even a trustwor-
thy stakeholder might lack expertise in protecting their intellectual property from a skilled
attacker gaining access to its computing resources [218|57]. We tackle the following prob-
lem: How to allow stakeholders to jointly perform machine learning to unlock all Al benefits
without revealing their intellectual property?

Recent works [187] [160] demonstrated that cryptographic techniques, such as secure
multi-party computation [278] and fully homomorphic encryption [78], incur a large per-
formance overhead, which currently prevents their adoption for computing-intensive ML.
Alternative approaches [199][167] adopted trusted execution environments (TEEs) [185] to
build ML systems showing that TEEs offer orders of magnitude faster ML computation, at
the cost of weaker security guarantees compared to pure cryptographic solutions. Specifi-
cally, the pure cryptographic solutions compute on encrypted data, while in TEE-based ap-
proaches, a trusted ML software processes the plaintext data in a CPU-established execu-
tion environment (called enclave), which is isolated from the untrusted operating system and
administrator. Although promising for the ML inference, TEEs still incur considerable per-
formance overhead for memory-intensive computations, like deep training, because of the
limited memory accessible to the enclave and lack of support for hardware accelerators, like
graphical processing units (GPUs). Thus, since TEEs alone are not enough for the ML training
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processes, we raise the question: What trade-off between security and performance has to
be made to allow the ML training to access hardware accelerators?

5.2 Contribution

We propose PERUN, a framework allowing stakeholders to share their code and data only with
certain ML applications running inside an enclave and on a trusted operating system. PERUN
relies on encryption to protect the intellectual property and on a trusted key management
service to generate and distribute the corresponding cryptographic keys. TEE provides con-
fidentiality and integrity guarantees to ML applications and to the key management service.
Trusted computing techniques [73]] provide integrity guarantees to the operating system, al-
lowing ML computations to access hardware accelerators. Our evaluation shows that PERUN
achieves 0.96x of native performance execution on the GPU and a speedup of up to 1560 x
in training a real-world medical dataset compared to a pure TEE-based approach [167].

To summarize, in this chapter, we make the following contributions: (i) We designed a se-
cure multi-stakeholder ML framework that allows stakeholders to cooperate while protect-
ing their intellectual property (§5.4.1] §5.4.2)) and select trade-off between the security and
performance, allowing for hardware accelerators usage (§5.4.3/§5.4.4). (i) We implemented
PERUN prototype (§5.5) and evaluated it using real-world datasets (§5.6).

5.3 Threat Model

Stakeholders are financially motivated businesses that cooperate to perform ML computa-
tion. Each stakeholder delivers an input (e.g., input training data, code, and ML models) as its
intellectual property for ML computations. The intellectual property must remain confiden-
tial during ML computations. The stakeholders have limited trust. They do not share their
intellectual property directly, but they encrypt them so that only other stakeholders’ applica-
tions, which source code they can inspect under a non-disclosure agreement or execute in
a sandbox, can access the encryption key to decrypt it.

An adversary wants to steal a stakeholder’s intellectual property when it resides on a com-
puter executing ML computation. Such a computer might be provisioned in the cloud or
a stakeholder’s data center, e.g., a hybrid cloud model. In both cases, an adversary has no
physical access to the computer. For this, we rely on state-of-the-art practices controlling
and restricting access to the data center to trusted entities.

However, an adversary might exploit an operating system misconfiguration or use social
engineering to connect to the operating system remotely. We assume she can execute privi-
leged software to read an ML process's memory after getting administrative access to the op-
erating system executing ML computation. One of the mitigation techniques used in PERUN,
integrity measurement architecture (IMA) [225], effectively limits software that can execute
on the computer under the assumption that this software, which is considered trusted, be-
haves legitimately also after it has been loaded to the memory, i.e., an adversary cannot tam-
per with the process’ code after it has been loaded to the memory. This might be achieved
using existing techniques, like enforcing control flow integrity [143]], fuzzing [281], formally
proving the software implementation [287], using memory-safe languages [180], using mem-
ory corruption mitigation techniques, like position-independent executables, stack-smashing
protection, relocation read-only techniques, or others.
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The CPU with its hardware features, hardware accelerators, and secure elements (e.g.,
TPM) are trusted. We exclude micro-architectural and side-channel attacks, like Foreshadow [260]
or Spectre [151]. We rely on the soundness of the cryptographic primitives used within soft-
ware and hardware components.

5.4 Design

Our objective is to provide an architecture that:
+ supports multi-stakeholder ML computation,
* requires zero code changes to the existing ML code,
- allows for a trade-off between security and performance,
» uses hardware accelerators for computationally-intensive tasks.

5.4.1 High-level Overview

Figure 5.2| shows the PERUN framework architecture that supports multi-stakeholder com-
putation and the use of dedicated hardware accelerators. The framework consists of five
components: (i) stakeholders, the parties who want to perform ML jointly while keeping their
intellectual property protected; (i) security policy manager, a key management and configu-
ration service that allows stakeholders to share intellectual properties for ML computations
without revealing them; (iii) ML computation including training and inference; (iv) GPU, hard-
ware accelerators enabling high-performance ML computation; and (v) TEE and TPM, secure
elements enabling confidentiality and integrity of ML computations on untrusted computing
resources.

To allow multiple stakeholders to perform ML and keep their intellectual property confi-
dential, we propose that the intellectual property remains under the stakeholder’s control.
To realize that idea, we design the security policy manager that plays the role of the root of
trust. Stakeholders establish trust in this component using the remote attestation mechanism,
like [133]], offered by a TEE. The TEE, e.g., Intel software guard extensions (SGX) [45], guaran-
tees the confidentiality and integrity of processed code and data. After stakeholders ensure
the security policy manager executes in the TEE, they submit security policies defining ac-
cess control to their encryption keys. Each stakeholder’s intellectual property is encrypted
with a different key, and the security policy manager uses security policies to decide who can
access which keys. From a technical perspective, the security policy manager generates the
keys inside the TEE and sends them only to authenticated ML computations executing inside
the TEE. Thus, these keys cannot be seen by any human.

Depending onindividual stakeholders' security requirements, PERUN offers different through-
put/latency performances for ML computations. For stakeholders willing strong integrity and
confidentiality guarantees, PERUN executes ML computations only inside TEEs enclaves, i.e.,
input and output data, code, and models never leave the enclave. For stakeholders accepting
alarger trusted computing base in exchange for better performance, PERUN enables trusted
computing techniques [73]] to protect ML computations while executing them on hardware
accelerators, e.g., GPU. Specifically, it uses IMA, which is an integrity enforcement mecha-
nism that prevents adversaries from running arbitrary software on the operating system, i.e.,
software that allows reading data residing in the main memory or being transferred to or
processed by the GPU. The security policy manager verifies that such a mechanism is en-
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Figure 5.2. PERUN framework supports multi-stakeholder ML computation. Stakeholders trust the
security policy manager. Inside security policies, they define which stakeholder’s application can
access a cryptographic key allowing decryption of confidential code or data. TEE protects code,
data, and cryptographic keys.

abled by querying a secure element compatible with the trusted platform module (TPM) [90]
attached to the remote computer.

5.4.2 Keys Sharing

Stakeholders use security policies to share encryption keys protecting their intellectual prop-
erty. For example, the training data owner specifies in his security policy that he allows the
ML computation of the training code owner to access his encryption key to decrypt the train-
ing data. The security policy manager plays a key role in the key sharing process. It generates
an encryption key inside the TEE and securely distributes it to ML computations accordingly
to the security policy. The training code owner cannot see the shared secret in the example
above because it is transferred only to his application executing inside the TEE.

To provision ML computations with encryption keys, the security policy manager authenti-
cates them using a remote attestation protocol offered by a TEE engine, e.g., the SGX remote
attestation protocol [133]. During the remote attestation, the TEE engine provides the secu-
rity policy manager with a cryptographic measurement of the code executing on the remote
platform. The cryptographic measurement - the output of the cryptographic hash function
over the code loaded by the TEE engine to the memory - uniquely identifies the ML compu-
tation, allowing the security policy manager to authorize access to the encryption key based
on the ML computation identity and stakeholder’s security policies.

5.4.3 Security Policy and Trade-offs

PERUN relies on security policies as a means to define dependencies among stakeholders’
computation and shared data.

Listing 5.7 shows an example of a policy. The policy has a unique name line
[1), typically combining a stakeholder's name and its intellectual property name. The name is
used among stakeholders to reference volumes containing code, input, or output data. A vol-
ume is a collection of files encrypted with an encryption key managed by the security policy
manager. Only the authorized ML computations have access to the key required to decrypt
the volume and access the intellectual property. To prevent an adversary from changing

the policy, the stakeholder embeds his public key inside the policy (Listing 5.7]line [21). The
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security policy manager accepts only policies containing a valid signature issued with a cor-
responding stakeholder’s private key.

The ML computation definition consists of a command required to execute the compu-
tation inside a container line[2) and a cryptographic hash over the source code
content implementing the ML computation line [8). The security policy manager
uses the hash to authenticate the ML computation before providing it with the encryption
key.

The policy allows selecting trade-offs between security and performance. For example, a
training code owner who wants to use the GPU to speed up the ML training computation
might define conditions under which he trusts the operating system. In such a case, a stake-
holder defines a certificate chain permitting to verify the authenticity of a secure element
attached to the computer (Listing 5.7]line [T0) and expected integrity measurements of the
operating system lines[TE[T9). The security policy manager only provisions the
ML computations with the encryption key if the operating system integrity (kernel sources
and configuration) are trusted by the stakeholder. Specifically, the operating system integrity
measurements reflect what kernel code is running and whether it has enabled the required
security mechanisms. Only then, the ML computations can access the confidential data and
send it to the outside of the TEE, e.g., GPU.

We discuss now and evaluate later (subsection 5.6.2) two security levels that are partic-
ularly important for the ML computation. The first one, the high-assurance security level, fits
well the inference because it offers strong security guarantees provided by the TEE, allowing
the inference model to execute in an untrusted data center controlled by an untrusted oper-
ator. It comes at performance limitation, which is acceptable for inference because, typically,
inference operates on much smaller data than ML training and does not need access to
hardware accelerators. The high-assurance security level offers confidentiality and integrity
of code and data at rest and in runtime. The trusted computing base (TCB) is low; It includes
only the inference model executing inside the TEE, the hardware providing the TEE func-
tionality, and the key distribution process. The second security level, the high integrity level,
fits well the ML training because it enables access to hardware accelerators required for in-
tensive computation. It comes at the cost of a larger TCB compared to the high-assurance
security level because the code providing access to the hardware accelerators, i.e., an op-
erating system, must be trusted. PERUN relies on the TPM to establish trust with load-time
kernel integrity and on IMA to extend this trust to the operating system runtime integrity.

Listing 5.1: Security policy example

1 name: training_owner/training_code

> command: python /app/training.py

s volumes:

4 — path: /training_data

s import: training_data_owner/training_data_service
6 — path: /inference_model

7 export: inference_owner/inference_service
s integrity_hash: {"0a11...bb3f"}

9 operating_system:

10 certificate_chain: |-

noo—m——= BEGIN CERTIFICATE—————

12 # certificate chain allowing

13 # verification of the secure
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14 # element manufacturer

16 integrity:

17 measure0:; e0f1...4beb
18 measurel: aed4.. 3abe
19 measure?: 3d45...796d
20 Sstakeholder: |-

2 ————= BEGIN PUBLIC KEY————-
22 # the policy owner’s public key
3 - END PUBLIC KEY—————

5.4.4 Hardware ML Accelerators Support

Typically, ML computations (e.g., deep neural networks training) are extremely intensive be-
cause they must process a large amount of input data. To decrease the computation time,
popular ML frameworks, such as TeﬂSOFHOV\m [1], support hardware accelerators, such as
GPUs or Google tensor processing units (TPUs). Unfortunately, existing hardware accelera-
tors do not support confidential computing, thus not offering enough security guarantees
for the multi-stakeholder ML computation. For example, an adversary who exploits an oper-
ating system misconfiguration [276] can launch arbitrary software to read data transferred
to the GPU from any process executing in the operating system. Even if ML computations
execute inside the TEE enclaves, an adversary controlling the operating system can read the
data when it leaves the TEE, i.e,, itis transferred to the GPU or is processed by the GPU. Be-
cause of this, we design PERUN to support additional security mechanisms protecting access
to the data (also code and ML models) while being processed out of the TEE. This also allows
stakeholders to trade-off between security level and performance they want to achieve when
performing ML computations.

shows how PERUN enables hardware accelerator support. ML computations
transfer to the security policy manager a report describing the operating system’s integrity
state. The report is generated and cryptographically signed by a secure element, e.g., a TPM
chip, physically attached to the computer. The security policy manager authorizes the ML
computation to use the encryption key only if the report states that the operating system
is configured with the required security mechanisms. Precisely, the integrity enforcement
mechanism, such as integrity measurement architecture (IMA) [225]], controls that the op-
erating system executes only software digitally signed by a stakeholder. Even if an adver-
sary gains root access to the system, she cannot launch arbitrary software that allows her
to sniff on the communication between the ML computation and the GPU, read the data
from the main memory, or reconfigure the system to disable security mechanisms or load a
malicious driver. This also allows PERUN to mitigate software-based micro-architectural and
side-channel attacks [[260l |40, 267} [82], which are vulnerabilities of TEEs.

To enable hardware accelerator support, a stakeholder specifies expected operating sys-
tem integrity measurements inside the security policy lines[9HT9) and certificates
allowing verification of the secure element identity. The operating system integrity measure-
ments are cryptographic hashes over the operating system’s kernel loaded to the memory
during the boot process. A secure element collects such measurements during the boot pro-

TensorFlow, the TensorFlow logo and any related marks are trademarks of Google Inc.
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Figure 5.3. The high-level overview of PERUN supporting secure computation using hardware accel-
erator, e.g., the GPU. PERUN performs both the SGX and TPM attestation before provisioning the ML
code with cryptographic keys. The successful TPM attestation informs that the legitimate OS with
enabled integrity-enforcement mechanisms controls access to the GPU.

cess and certifies them using a private key linked to a certificate issued by its manufacturer.
The certificate and integrity measurements are enough for the security policy manager to
verify that the IMA enforces the operating system integrity.

Although the hardware accelerator support comes at the cost of weaker security guar-
antees (additional hardware and software must be trusted when compared to a pure TEE-
based approach), it greatly improves the ML training computation’s performance (see

section 5.0.2).

5.4.5 Zero Code Changes

PERUN framework requires zero code changes to run existing ML computations, thus provid-
ing a practical solution for legacy ML systems. To achieve it, PERUN adapts platforms support-
ing running legacy applications inside the TEE, such as SCONE [11] or GrapheneSGX [257].
These platforms allow executing unmodified code inside the TEE by recompiling the code
using dedicated cross-compilers or running them with a modified interpreter executing in
the TEE.

5.4.6 Policy Deployment and Updates

A stakeholder establishes a transport layer security (TLS) connection to the security policy
manager to deploy a policy. During the TLS handshake, the stakeholder verifies the identity
of the security policy manager. The security policy manager owns a private key and cor-
responding certificate signed by an entity trusted by a stakeholder. For example, such a
certificate can be issued by a TEE provider who certifies that given software running inside a
TEE and identified by a cryptographic hash is the security policy manager. Some TEE engines,
such as SGX, offer such functionality preventing even a service administrator from seeing the
private key [149]. For other TEEs, a certificate might be issued by a cloud provider operating
the security policy manager as part of cloud offerings.

PERUN requires that the security policy manager authorizes changes to the deployed pol-
icy. Otherwise, an adversary might modify the stakeholder’s policy allowing malicious code
to access the encryption key. In the PERUN design, the stakeholder includes his public key
inside the digitally signed security policy. Since then, the security policy manager accepts
changes to the policy only if a new policy has a signature issued with the stakeholders’ pri-
vate key corresponding to the public key present in the existing policy. By having a public
key embedded in the security policy, other stakeholders can verify that the policy is owned
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by the stakeholder they cooperate with. The details of the policy security manager regard-
ing key management, high availability, tolerance, and protection against rollback attacks are
provided in [88].

5.5 Implementation

We implemented the PERUN prototype based on TensorFlow version 2.2.0 and the SCONE
platform [11] because SCONE provides an ecosystem to run unmodified applications inside
a TEE. We also rely on the existing key management system provided by the SCONE [258]
and its predecessor [88] to distribute the configuration to applications. We rely on Intel
SGX [45] as a TEE engine because it is widely used in practice.

Our prototype uses a TPM chip [90] to collect and report integrity measurements of the
Linux kernel loaded to the memory during a trusted boot [235] provided by tboot [127] with
Intel trusted execution technology (TXT) [87]. The Linux kernel is configured to enforce the
integrity of software, dynamic libraries, and configuration files using Linux IMA [225], a Linux
kernel's security subsystem. Using the TPM chip, PERUN verifies that the kernel is correctly
configured and interrupts its execution when requirements are not met.

We use an nvidia GPU as an accelerator for ML computation. The ML services are imple-
mented in Python using TensorFlow framework, which supports delegating ML computation
to the GPU.

5.5.1 Running ML Computations Inside Intel SGX

To run unmodified ML computations inside the SGX enclaves, we use the SCONE cross-
compiler and SCONE-enabled Python interpreters provided by SCONE as Docker images.
They allow us to build binaries that execute inside the SGX enclave or run Python code in-
side SGX without any source code changes.

The SCONE wraps an application in a dynamically linked loader program (SCONE loader)
and links it with a modified C-library (SCONE runtime) based on the musl libc [190]. On the
ML computation startup, the SCONE loader requests SGX to create an isolated execution
environment (enclave), moves the ML computation code inside the enclave, and starts. The
SCONE runtime, which executes inside the enclave along with the ML computations, provides
a sanitized interface to the operating system for transparent encryption and decryption of
data entering and leaving the enclave. Also, the SCONE runtime provides the ML computa-
tions with its configuration using configuration and attestation service (CAS) [258].

5.5.2 Sharing the Encryption Key

We implement the security policy manager in the PERUN architecture using the CAS, to gener-
ate, distribute, and share encryption keys between security policies. We decided to use the
CAS because it integrates well with SCONE-enabled applications and implements the SGX
attestation protocol [133]. Other key management systems supporting the SGX attestation
protocol might be used [37,[159] but require additional work to integrate them into SCONE.

We create a separate CAS policy for each stakeholder. The policy contains an identity
of the stakeholder’s intellectual property (data, code, and models) and its access control
and configuration. It is uploaded to CAS via mutual TLS authentication using a stakeholder-
specific private key corresponding to the public key defined inside the policy. This fulfills the
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PERUN requirement of protecting unauthorized stakeholders from modifying policies. The
intellectual property identity is defined using a unique per application cryptographic hash
calculated by the SGX engine over the application’s pages and their access rights. The SCONE
provides this value during the application build process. The CAS allows for the specification
of the encryption key as a program argument, environmental variable, or indirectly as a key
related to an encrypted volume. Importantly, the CAS allows defining which policies have
access to the key. Thus, with the proper policy configuration, stakeholders share keys among
enclaves as required in the PERUN architecture.

Our prototype uses the CAS encrypted volume functionality, for which the SCONE run-
time fetches from the CAS the ML computation configuration containing the encryption key.
Specifically, following the SGX attestation protocol, the SCONE runtime sends to CAS the SGX
attestation report in which the SGX hardware certifies the ML computation identity. The CAS
then verifies that the report was issued by genuine SGX hardware and the ML computation
is legitimate. Only afterward, it sends to the SCONE runtime the encryption key. The SCONE
runtime transparently encrypts and decrypts data written and read by the ML computa-
tion from and to the volume. The ML computations, i.e., training and inference authorized
by stakeholders via policies, can access the same encryption key, thus gaining access to a
shared volume.

5.5.3 Enabling GPU Support with Integrity Enforcement

Our prototype implementation supports delegating ML computations to the GPU under the
condition that the integrity-enforced operating system handles the communication between
the enclave and the GPU. The integrity enforcement mechanism prevents intercepting con-
fidential data that leaves the enclave because it limits the operating system functionality to
a subset of programs essential to load the ML computation and the GPU driver. Thus, a
malicious program cannot run alongside the ML computations on the same computing re-
sources. We use trusted boot and TPM to verify it, i.e., that the remote computer runs a
legitimate Linux kernel with enabled integrity enforcement that limits software running on
the computer to the required operating system services, the GPU driver, and ML computa-
tions.

Trusted Boot

Trusted computing techniques (TCTs) define a set of technologies that measure, report, and
enforce kernel integrity. Specifically, during the computer boot, we rely on a trusted boot-
loader [127], which uses a hardware CPU extension [87] to measure and securely load the
Linux kernel to an isolated execution environment [235]. (The TXT session ends with the
execution of tboot.) The trusted bootloader measures the kernel integrity (a cryptographic
hash over the kernel sources) and sends the TPM chip measurements.

Integrity Enforcement

IMA is a kernel mechanism that authenticates files before allowing them to be loaded to the
memory. [Figure 5.4 shows how the IMA works. A process executing in userspace requests
the kernel to execute a new application, load a dynamic library, or read a configuration file.
IMA calculates the cryptographic hash over the file’'s content, reads the file's signature from
the file's extended attribute, and verifies the signature using a public key stored in the kernel's

77



5 Secure Multi-Stakeholder Machine Learning Framework with GPU Support

userspace | kernel [ integrity-enforcement mechanism (IMA) Legend
user with remote access
- oo check ,( > oran08 process
load & S|gr;a ure Ji load £ exec & e @ binary, library, or

configuration file

v v P :
execution or data flow
storage O untrusted

Figure 5.4. The kernel integrity-enforcement system authenticates a file by checking its digital signa-
ture before loading it to the memory.

ima keyring. If the signature is correct, IMA extends the hash (load-time integrity of the file)
to a dedicated PCR and allows the kernel to continue loading the file.

Trusted Boot Service

Because SCONE is proprietary software, we could not modify the SCONE runtime to provide
the CAS with the TPM report. Instead, we implemented this functionality in a trusted boot ser-
vice that uses the TPM to verify that the ML computations execute in the integrity-enforced
operating system. The trusted boot service relies on the CHORS's agent implementation in-
troduced in 3511

The CAS performs the SGX attestation of the trusted boot service and provisions it with the
TPM certificate as well as a list of the kernel integrity measurements. The trusted boot service
reads the integrity measurements stored in PCRs using the TPM attestation protocol. The
TPM genuineness is ensured by verifying the TPM certificate using a certificate chain provided
by the CAS. The Linux kernel integrity is verified by comparing the integrity measurements
certified by the TPM with the measurements read from the CAS.

We implemented the trusted boot service as an additional stage in the ML data process-
ing. It enables other ML computations to access the confidential data only if the operating
system state conforms to the stakeholder’s security policy. It copies the confidential data
from an encrypted volume of one ML computation to a volume accessible to another ML
computation after verifying the kernel integrity using the TPM. Our implementation is com-
plementary with Linux unified key setup (LUKS) [28]]. LUKS allows the kernel to decrypt the
file system only if the kernel integrity has not changed. This prevents accessing the trusted
boot service's volume after modifying the kernel configuration, i.e., disabling the integrity-
enforcement mechanism.

5.6 Evaluation

Testbed. Experiments were executed on an ASUS Z170-A mainboard equipped with an In-
tel Core i7-6700K CPU supporting SGXv1, Nvidia GeForce RTX 2080 Super, 64 GiB of RAM,
Samsung SSD 860 EVO 2TB hard drive, Infineon OPTIGA™SLB 9665 TPM 2.0, a 10 Gb Eth-
ernet network interface card connected to a 20 Gb/s switched network. Hyper-threading is
enabled. The enclave page cache (EPC) is configured to reserve 128 MB of RAM. CPUs are on
the microcode patch level Oxe2. We run Ubuntu 20.04 with Linux kernel 5.4.0-65-generic.
Linux IMA is enabled. The hashes of all operating system files are digitally signed using a
1024-bit RSA asymmetric key. The signatures are stored inside files’ extended attributes,
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and the certificate signed by the kernel's build signing key is loaded to the kernel's keyring
during initrd execution.

Datasets. We use two datasets: (i) the classical CIFAR-10 image dataset [157], and (ii) the
real-world medical dataset [[236].

5.6.1 Attestation Latency

We run an experiment to measure the overhead of verifying the operating system integrity
using the TPM. Precisely, we measure how much time it takes an application implementing
the trusted boot service to receive configuration from the security policy manager, read the
TPM, and verify the operating system integrity measurements.

The security policy manager executes on a different machine located in the same data
center. It performs the SGX attestation before delivering a configuration containing two en-
cryption keys - a typical setup for ML computations — and measurements required to verify
the operating system integrity. The security policy manager and the trusted boot service
execute inside SCONE-protected Docker containers.

Table 5.1. End-to-end latency of verifying software authenticity and integrity using SGX and TPM
attestation. Mean latencies are calculated as 10% trimmed mean from ten independent runs. sd
stands for standard deviation.

Execution time

Application in a container 1573 ms (sd=16ms)

+ SGX attestation 16971 ms (sd=37ms)
+ SGX and TPM attestation | 2410 ms (sd=33 ms)

[Table 5.7|shows that launching the application inside a SCONE-protected container takes
1573 ms. Running the same application that additionally receives the configuration from the
security policy manager incurs 118 ms overhead. Additional 719 ms are required to read
the TPM quote, verify the TPM integrity and authenticity, and compare the read integrity
measurements with expected values provided by the security policy manager. As we show
next, 2.5 sec overhead required to perform SGXand TPM attestation is negligible considering
the ML training execution time.

5.6.2 Security and Performance Trade-off

To demonstrate the advantage of PERUN in allowing users to select the trade-off between
security and performance, we compare the performance of different security levels provided
by PERUN and the pure SGX based system called SecureTF [167]. We run the model training
using the following setups: (i) only CPU (Native); (i) GPU (Native GPU); (iii) PERUN, IMA enabled
(PERUN+IMA); (iv) PERUN, IMA and SGX enabled (PERUN+IMA+SGX); (v) PERUN with GPU, IMA
enabled (PERUN+IMA+GPU).

The Native and Native GPU levels represent scenarios where no security guarantees are
provided. PERUN+IMA and PERUN+IMA+GPU represent the high integrity level (subsection 5.4.3)
inwhich ML training can execute directly on the CPU or GPU (high performance) while require
to extend trust to the operating system (large TCB). Finally, PERUN+IMA+SGX represents the
high-assurance security level where all computations are performed inside the TEE (limited
performance) but requires a minimal amount of trust in the remote execution environment
(low TCB). In all setups, the trusted boot service executes inside the enclave.
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Figure 5.5. The CIFAR-10 training latency comparison among different security levels offered by PE-
RUN. Mean latencies are calculated from five independent runs.

PERUN + IMA + GPU B PERUN + IMA + SGX E= native CPU
PERUN + IMA native GPU B
103§
< §
(@3 102?
Q. £
_g r
1
o 107
g E
0

100,

VA

10—17 \ N N\
32 64 128 256 512
Batch sizes

o]
=
[¢)]

Figure 5.6. The CIFAR-10 training speedup of evaluated systems in comparison to PERUN with the
highest security level (PERUN+IMA+SGX).

CIFAR-10 Dataset

We perform training using the CIFAR-10 dataset, a convolutional neural network containing
four conv layers followed by two fully connected layers. We use BatchNorm after each conv
layer. We apply the ADAM optimization algorithm [146] with the learning rate set to 0.001.

[Figure 5.5]shows the training latency, and [Figure 5.6 shows the PERUN speedup depend-
ing on setups and batch sizes. At the high-assurance security level (PERUN+IMA+SGX), PERUN
achieves almost the same performance as the pure SGX-based system, secureTF. This is be-
cause the training data is processed only inside the enclave, and SGX performs compute-
intensive paging caused by the limited EPC size (128 MB) that cannot accommodate the
training computation data (8 GB). PERUN+IMA+GPU and PERUN+IMA achieve 1321 x and 40x
speedup when relying just on the high integrity level compared to secureTF (batch size of
512). With these setups, the PERUN performance is similar to native systems (~ 0.96x of
native latency) because the integrity protection mechanism performs integrity checks only
when it loads files to the memory for the first time, leading to almost native execution after-
ward.
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Real-world Medical Dataset

Next, we evaluate PERUN using a large-scale real-world medical dataset [236]. The dataset
contains a wide range of medical images, including images of cancer and tumor treatment
regimens for various parts of the human body, e.g., brain, colon, prostate, liver, and lung. It
was created via CT or MRI scans by universities and research centers from all around the
world. We perform training over the brain tumor images dataset (6.1 GB) using the 2-D U-
Net [221] TensorFlow architecture from Intel Al [5]. It makes use of the ADAM optimizer that
includes 7 760 385 parameters with 32 feature maps. We set the learning rate to 0.001 and
the batch size to 32.

Table 5.2. The training latency comparison among different security levels of PERUN, secureTF, and
native. The results were obtained from a single run.

System Latency per epoch | Speedup
Native CPU 5h 26 min 14 sec 47 x
Native GPU 9 min 54 sec 1561 x
PERUN+IMA 5h26min 17 sec 47 x
PERUN+IMA+SGX | 257h 27min 49sec| ~ 1x
PERUN+IMA+GPU 9 min 55sec 1560 %
secureTF 257h 43 min 53 sec | (baseline)

[Table 5.2 shows that at the high-assurance security level (the data is processed entirely
inside the enclave), PERUN+IMA+SGX achieves the same performance as the referenced SGX-
based system. However, when relying just on the high integrity level to protect the data,
PERUN+IMA+GPU and PERUN+IMA achieve a speedup of 1559x and 47x compared to se-
cureTF, respectively. We maintain the accuracy of 0.9875in all experiments (dice coef: 0.5503,
soft dice coef: 0.5503).

5.7 Related Work

5.7.1 Secure Multi-party Computation

Although cryptographic schemes, such as secure multi-party computation (MPC) and fully
homomorphic encryption, are promising to secure multi-stakeholder ML computation, they
have limited application in practice [263[199]. They introduce high-performance overhead [199,
187, 1160 [188, [137], which is a limiting factor for computing-intensive ML, and require to
heavily modify existing ML code. Furthermore, they do not support all ML algorithms, such
as, deep neural networks. Some of them also require additional assumptions, like MPC pro-
tocol requiring a subset of honest stakeholders. Unlike PERUN, most of them lack support
for training computation. Instead, PERUN requires zero-code changes to the ML applications,
supports multi-stakeholder ML training, and offers good performance at the cost of much
larger TCB than the pure cryptographic solutions.

5.7.2 Secure ML using TEEs

Many works leverage TEE to support secure ML [94} [107} [199]. Chiron [107] uses SGX for
privacy-preserving ML services, but it is only a single-threaded system. Also, it needs to add
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an interpreter and model compiler into the enclave. This incurs high runtime overhead due
to the limited EPC size. The work from Ohrimenko et al. [199] also relies on SGX for secure
ML computations. However, it does not allow using hardware accelerators and supports only
a limited number of operators — not enough for complex ML computations. In contrast to
these systems, PERUN supports legacy ML applications without changing their source code.
SecureTF [167] is the most relevant work for PERUN because it also uses SCONE. It sup-
ports inference and training computation, as well as distributed settings. However, it is not
clear how secureTF can be extended to support secure multi-stakeholders ML computation.
Also, secureTF does not support hardware accelerators, making it less practical for train-
ing computation. Other works [253} 192} [13] use SGX and untrusted GPUs for secure ML
computations. They split ML computations into trusted parts running in the enclave and un-
trusted parts running in the GPU. However, they require changing the existing code and do
not support multi-stakeholder settings.

5.7.3 Trusted GPUs

Although trusted computation on GPUs is not commercially available, there is ongoing re-
search. HIX [131] enables memory-mapped I/0O access from applications running in SGX by
extending an SGX-like design with duplicate versions of the enclave memory protection hard-
ware. Graviton [264] proposes hardware extensions to provide TEE inside the GPU directly.
Graviton requires modifying the GPU hardware to disable direct access to the critical GPU
interfaces, e.g., page table and communication channels from the GPU driver. Telekine [106]
restricts access to GPU page tables without trusting the kernel driver, and it secures commu-
nication with the GPU using cryptographic schemes. The main limitation of these solutions is
that they require hardware modification of the GPU design, so they cannot protect existing
ML computations, and they also do not support multi-stakeholder ML computations.

5.8 Summary

PERUN allows multiple stakeholders to perform ML without revealing their intellectual prop-
erty. It provides strong confidentiality and integrity guarantees at the performance of existing
TEE-based systems. With the help of trusted computing, PERUN permits utilizing hardware
accelerators, reaching native hardware-accelerated systems' performance at the cost of a
larger trusted computing base. When training an ML model using real-world datasets, PERUN
achieves 0.96x of native performance execution on the GPU and a speedup of up to 1560 x
compared to the state-of-the-art SGX-based system.
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Techniques presented in[chapter 3| [chapter 4] and|chapter 5|rely on trusted computing tech-
niques (TCTs) to measure, record, enforce, and report the integrity of an operating system.
While promising at first glance, these systems, as well as any other system leveraging TCTs,
suffer from limitations when deployed in production. Specifically, they do not support op-
erating system updates because the security patches, which might be released frequently
and installed automatically, break the operating system'’s integrity. We refer to integrity as a
security property describing that a computer runs only expected software in the expected
configuration.

To illustrate the problem of installing software updates, we first describe the concept
of integrity verification provided by TCTs technologies. Verifiers (e.g., monitoring systems
(125, [128] [111] or virtual private network access points [240]) use hardware and software
technologies [87, 1225} [121]], which implement trusted computing techniques [235, 90} 89],
to identify compromised (executing not allowed software) or misconfigured (having invalid
configuration) systems. In more detail, verifiers read from a remote computer a list of cryp-
tographic hashes, in the form of a measurement report, calculated over every file loaded to
the computer memory since the computer boot. Verifiers detect integrity violations by com-
paring hashes to a whitelist, which is a list that contains hashes of approved software and
configuration. Unfortunately, verifiers cannot distinguish whether software integrity changed
due to malicious behavior or a legitimate software update (see[Figure 6.7).

Berger et al. 2015 [22] proposed to include in the measurement report digital signatures,
which certify the integrity hashes of trusted software. The approach simplifies the verification
process because verifiers require only a single certificate to check the signatures instead of a
whitelist of all possible cryptographic hashes. Consequently, it opened an opportunity to sup-
port the operating system’s updates because updates could incorporate digital signatures
to vouch for the integrity of files changed during the update. This approach has, however,
two limitations, which we address in this chaper. First, it requires changes to the existing
procedures of creating packages for every operating system distribution because each op-
erating system distribution would have to issue and insert digital signatures of files inside
their packages [23]. Second, software packages contain not only files that are extracted to
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the filesystem but also configuration scripts that might alter the operating system’s configu-
ration, thus breaking the integrity.

Instead of modifying the well-established process of package generation, which requires
approval from the entire open-source community, an alternative approach consists of cre-
ating a standalone repository with modified packages containing digital signatures [23]. The
approach requires a trusted organization that owns a signing key and re-creates packages
after injecting digital signatures. Such an organization must put additional efforts to protect
the signing key and must have a good reputation to convince users to trust it. We argue
that it might be difficult to achieve, considering incidents from the past, when signing keys of
major Linux distribution were leaked affecting millions of users [72}[214].
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Figure 6.1. Problem of installing software updates in an integrity-enforced operating system. Soft-
ware updates change software integrity measurement, which is reported by the monitoring systems
as integrity violation. The main question addressed in this chapter: How to distinguish between soft-
ware manipulated by an adversary and correctly updated software?

Another problem is that an adversary controlling a repository can provide the operating
system with outdated packages containing known vulnerabilities (replay attack), or even pre-
vent the operating system from seeing the update (freeze attack) [32]133]]. The secure choice
is to rely only on the original repository, which is a repository managed by a trusted orga-
nization, such as an official software repository of the operating system distribution. But,
this approach does not tolerate the original repository failure, thus the operating system
must also accept mirrors. Mirrors store a copy of the original repository, and, in the case of
open-source distributions, are hosted voluntarily. As reported by previous studies [32], it is
not difficult to create a custom mirror that becomes accepted as an official mirror. There-
fore, we must tolerate that some of the available mirrors are controlled by an adversary,
exposing operating systems to threats mentioned above. For example, it happened that a
compromised mirror of a popular repository distributed a vulnerable version of the software,
allowing an adversary to remotely access the system [186].

6.1 Contribution

We present ROD, an intermediate layer between the operating system and the software
repository that provides sanitized software packages. The installation of sanitized packages
causes deterministic changes to the operating system configuration and filesystem. Because
such changes are verifiable by monitoring systems, ROD eliminates the risk of false-positives.
According to our measures, sanitization enables 99.76% of packages available in the Alpine
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main and community repositories to be safely installed in integrity-enforced operating sys-
tems.

ROD requires zero code changes to both monitoring systems as well as operating systems.
Due to the shared nature of the software repositories, we designed ROD as a service that can
be hosted on third-party resources, i.e., in the cloud. ROD exploits trusted execution environ-
ment (TEE), /.e., Intel software guard extensions (SGX) [45, [185], to protect the signing keys
and ROD integrity. Our evaluation shows that running ROD inside SGX is practical; SGX in-
duces in average 1.18x performance overhead during sanitization, up to 1.96 x for packages
exceeding available SGX memory. Note that the sanitization is performed in batch mode and
hence, the slowdown has no practical impact.

Last but not least, ROD accepts security policies, which reflect organizational-specific se-
curity requirements. Specifically, each organization defines a list of mirrors, which ROD uses
to establish quorum on the correct version of a software package, thus tolerating mirrors
compromised by an adversary. We show that ROD requires up to 2.2 seconds to establish a
quorum from official Alpine mirrors distributed over three continents.
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Figure 6.2. Overview of software update process. Colors indicate different administrative domains
and are consistent across all figures in this chapter.

To summarize, in this chapter, we make the following contributions: (i) We propose a prac-
tical solution to support operating system updates in integrity-enforced systems, allowing
for software packages to be safely installed in integrity-enforced operating systems (§6.5.2),
transparent support of the existing software update processes and infrastructure (§6.5.3),
tolerance of a minority of mirrors exhibiting Byzantine behavior (§6.5.5). (ii) We realize the
above-mentioned design by developing ROD— a secure proxy framework for supporting soft-
ware updates in integrity-enforced operating systems (§6.6). (iii) We have evaluated ROD us-
ing a series of micro-benchmarks, and a real-world use case — Alpine Linux package updates

(86.7).

6.2 Background

To better understand the decisions taken in designing ROD, we start by providing background
information on software update processes and about existing technologies used to collect,
report, and verify system integrity.

6.2.1 Operating System Updates

Figure 6.2| shows a high-level overview of an operating system update process: releasing,
exposing, and installing new software versions. The process begins when software maintain-
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ers create a new software release that contains bug fixes or new features. The operating
system distribution community uses the source code of the new software release to cre-
ate a software package. A software package is an archive containing software-specific files
and meta-information required by the operating system to install and manage the package.
Packages are stored in a repository, from which end-users download them. A repository
also stores a metadata index that contains a digitally signed list of all packages. In this chaper,
we refer to a software repository controlled by an operating system distribution community
as an original repository. The original repository is a root of trust for software updates. The
metadata file downloaded from the original repository provides information about the most
recent versions of software available in the repository. As such, it can be used to verify that
the operating system is up-to-date.

Repository mirrors contain a copy of the original repository. They are used to distribute
the load and to decrease the latency of downloading packages. The community has limited
control over the mirrors, which are typically supported by volunteer organizations. Impor-
tantly, mirrors do not have access to the signing key. End-users verify that the metadata file
and packages downloaded from mirrors originate from the original repository by verifying
digital signatures using a public portion of the signing key provided by the operating system
distribution community.

6.2.2 Package Managers

Operating systems use package managers to simplify installation, update, and removal of soft-
ware. The majority of distributions ship with package managers that use pre-built packages
(e.g.,.rpm, .deb [176], .apk [175]), but some build software directly from sources [177,[10]. In
this chaper, we focus only on the pre-built packages, which we refer to further as packages.
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Figure 6.3. The internal structure of a software package, i.e., Alpine APK package format. The package
authenticity and integrity can be verified by using the digital signature and the content hash. The
digital signature is stored inside the header, and is issued over the package control. The hash of the
package contents is stored inside the meta-attributes of the package control.

A package is an archive containing software-specific files, installation scripts, meta-information
(such as dependency on other packages), and digital signatures. [Figure 6.3]shows an exam-
ple of a package in the Alpine Linux.apk format. The package header stores a digital signature
issued by a developer with an offline signing key, a private key stored off the repository. The
digital signature permits verifying the authenticity and the integrity of the package control,
which contains installation scripts and meta-information describing package dependencies,
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software version, and a cryptographic hash of package contents. The hash permits verify-
ing the integrity of executables, dynamic libraries, and configuration files stored inside the
package.

To install the package, the package manager first downloads it from the repository, or from
middlemen such as a content delivery network (CDN) or mirrors. After that, it verifies that a
trusted entity created the package. Finally, it runs installation scripts and extracts software-
specific files to the file system.

6.3 Threat Model

We assume an adversary whose goal is to install vulnerable software on a remote computer
by exploiting the software update mechanism. A remote computer is configured to install
updates from ROD, which itself relies on the original repository and official mirrors. An adver-
sary has root access to the machine running ROD and to the minority of machines hosting
mirrors. In more detail, she controls up to f mirrors out of a total of 2f + 7 mirrors available
to ROD. The adversary has access to all outdated packages that contain vulnerabilities, in-
cluding outdated signed metadata files. By having root access to machines hosting ROD and
mirrors, she can prevent network connection to the original repository and arbitrary mirrors.

We assume that the operating system distribution community, software maintainers, their
internal processes (i.e., software development, packages build), and infrastructure are trusted.
In particular, packages are built using legitimate compilers; signing keys are well protected;
the original repository provides the most recent software versions. We do not consider at-
tacks resulting from the incorrect design of package formats and metadata, i.e., the end-
less data attack and the extraneous dependencies attack [32]]. The assumption is practical
because main repositories hosted by the popular Linux distributions (i.e., Debian, Ubuntu,
RedHat, Alpine) and their corresponding package managers mitigate the attacks by digitally
signing the metadata, which also includes packages file sizes and integrity hashes.

The TEEs are vulnerable to side-channel attacks [151} 260]]. We exclude them from the
threat model, assuming they can be addressed using dedicated tools [34, 200, 201], by up-
dating microcode [126], or by excluding a particular type of hardware during the remote
attestation protocol [133].

6.4 Problem Statement

We now introduce the main challenges and problems that shaped the ROD design.

Problem 1: How to modify the package so that the changes made to the operating
system configuration and filesystem are verifiable by the monitoring system?

The monitoring systems regularly verify that remote computers run only expected software
in the expected configuration. Machines that fail the attestation might be restarted or re-
installed to bring the system back into the correct state. Also, there exist mechanisms to
enforce operating system integrity locally. Such mechanisms are built into the kernel (e.g.,
IMA-appraisal [101]), allowing the kernel to authorize each file before loading it to the mem-
ory. They make the integrity attestation more robust, preventing accidental or malicious
changes to the filesystem.
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Figure 6.4. Example of the package installation that changes the operating system configuration and
filesystem. Monitoring systems consider such a system compromised because the new operating
system configuration might, for example, allow an adversary to get remote access to the computer
or remotely exploit vulnerabilities in the replaced dynamic libraries.

The main problem of applying trusted computing in production systems is, however, that
software updates cannot be safely installed because they modify the operating system con-
figuration and change files in a way unknown to monitoring systems. shows why
the package installation might move the operating system into an untrusted state. After
the package is downloaded (@), the package manager executes software-specific installation
scripts that modify the operating system configuration (@). Moreover, the package manager
extracts software-specific files (@), which contents are not known to verifiers. The integrity
of the operating system configuration files and software-specific files is measured by trusted
computing components (@). Eventually, a monitoring system uses remote attestation to read
the measurements (@), thus detecting the operating system integrity change. The operating
system is considered compromised.

A strawman approach consists of providing the monitoring system with a list of valid mea-
surements before installing a new package. In practice, constructing such a list a priori is
a difficult problem because of the complex nature of software dependencies, the operat-
ing system configuration depending on the order in which software has been installed, and
unpredictable schedules of security updates.
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Figure 6.5. Mirrors controlled by an adversary can provide outdated packages with known vulnerabili-
ties (replay attack) or completely hide the presence of software updates (freeze attack). An adversary
might prevent access to the original repository (the root of trust) forcing the operating system to rely
on mirrors.
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Problem 2: How to modify packages without changing the well-established package
creation requiring community approval?

Previous studies proposed changing the package creation process operated by different
Linux communities to include digital signatures that vouch for individual file integrity [22]]. Al-
though different approaches have been proposed [239,[181], they have not gained enough
community approval and have not been merged into upstream repositories. Therefore, a
practical solution should not require changes to the existing package creation processes,
thus be transparent to the existing update infrastructure and processes.

Problem 3: How to protect the signing key and to guarantee the correct generation
of signatures in the presence of a powerful adversary with administrative access to
ROD?

If we assume that we know how to modify the package (Problem 1), the operating system
would reject the modified package because its digital signature would not match the package
contents. This is expected behavior because it prevents operating systems from installing
packages tampered by an adversary. Therefore, a new package content must be certified
again. However, without community support, it is impossible to issue the signature because
the community would restrict access to the signing key (Problem 2).

An alternative approach is to let ROD generate a custom signing key, so it uses it to sign all
modified packages. However, an adversary with access to the machine on which the signing
keys are used might extract the signing key by simply reading the process memory using
administrative rights or by exploiting memory corruption techniques [171]. Consequently,
the adversary might sign arbitrary packages compromising all operating systems that trust
the signing key.

Problem 4: How to ensure access to the most up-to-date packages despite having no
connection to the main software repository?

Software repositories are maintained by the operating system distributions and provide pub-
lic access to packages and updates. We refer to such repositories as original repositories be-
cause new versions of packages and software updates are published directly there. Although
the secure choice would be to always rely on the original repository controlled by a trusted
organization, such a decision would introduce a single point of failure. For this reason, origi-
nal repositories propagate software updates to mirrors, which expose them to a wide range
of end client machines.

As reported by previous studies, an adversary controlling the mirror can serve outdated,
vulnerable packages, decreasing the security of operating systems relying on that mirror [32,
33]. shows that an adversary might prevent the operating system from accessing
the original repository, and forcing the operating system to use mirrors under her control.

6.5 Approach: Trusted Software Repository

Our objective is to provide an architecture that:
+ provides software updates which can be safely installed in an integrity-enforced oper-
ating system,
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Figure 6.6. High-level overview of trusted software repository (ROD) architecture. ROD is a proxy that
modifies packages in a way they are safe to be installed in the integrity-enforced operating systems.
ROD, TPM, and the integrity monitoring system are trusted.

* requires no changes to the process of how communities create and distribute software
packages,
+ tolerates threats defined in §6.3|

6.5.1 Design

shows a high-level overview of the ROD design. It consists of four components:
(A) an integrity-enforced operating system measured by trusted computing components, (B) a
monitoring system which remotely verifies operating system integrity, (C) mirrors, copies of
the original repository, containing operating system-dependent software packages, (D) ROD,
an intermediate layer that provides the operating system with access to software packages
that are safe to install in an integrity-enforced operating system.

Now, we present how ROD integrates with the software update process. First, ROD fetches
the most up-to-date packages from mirrors (@) and modifies them in a way they are safe to
install (@). Next, the package manager queries ROD to collect information about the latest
versions of packages. After selecting packages to update, it downloads them from ROD (@®).
Then, the package manager installs them (@), causing partial update of the existing operating
system configuration, replacement of existing files (e.g., dynamic libraries), and extraction
of new files into the filesystem. Trusted computing components regularly measure these
changes, and the corresponding integrity measurements are stored inside a trusted platform
module (TPM) chip (®). The monitoring system collects the attestation report (@), which next
to integrity measurements, contains the corresponding digital signatures. After verifying the
digital signatures and the integrity measurements, the monitoring system accepts a new
state of the updated operating system.

6.5.2 Solution to Problem 1: Sanitization

To enable support for software updates, we must solve two problems. First, convince a mon-
itoring system that the integrity measurements of files extracted from the software package
to the operating system are valid. Second, make sure that the execution of a software pack-
age installation script does not cause the transition of the operating system into an untrusted
state.
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Table 6.1. Number of packages with and without custom configuration scripts in Alpine Linux main
and community repositories. Some packages (Safe=X) contain scripts that break the operating sys-
tem'’s integrity.

Alpine repository

Packages in
Main  Community
5665 5916 Total Safe
5531 5772 Without scripts v
24 29 With safe scripts v
110 115 With unsafe scripts X

To address these problems, we introduce the concept of package sanitization
(@)). The sanitization consists of verifying and modifying packages by: (i) changing installa-
tion scripts to ensure that their execution changes the operating system configuration in a
deterministic way; (ii) predicting such configuration; (ii) including digital signatures of files
delivered with the software package and the predicted operating system configuration.

Digital Signatures

Following the work of Berger et al. 2015, we propose that for each file stored inside a pack-
age, a corresponding digital signature certifying its integrity is also stored inside the package.
The package manager would extract digital signatures to the filesystem, allowing the IMA to
include digital signatures inside the attestation report. Consequently, the verifiers could rec-
ognize that the new integrity measurements are valid because they correspond to installation
scripts and package-specific files.

Installation Scripts

Software packages might contain scripts that are executed with administrative rights during
the package installation. Developers or package creators provide such scripts, and there are
no limitations on what kind of operating system configuration changes scripts can do. There-
fore it is possible that, due to a misconfiguration, a script reconfigures the operating system,
allowing remote access to the machine. We designed ROD to modify packages in such a way
the installation scripts change operating system configuration deterministically. The pack-
ages in which scripts cannot be sanitized are rejected from ROD, and thus not available for
installation.

To design the script sanitization algorithm, we started by analyzing existing scripts wrapped
inside packages available in the Alpine Linux repositorieq™?] [Table 6.1] shows that 97.6% of
packages do not contain any scripts. 81% of the remaining packages contain scripts that
alter the operating system configuration, breaking the system integrity.

We analyzed commands executed inside the scripts to understand how they interfere with
the operating system configuration. shows that 45 packages modify the filesystem
structure (i.e., copying, moving, or removing files, directories, and symbolic links, also chang-
ing their permissions). From the operating system integrity point of view, these actions are

12y3.11 of the Alpine Linux main [174] and community [173] repositories.
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Table 6.2. Operations performed by installation scripts located in software packages in Alpine Linux
repositories. Some operations (Safe=X) break the operating system’s integrity. The last column ("ROD
") indicates which operations are safe after the sanitization. Filesystem changes: add/remove/modify
folders, symbolic links, and their permissions. Empty scripts: conditional checks, display information.

Operations executed in scripts

Packages in
Main  Community Type Safe ROD
30 15 Filesystem changes v v
5 17 Empty scripts 4 v
17 19 Text processing v v
11 7 Configuration change X X
1 0 Empty file creation X v
97 104 User/Group creation X v
4 6 Shell activation X X

safe - they do not violate system integrity as defined by the IMA. Similarly, 36 packages exe-
cute text processing utilities (e.g., parsing existing operating system configuration), which do
not alter any existing file; thus, they are safe. However, 230 packages contain scripts modify-
ing the operating system configuration, creating new users and groups, activating new shells,
or creating empty files. These scripts are unsafe because they modify existing file contents
in which integrity is certified using pre-generated signatures (as discussed in the previous
section).

Script Sanitization

As we show next, the majority of the unsafe scripts provide a predictable output. Hence it is
possible to predict the operating system configuration before installing the package.

The installation or update of 201 packages results in the creation of new users or groups.
In the case of Linux-based operating systems, three files are affected, i.e., /etc/passwd, /etc/-
group, /etc/shadow. Interestingly, these files change in a deterministic way. Adding a new
user or group results in adding a new well-defined line in at least one of these files. However,
the order in which users and groups are created determines final file contents. In particular,
different package installation order results in a different order in which users and groups are
defined inside of each file.

Our solution consists of scanning the entire repository to learn about all possible users
and groups that might be added by any software package. Then, we change each installation
script in each package in a way the script creates all possible users and groups in the same
predefined order. Consequently, any selection of packages and their order always results
in the same operating system configuration - it contains all users and groups. Finally, ROD
issues digital signatures over the predicted contents of the configuration files and modifies
scripts to install the signatures in the target operating system. Monitoring systems accept
the new operating system configuration because they read a measurement report containing
the signatures, which vouch for the new configuration files contents.

Our ROD implementation detected and sanitized two packages that not only create a user
but also set an empty password and shell. Installation of such packages might cause a se-
curity breach by allowing an adversary to remotely connect to the operating system using a
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well-known username and password [[194].

Unsupported Scripts

ROD does not support 28 packages (0.24%) out of all packages available in Alpine reposito-
ries. In particular, ROD does not support packages in which installation changes arbitrary
configuration files. For example, a package roundcubemail is not supported because it gen-
erates an unpredictable configuration file containing a random session key. Although ROD
could support it by generating the session key during the sanitization, such a solution would
contradict the script functionality that provides a unique key per the operating system.

On the other hand, ROD intentionally does not support software packages providing dif-
ferent shells (e.g., mksh, bash, tcsh). Their scripts modify the operating system configuration
by activating a newly installed shell using add-shell command. Although ROD might use the
same technique as with adding users and groups, we argue that the installation of a custom
shell should not occur during an operating system update but should instead be part of the
initial operating system configuration.

6.5.3 Solution to Problem 2: Proxy

We designed ROD as a proxy between package managers and software repositories provided
by the community. This design decision permits ROD to act as a separate software repository
that serves sanitized packages signed directly by ROD. From the community point of view, no
changes are required to the existing software package creation processes, software package
formats, or the implementation of package managers. Package managers recognize ROD as a
standard repository mirror. Hence, it is enough to adjust the operating system configuration
in a way the package manager uses only ROD as a mirror.

6.5.4 Solution to Problem 3: Shielded Execution

ROD requires a signing key to certify changes made to packages during the sanitization pro-
cess. To protect the signing key from an adversary with root access to the machine, we
propose to use TEE. In particular, we propose to leverage SGX, which is Intel's CPU extension
providing confidentiality and integrity guarantees to applications running in environments
in which the operating system, hypervisor, or basic input/output system (BIOS) might have
been compromised. Other studies [88]] demonstrated that applications running inside an
enclave (a trusted execution environment provided by SGX) can generate, store, and use
cryptographic keys that are only known to the specific application — not even a human being
can read them. ROD's design relies on that concept. By running ROD inside an enclave, ROD
generates a signing key that is used later to sign all modified software packages. The public
portion of the signing key is exposed to both operating systems and monitoring systems that
use it to verify that software packages were created by ROD.

Listing 6.1: Policy example of ROD

1 MIrrors:

> — hostname: https://alpinelinux/v3.10/
s certificate_chain: |-

4 e BEGIN CERTIFICATE-————
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certificate_chain: |-

5
6
7 — hostname: https://yandex.ru/alpine/v3.10/
8
o ————- BEGIN CERTIFICATE-———-

12— hostname: https://ustc.edu.cn/alpine/v3.10/
13 certificate_chain: |-

o ————= BEGIN CERTIFICATE-————

5 ()

6 T END CERTIFICATE————-

17 signers_keys:

16— |- #e.g., alpine@alpinelinux.org—4a40.rsa.pub
19 ————— BEGIN PUBLIC KEY————-

20 (..)

2 ————= END PUBLIC KEY—————

2 — |- #e.g, alpine@alpinelinux.org-524b.rsa.pub
23— BEGIN PUBLIC KEY————-

()

5 ————— END PUBLIC KEY—————

26 init_config_files:

27— path: /etc/passwd

s content: |-

29 root:x:0:0:root:/root:/bin/ash

30 daemon:x:2:2:daemon:/sbin:/sbin/nologin
31 (..)

3 — path: /etc/shadow

3 content: |-

34 root:$6$UmJDHY...25/:18206:0:::::
35 daemon:!:0:::

36 (..)

37— path: /etc/group

33 content: |-

39 root:x:0:root

40 daemon:x:2:root,bin,daemon

41 (...)

6.5.5 Solution to Problem 4: Quorum

An adversary might leverage administrative privileges to drop network traffic to certain hosts.
In particular, she might prevent ROD from accessing the original repository, forcing ROD to
rely on a mirror serving outdated software packages.

As specified in we assume that the majority of repository mirrors are available and
provide the latest snapshot of the original repository. ROD does not trust any individual mir-
ror. Instead, it reads 2f+7 mirrors and only relies on the information that matches responses
of at least f+7 mirrors. Importantly, ROD requires a quorum only when reading the meta-
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data index. The packages can be downloaded from a single mirror because their integrity is
verifiable using the metadata index.

To allow different organizations to specify individual security requirements (i.e., which mir-
rors to use, which package creators to trust) and to provide custom initial operating system
configuration (i.e., initial users, groups, and passwords), ROD accepts security policies.
ing 6.1 shovvs an example of such a security policy. The format permits deﬂning a list of
mirrors (Listing 6.7]lines[T}{T6) and a list of trusted package signers (Listing 6.1]lines[T725)
The package Slgner isa developer or a build system (e.g., continuous mtegratlon and contln—
uous deployment) that builds, signs, and deploys packages to the original repository.

ROD enforces the security policy by publishing only software packages in versions offered
by the majority of available mirrors and only created by trusted entities. The policy could be
extended to support a private/closed variant in which an operating system owner can specify
a subset of supported software packages by specifying whitelist/blacklist of packages.

“ [ operating system’s ] [integrit_y-enforced] Legend
owner operatln%; system —> data flow
4—0- SGX remote attestat|on-> EeoyD private signing

S%%?;Zte 4-e-deploys the policy @ ROD public signing key
ey : : : O trusted

o —¢'— returns the public key = ’..... initially untrusted
signing key : : o (subject of attestation)
sanitize e configures OS > "’ G trus.ted execution
& sign : : environment

dates : :
up e— downloads updates =

Figure 6.7. The protocol of distributing the public portion of the signing key, which can be used to
verify the authenticity of the software packages.

shows how an organization can deploy a security policy to ROD. First, it estab-
lishes trust with ROD (@) using SGX remote attestation protocol [133]], which permits ensuring
that ROD executes inside an enclave on the genuine Intel CPU. Then, it uploads the security
policy (@), causing ROD to generate a new signing key (@), to store the security policy, and
to return the public portion of the newly generated signing key (@). Finally, the public key
is distributed to all integrity-enforced operating systems and integrity monitoring systems
(@). At this point, the operating system accepts sanitized software packages (@), and the in-
tegrity monitoring system accepts integrity measurements of files digitally signed by ROD. In
more detail, the integration between integrity monitoring systems and ROD consists of ad-
justing integrity monitoring systems configuration to trust ROD signing key. Hence, integrity
monitoring systems accept integrity measurements signed by ROD. ROD returns the sign-
ing key during the repository initialization (§6.6.2) triggered by the operating system owner

6.6 Implementation

We developed ROD in Rust, a programming language that ensures memory safety [180].
We rely on the external Rust libraries, i.e., Hyper [108], Rustls [134], to build the represen-
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tational state transfer (REST) application programming interface (API) [66]. We use a Rust-
based crypto library ring [27] to issue digital signatures. We use SCONE Rust cross-compilers
[259] to execute ROD inside an SGX enclave. ROD is about 3.3k source lines of code, excluding
external libraries.

We rely on SGX because it provides the following properties: confidentiality to protect the
signing keys, integrity to protect the sanitization process, and attestation protocol to remotely
ensure ROD integrity during the policy deployment. Alternative TEEs [169,[116}187,[184] pro-
viding similar functionality might be considered but the threat model should be carefully
adjusted according to TEE-specific implementation. For example, TEEs relying on late-launch
technologies [116} [87, [184] must assume trusted link between CPU and TPM [272} 27/1]],
while others, like Keystone [169], must assume trusted boot process.

6.6.1 Supported Package Formats

Our prototype implementation of ROD supports apk packages used by Alpine Linux. We se-
lected Alpine Linux because it is a popular security-oriented Linux distribution that minimizes
the amount of software required to run the operating system. It is an important property
for systems relying on trusted computing. In the future, we plan to add support for other
formats (i.e., deb, rpm) used by other Linux distributions.

6.6.2 Repository Initialization

ROD can be executed in the cloud and is operated by a cloud provider, who is responsible
for correct hardware initialization, installation of the operating system, and ROD execution.
The cloud provider exposes the hostname on which ROD APl is accessible by his clients.

Multiple clients share a single ROD instance. Each client deploys a policy to create his
individual, logically separated, software repository within the ROD instance. For each new
repository, ROD, which runs inside an SGX enclave, generates a unique repository identifier
and a unique signing key. The identifier and the public portion of the signing key are returned
to the client as a response to the policy deployment request issued via https. Each client
accesses his repository via the REST API after providing the identifier. By verifying the digital
signature of the package, the client ensures that the package conforms to his requirements
defined inside the policy.

6.6.3 Package Sanitization

We define package sanitization as an operation consisting of the following steps: verifying
package integrity and authenticity, extracting files from the package archive, modifying the
installation scripts (see §6.5.2), issuing digital signatures to all files inside the package, updat-
ing the metafile, and recreating the package. ROD issues digital signatures using the signing
key generated during the policy deployment.

The digital signatures are stored inside portable archive exchange (PAX) headers [115] of
the tar archive [118], which is logically equivalent to the package. The modern versions of
tar extractors (e.g., GNU tar [71])) transparently copy the specific PAX headers' value into the
extended attributes in the filesystem. Before opening a file, Linux IMA scans extended at-
tributes and includes the digital signature inside a dedicated file (IMA log). Consequently, the
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monitoring systems read the measurement report and the IMA log. They check the integrity
of every file measured by the IMA by verifying its digital signature included inside the IMA log.

6.6.4 Operating System Configuration

Software repositories include information about software packages sizes and hashes inside
the repository metadata index to mitigate the endless data attack and the extraneous depen-
dencies attack [32]. Operating systems read the package size and its hash from the metadata
index to ensure they download the file of the expected size and contents. Because of that,
when an operating system requests ROD to return the metadata index for the first time, ROD
downloads and sanitizes all packages listed in the upstream metadata index. Then, ROD gen-
erates a new metadata index that matches the sanitized packages and returns it. Although
the first metadata index generation is time-consuming, subsequent requests require ROD to
sanitize only packages that have changed on the upstream mirrors, since the previous read.

Each integrity-enforced operating system must be reconfigured to use the ROD repository
instead of mirrors. Moreover, the operating system must trust the packages signed by ROD;
thus, the public portion of the signing key must be added to the list of trusted signers. This
reconfiguration can be done automatically using configuration management systems such
as Puppet [119] or Chef [T17].

6.6.5 Package Caching

A slow read of software updates increases the vulnerability window for the time of check to
time of use (TOCTOU) attack, where an adversary exploits the existing vulnerabilities until the
security patches become available in the repository. In the case of ROD, this time is increased
by the sanitization process (see and the time required to read the majority of available
mirrors (see §6.5.5).

To minimize the vulnerability window for the TOCTOU attack, ROD uses a local file system
to cache the already sanitized packages, including the metadata index. ROD detects the out-
dated software packages each time ROD reads the new metadata index from the upstream
mirrors. Consequently, ROD invalidates the metadata index, downloads the new version of
the package, sanitizes it, and stores the new version inside the cache.

An adversary might tamper with the cache by reverting software packages and the meta-
data index to outdated versions. To mitigate the attack, ROD stores metadata indexes (the
latest one read from upstream mirrors and the one reflecting the already sanitized packages)
inside its memory, which integrity and freshness are guaranteed by SGX. ROD uses the first
metadata index to check which software packages changed in the upstream mirrors. It uses
the second metadata index to verify that the package read from the cache (untrusted disk)
has not been rollbacked, before returning it to the operating system.

However, the data stored inside ROD memory is lost as soon as ROD is shutdown, for
example, due to the operating system restart. To preserve the metadata indexes across
ROD restarts, we extended ROD implementation with support for TPM monotonic counter
(MQ) [9Q]. After generating the metafile, ROD increases the MC value and uses SGX sealing [9]
to store the metadata indexes together with the MC value on the disk. The SGX sealing, and
its revert operation unsealing, uses a CPU- and enclave-specific key. Hence, only the same
enclave running on the same CPU can unseal the previously sealed file. After the restart, ROD
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unseals the metadata indexes from the disk together with the MC value and verifies that the
unsealed MC value matches the current MC value.

6.7 Evaluation

In this section, we evaluate ROD to answer the following questions:
+ What is the overhead related to the package sanitization?
+ What are the performance limitations incurred by running ROD inside an SGX enclave?
+ What is the cost of tolerating compromised mirrors?

Testbed. Experiments executed on a rack-based cluster of Dell PowerEdge R330 servers
equipped with an Intel Xeon E3-1280 v6 CPU, 64 GiB of RAM, Samsung SSD 850 EVO 1 TB.
All machines have a 10 Gb Ethernet network interface card (NIC) connected to a 20 Gb/s
switched network. The support for SGXis turned on; the hyper-threading is switched off. We
statically configured SGX to reserve 128 MB of RAM for the enclave page cache (EPC) [45].
The central processing units (CPUs) are on the microcode patch level Ox5e. We ran Alpine
Linux 3.10 with enabled Linux IMA.

6.7.1 Package Sanitization Overhead

The sanitization process directly influences the software update process, i.e., time after which
software updates are visible by the operating system and the latency taken by the operating
system to download the update. For that reason, we ran experiments in which we instru-
mented the sanitization process to measure its impact on packages from the main and com-
munity repositories of Alpine Linux. The results are based on a 20% trimmed mean from six
independent experiment executions.

How much time does it take to sanitize all packages?

From the operating system perspective, low repository initialization time results in faster
delivery of software updates. Therefore, we calculated the time requires to create a new
repository, i.e., to download and to sanitize all packages. In the case of packages updates,
this time is expected to be significantly lower because ROD would have to download and to
sanitize just a small amount of packages.

Table 6.3. Time required to initialize a repository. We assume two scenarios. In the optimistic one,
ROD has access to a copy of packages stored in a cache. In the pessimistic one, during the policy
deployment, ROD must download all packages from the original repository.

Time
Pessimistic  Optimistic  Operation
17 min 0 min Download packages
<1 min <1 min Policy deployment
13 min 13 min Sanitize packages
30 min 13 min Total

shows the time taken to establish a new repository, assuming two scenarios. In
the optimistic scenario, which takes about 13 min, ROD has access to pre-fetched packages,
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which are available, for example, pre-fetched by a service provider. In the pessimistic one,
which takes about 30 min, ROD additionally downloads original packages (about 3 GB of data)
from upstream repositories. We argue that the download time can be greatly reduced by
enabling parallel downloading. This performance improvement is left as part of future work.

What are the main factors driving the sanitization time?

ROD sanitizes all packages provided with a software update, thus introducing a delay in how
fast the operating system receives the update. Therefore, it is important to understand the
main drivers controlling the sanitization time.

Table 6.4. Spearman rank correlation coefficients (p) relating the package-specific properties and
sanitization-specific operations. The corresponding p values are indicated by regular font in grey
fields (p < 0.05), bold font in grey fields (p < 0.001); fields with regular font indicate p > 0.05.

Number of files  Package size

Archive, compress 46 .61

Check integrity -.62 -.93
Generate signatures .69 .03
Modify scripts -27 -.33

shows the correlations between package-specific properties (i.e., number of files
inside a package, package size) and the proportional time contribution of certain compo-
nents of the sanitization time. We observe a strong positive correlation (p = 0.61) between
the archive processing time and package size, which indicates that the archive, compression
and decompression algorithms take more time to process bigger archives. Also, we observe
a strong correlation (p = 0.69) between signatures generation and the number of files in-
side a package. It confirms the intuitive expectation that in packages containing many files,
the signature generation becomes a dominant factor of the sanitization time. Furthermore,
we explain that a strong negative correlation (p = -0.93) between checking the package in-
tegrity and package size shows that the time required to check the package integrity becomes
negligible for bigger packages because other operations (i.e., signature generation, archive,
compression and decompression) become the dominant factors. All in all, we anticipate that
the sanitization time is mainly driven by (i) extracting files from a package and compressing
them again into a package, (i) issuing digital signatures.

How much time does it take to sanitize a package?

To better estimate time which ROD requires to expose an update, we examine the time it
takes to sanitize individual packages. [Figure 6.8/ shows the relationship between sanitization
time and package-specific properties, such as the package size and the number of files inside
the package. The sanitization time is not evenly distributed; it changes from 11 ms (50th
percentile), 36 ms (75th percentile), 422 ms (95th percentile), to 30 sec (100th percentile).
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Figure 6.8. Time required to sanitize a package, depending on the number of files and size. Color
represents package size after decompression. Packages which size exceeds the EPC are marked as
A. Boxplots indicate 5th, 25th, 50th, 75th, and 95th percentile.

What is the impact of sanitization on the repository size?

Repository size is the sum of all packages served by the repository. The higher the size,
the more resources (i.e., disk space, bandwidth) are utilized. It not only increases the main-
tenance costs but also increases the latency because the operating system requires more
time to download packages.

shows that the package sizes increase when compared to the original pack-
age size and the number of files located inside the package. In particular, the sanitization
process increases package size by 12%, 27%, and 76% in 50th, 75th, and 95th percentile,
respectively. Packages with many small files suffer most from sanitization because the sizes
of file signatures (each signature is 256 bytes) constitute a dominant part of the total package
size. However, the total repository size increases only by 3.6%, from 3000 MB to 3110 MB.

Does the caching decrease the latency of package download?

ROD implements caching to decrease the latency of accessing sanitized packages; it stores
on the disk the original version of the package (the one fetched from upstream and not
yet sanitized) and the sanitized one. We ran an experiment in which we measured how
much time does ROD require to respond to a download request, assuming three scenarios:
(i) only the original packages are cached, (Original), (i) both original and sanitized packages
are cached (Sanitized), and (iii) packages are not available in the cache (None).

In the first scenario, ROD downloads packages from an official Alpine mirror located on
the same continent (an average network latency 26.4ms). In the last two scenarios, ROD
reads packages from the local disk. In each scenario, we requested ROD to return every
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Figure 6.9. Increase of package size caused by sanitization, depending on the number of files inside
the package. Color represents size of a package (files are compressed into a single archive). Boxplots
indicate 5th, 25th, 50th, 75th, and 95th percentile.

Cached packages: [ Original [ ] Sanitized [ ] None

2.01

1.5

Density function
o

0.0 It v v v v !
107* 1072 1072 107" 10° 10"
latency [s]

Figure 6.10. Comparison of package download latencies for scenarios in which ROD has access to
original packages in the cache (Original), has access to already sanitized packages (Sanitized), and
does not have access to any cached packages (None).

package available in the upstream Alpine repository sequentially. We calculated the latency
of downloading each package as a 20% trimmed average from five repeated downloads.
shows distributions of package download latencies for the scenarios men-
tioned above. Caching the sanitization results decreases the average download latency 129 x
when compared to the scenario where ROD runs without cache. We anticipate that the la-
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tency variation (0.37ms) is mainly caused by accessing the cache (i.e., reading packages of
different sizes) and verifying packages integrity after reading them from untrusted storage.

Similarly, caching the original packages decreases the average download latency 2.7x
when compared to the scenario where ROD runs without cache. This is mostly the result
of a faster read of a package from the local disk than from a remote mirror accessed by the
network.

What is the end-to-end latency of installing an update sanitized by ROD?

Installation of a software update takes a considerable amount of time because a package
manager must download and verify the update, prepare the system for the new package
version (check dependencies, lock installed packages database), unpack the new software
package, launch installation scripts, copy files, set permissions, and finally clean the filesys-
tem from no longer necessary files. In this experiment, we check the end-to-end latency of
installing an update, which consists of sanitized packages or native Alpine packages. We mea-
sure the update installation latency for more than 5000 packages cached in a repository, i.e.,
ROD serves sanitized packages from the cache. Before launching the experiment for each
single package, we install the package, and then we tamper with the operating system con-
figuration to pretend the installed package is outdated. We do it by modifying the package
version number and its integrity hash stored in the file-based database used by Alpine Linux
to store information about installed packages. Before measuring the next package, we unin-
stall the previously measured package from the operating system.

Figure 6.11|shows the experiment results in which we use two repositories, ROD and Alpine
mirror, located in the same data center. We assume differences between network latency in
both setups to be negligible. An average update installation latency is 141 ms and 110 ms for
ROD and Alpine mirror, respectively. The higher latency observed when installing sanitized
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Figure 6.11. End-to-end latency of installing software updates.
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Figure 6.12. Violin plot showing comparison of sanitization times executed inside and outside of an
SGX enclave. Boxplots indicate 5th, 25th, 50th, 75th, and 95th percentile.

packages is caused by installing digital signatures in the filesystem.

6.7.2 SGX Limitations

The current version of the SGX has limited memory, up to 128 MB for SGXv1. Applications
that exceed this amount cause SGX to swap the memory leading to performance degrada-
tion. Hence, we address the question of:

What is the performance overhead of running ROD inside an SGX enclave?

To answer this question, we observe that the package sanitization is the most memory-
consuming operation because ROD extracts and manipulates the package completely in the
memory. For that reason, we executed ROD without SGX to measure the processing time of
all available packages.

[Figure 6.72]shows the comparison of packages sanitization times executed inside and out-
side an SGX enclave. We observe a minor overhead of executing inside SGX; 1.18x at 50th
percentile, 1.12x at 75th percentile, and 1.16x at 95th percentile. However, at the top 5
percentiles that represent packages with sizes exceeding EPC, the SGX overhead increases
to 1.96x because of EPC paging. The total sanitization time required to process all packages
in the repository increases from 9.5 min to 13.6 min (1.43x)when running ROD inside an SGX
enclave. In the future, SGXv2 might be used to overcome the limitation of the EPC memory,
causing the largerst packages to be sanitized faster.

6.7.3 Tolerating Compromised Mirrors

What is the overhead of mitigating compromised mirrors?

In this experiment, we measured the latency in which ROD (running in Europe) returns the
metadata index depending on the number of mirrors defined in the policy and their geo-
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Figure 6.13. Latency of downloading the repository index from ROD, depending on the number and
location of mirrors. ROD instance is deployed in Europe.

graphical locations. We were increasing the number of mirrors from one (default setting cur-
rently used by operating systems) to ten instances. To detect possible malicious responses,
ROD used only the repository index which equal copies were returned by the majority of
mirrors. For that, ROD calculated digests of indices to compare them among each other. We
divided the experiment into four scenarios. In each scenario, ROD uses official Alpine mir-
rors located on different continents, /.e., Asia, Europe, North America, and their combination
(All). In each scenario, we calculated a 10% trimmed latency average from 20 consecutive
requests.

Figure 6.13|shows that the latency of downloading the metadata index depends on the
number and location of mirrors. ROD returns the metadata index in less than 400 ms for
up to five mirrors on the same continent. In the case of 10 mirrors, ROD returns the meta-
data index in less than 1.2 sec. We observed higher latency when using mirrors located on
different continents, mainly due to higher network latency.

The last scenario (All) shows that the latencies measured when mirrors are evenly dis-
tributed across three continents are similar to the latencies measured when using mirrors
located only in North America. Itis a result of ROD implementation; ROD contacts the fastest f
+ 1 mirrors, and, in case they present different metadata index, it contacts additional mirrors
until reaching the quorum (f + 7 responses are the same). Therefore, mirrors in Europe and
North America were preferred, and ROD latency depends on the slowest selected mirror.

It is the responsibility of the ROD clients to decide on the tradeoff between security and
performance. The experiment shows that even when specifying nine mirrors distributed
across different continents, ROD returns the metadata index in about 2.2 sec.
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6.8 Related Work

Given the importance of software updates, a plethora of works have been proposed to en-
sure the security of software update systems [170,169/[193]1286]. Typically, they aim to protect
the updates using cryptographic signatures and transfer them to targets via secure connec-
tions. The critical aspect of these approaches is how to protect the signing keys because
their leakage compromises the update process.

The Update Framework (TUF) [69] addresses the problem by assigning different roles for
accessing specific signing keys, raising the bar for an adversary to get in possession of all
keys. Unfortunately, TUF requires an online project registration; thus it cannot protect a
community repository against several attacks, such as delivering arbitrarily modified pack-
ages. Diplomat [162] overcomes the shortcoming of TUF by dividing signing keys into offline
and online keys. The online keys are used to provide fast package signing, a feature required
in community repositories. Only online keys are leaked in the case of a repository compro-
mise, which is a manageable problem since they can be easily revoked and the repository
with new online keys can be regenerated using well-protected offline keys. CHAINIAC [193]]
provides mechanisms to secure the entire software supply chain. Developers create Merkel
trees defining software packages with their corresponding binaries. To approve the package
release, they sign and submit the trees to co-signing witness servers, which verify the signa-
tures from developers as well as the mapping between the sources and the binaries. This
mechanism relies on the blockchain technology, which permits the maintenance of the his-
tory of the releases but it increases the system'’s complexity. With a similar goal but reduced
complexity, in-toto [252] offers a mechanism to ensure the integrity of the software supply
chain cryptographically. It enables users with the integrity verification of the whole software
supply chain. However, CHAINIAC, in-toto, and TUF do not consider the case that the tar-
get systems are under the protection of trusted computing mechanisms. Thus, they do not
protect against integrity violations caused by software updates. Recently, KShot [286] intro-
duced a secure kernel live patching mechanism to fix security vulnerabilities. KShot makes
use of system management mode and SGX to perform the patching process without trusting
the underlying operating system securely. Similarly, ROD leverages SGX to protect the soft-
ware update patching mechanism (sanitization), but ROD also ensures that software updates
do not break the operating system integrity. We selected Intel SGX to implement ROD since
it has become available in clouds [141}85]], ported many of confidential cloud native applica-
tions including analytics systems [168[167]], key management system [88], and performance
monitoring [156].

ROD follows the idea introduced by Berger et al. [23] to maintain a custom mirror with
modified packages containing digital signatures. Unlike the previous work, ROD removes the
mirror owner from the trusted computing base by protecting the signing keys using TEE. Also,
ROD introduces the sanitization mechanism to enable the installation of packages containing
installation scripts.

Several previous studies also considered various security aspects of the mirrors in soft-
ware update systems [32] [150] 3T]. Knockel et al. [150] indicated that man-in-the-middle
attacks on third-party software are possible for open infrastructures. Fortunately, this can
be handled by securing connections using modern TLS instead of outdated SSL technology.
The Stork package manager [31] provided mechanisms to handle various attacks from mali-
cious mirrors by dedicating the selective trust to users, i.e., users specify which packages they
trust to install. Mercury [161] addresses the rollback attacks on software packages [32, [18]]
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by maintaining a separated signed metafile at the package manager. However, Mercury did
not address the problem of the first update in which a package manager cannot ensure the
metadata index freshness. ROD tackles this problem by relying on the repository metadata
index obtained from the majority of mirrors under the assumption that most mirrors are
trustworthy.

6.9 Summary

In this chapter, we presented ROD, a trusted software repository that supports secure soft-
ware updates of integrity-enforced operating systems. ROD is transparent to the existing
implementations of package managers and software repositories. Importantly, it does not re-
quire changes to well-established distribution-specific procedures of creating software pack-
ages.

Our implementation supports 99.76% of the packages available in Linux Alpine main and
community repositories. It can be hosted on-premises, e.g., in the cloud, while maintaining
strong security properties by running inside a TEE, enabling clients to define custom secu-
rity policies, and permitting a minority of software repository mirrors to exhibit Byzantine
behavior.
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High-assurance security systems require high-availability and fault-tolerance properties, and
thus are designed and deployed as dependable systems. They are distributed over multiple
computers consisting of different hardware and software, and are located in geographically
distributed data centers to prevent a single point of failure. This complicates security man-
agement and monitoring. Consider as an example a system implementing the three-tier
architecture. Such a system is separated into a presentation, an application, and a data tier.
Each tier runs different components, possibly split into microservices, that differ in terms of
software and configuration. For example, the presentation tier can be accessed directly by
the end-user while the application tier (business logic) and the data tier (database and per-
sistent storage) are accessible only by internal system processes. Such a design requires the
application of a custom system and security configuration. For example, tiers will have differ-
ent network and firewall settings to prevent unauthorized access to the business logic and
data storage. Depending on the load, computers might be dynamically added or removed
from the pool of computing resources on which the system’s components are deployed. With
the increasing number of computers, it becomes more and more difficult to efficiently con-
figure and monitor the computer’s integrity. In this chapter, we address the problem of how
an application owner, or a respective security officer, could monitor that all the components
of his distributed system conform with the security requirements?

Following existing approaches, such as Intel open cloud integrity technology (Intel CIT) [128]
or Keylime [229], we propose ZORZA, a system simplifying management of security config-
uration and monitoring of remote computers. ZORZA is designed to be a practical system
allowing for the quick adoption of the concepts presented in|chapter 3} [chapter 4}|chapter 5

and [Thapter o

7.1 Contribution

We present ZORZAE} a system simplifying integrity monitoring configuration and integrity
verification of computers running high-assurance security systems. ZORZA has noteworthy

131 the Slavic mythology, Zorza is the goddess of the dusk.
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advantages. First, it supports auto-discovery of computers, permitting scaling up and down
the number of monitored computers without requiring manual intervention. Second, it per-
forms automatic, recurrent integrity checking on behalf of the security officer, who gets au-
tomatically notified on integrity violations. Third, it simplifies security policy management,
allowing the security officer to easily define trusted components, such as trusted operating
systems, trusted TPMs, list of trusted firmware, and then combining them together to match
the configuration of particular computers.

7.2 Design

Our objective is to provide an architecture that: (i) automatically detects new computers
in the cluster and deploys corresponding security policies, (i) allows the security officer to
define security policies in a single place, (iii) recurrently verifies that monitored computers
conform with the security policies.

[Figure 7.1 shows the high-level overview of the ZORZA design. ZORZA comprises of three
components: (A) The security configuration management and monitoring service is a web
application that verifies the integrity of monitored computers, stores security policies, and
notifies about integrity violations. (B) The database is persistent storage that stores security
policies, a list of monitored computers, and an audit log of the monitored computers' integrity
states. (C) Remote computers whose integrity is monitored. A security officer (D) is a person
that is responsible for controlling the security of the provisioned computers. He defines
security policies and takes action when policy violation is reported.

7.2.1 Discovery of Provisioned Computers

The security configuration management and monitoring service (SCMMS) is a standalone
application running on a well-known hostname on which it exposes a representational state
transfer (REST) application programming interface (API). The agent running on a newly provi-
sioned computer sends an auto-discover message to the SCMMS. Like this, an initial connec-
tion between the agent and the SCMMS is established and the SCMMS informs the security

S security configuration | ¢ o re— Legend
e management and i —» data flow
O  monitoring ——notify—>

security officer | [ security policy

database . . A .
deploy policy & E auto-discovery initially untrusted
periodically check it message '(ghge%fgfrgﬁe‘;taﬂon)
— 3 trusted
v o
agent
JemE operating system

Figure 7.1. ZORZA design. The system owner interacts with the monitoring system via the security
configuration management and monitoring service (SCMMS). The SCMMS stores security policies,
the monitoring audit log, and performs integrity check of the monitored machines.
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officer about the discovered computer. Typically, the security officer provisions computers
and deploys the operating system with the agent using DevOps tools, such as configuration
automation tools [119][117], or it is automatically done by orchestration systems deploying
and scaling applications [158].

7.2.2 Security Policy Configuration

The SCMMS reads the remote computer configuration and presents it to the security officer
via a web user interface. The security officer inspects the initial computer’s configuration and
converts it into a new security policy, following the concept of trust on first use (TOFU), or
assigns some of the existing security policies with the computer. Security policies, a moni-
toring audit log, and the list of monitored computers are stored in the database. We assume
that SCMMS and the database are trusted, i.e., run on trusted computers controlled by the
security officer.

7.2.3 Policy Deployment and Monitoring

The security officer relies on the SCMMS to deploy security policies to agents running on
monitored computers. The agent executes inside the SGX enclave that permits SCMMS to
remotely attest to its integrity and delegate to it the remote computer’s integrity checking.
ZORZA offers good scalability because the computation-heavy tasks are done locally on each
computer and not on a centralized server. Specifically, the agent verifies its proximity to the
trusted beacon, reads the TPM quote and the IMA log comparing the read values to the
deployed security policy. Consequently, the communication between the SCMMS and the
agent is reduced to a single recurrent call (§3.6.4).

7.3 Implementation

We implemented ZORZA in the Python programming language. We used the Django [68]]
framework to build a web-based application utilizing the MariaDB database to store per-
sistent data. We relied on Docker to containerize the ZORZA because it allows for quick
configuration, testing, and deployment.

Figure /.2| shows the implementation of ZORZA in the context of the work presented in
this thesis. It leverages CHORS (§3) to provide implementation of the agent and trusted bea-
cons. It further relies on TRIGLAV (§4) to provide the functionality of virtual computer runtime
integrity monitoring and enforcement. PERUN (§5) provides a dedicated key management
system to distribute keys to high-assurance security applications running on computers. Fi-
nally, ROD (§€) exposes sanitized software packages allowing for safe update of the operating
system.

ZORZA extends the monitoring system presented in[chapter 3with

(i) a web interface simplifying policy management and deployment,

(i) auto-discovery protocol allowing for simple addition of newly provisioned computers

into the pool of monitoring resources,

(i) notification tools informing the security officer about integrity violations.
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7 Legend
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Figure 7.2. ZORZA implementation overview.

Automatic machine discovery

Newly commissioned machines broadcast their presence and configuration. To simplify the cloud integrity set up you can store the existing
machine configuration.

Hostname IP Trusted TPM  Trusted Firmware Trusted Runtime Discovery date

sgx9 10.3.0.9 v v 2018-01-25 15:42:06 41 Configure [ Remove

Figure 7.3. The CHORS's agent executes on newly provisioned machines. The agent contacts ZORZA,
which runs on a well-known host. ZORZA collects infomation about the machine and allows the
system owner to deploy specific policy to the machine and monitor it.

7.3.1 Auto-discovery

During the auto-discovery, the SCMMS fetches from the CHORS's agent the computer’s con-
figuration, i.e., the TPM certificate issued by the TPM's manufacturer, the load-time integrity
of the operating system, the operating system’s runtime integrity measurements collected
by IMA. Based on these information, the SCMMS matches the computer’s configuration with
the existing security policies stored in the database (Figure 7.3). For example, the TPM is ver-
ified based on the white list of TPM certificates or trusted manufacturers’ certificate chains
(Figure 7.4). Such functionality allows for the automatic addition of new computers to the
monitored pool of computing resources without the burden of manual provisioning of every
single computer.

7.3.2 Policy Creation

The security officer can predefine the security policies or can follow the concept of TOFU.
To predefine security policies, he must define the list of trusted firmware in the form of
static platform configuration registers (PCRs) white list, trusted operating system in the form
of dynamic PCRs and a white list of application’s measurements or a certificate allowing for
verification of signed IMA measurements, and trusted trusted platform modules (TPMs) in the
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Machine configuration Hostname: sgx9
IP: 10.3.0.9

General > TPM > Firmware .~ > Runtime

TPM certificate

= Version.v3

s Serial_number: 5804524565791501891853979063382172735374904114
« Not_valid_before: 2018-10-0112:47:20
+ Not_valid_after: 2049-12-31 00:00:00

e Issuer: <Name(C=US,ST=CA,L=Santa Clara,0=Intel Corporation,OU=TPM EK intermediate for SPTH_EPID_PROD_RK_0,CN=www.intel.com)>
» Subject: <Name()>

The TPM certificate of the discovered machine does not match any of the defined trusted manufacturers.

Trust this TPM @ Add new trusted manufacturer
Name™*

e.g., manufacturer's name

Certificate chain®

PEM-encoded X.509 certificate chain

ZA

Figure 7.4. ZORZA simplifies defining machine-specific policy by providing a web-based configuration
tool that automatically collects machine-specific information. The security officer can then use the
collected configuration, define custom one, or use a configuration of other machines.

Trusted Platform Modules Trusted hardware Trusted operating systems

Trusted platform modules contain built-in certificate signed by the Define which hardware and firmware is considered trusted by |mmutable files/executables must be labeled with digital signatures. This can be done with
manufacturer's certificate authority (CA). Define which TPM chips are providing a whitelist of static PCRs. evmetl utility. The certificate corresponding to the private key used to sign files must be
trusted by specifying the certificate chain of the manufacturer's CA. specified here.

Example: since discrete TPMs are vulnerable to the bus sniffing and bus .

hijacking attacks, you can limit trust to Intel PTT -- a TPM integrated Description

with the Intel CPU.

P ——— Name Signing certificate  Software whitelist
Ubuntu 16.04 LTS v v
el
Name Ubuntu 1710 ~ v
Infineon TPM RSA ° Ubuntu 18.04LTS v
el PTT °
(a) Trusted platform module  (b) Trusted hardware (c) Trusted operating system

Figure 7.5. A security officer defines a white list of trusted TPMs or TPMs' manufacturers, expected

integrity measurements of firmware, and operating system load-time and runtime integrity mea-
surements.

form of a whitelist of certificates or TPM's CA certificate chains (Figure 7.5). Trusted beacons
are defined as a hostname on which they expose the distance bounding protocol (see
and a TLS certificate allowing to authenticate the trusted beacon (Figure 7.6).

The easiest way to create policies is to rely on the TOFU approach. The security officer can
inspect the computer’s configuration obtained during the auto-discovery and accept them
as a trusted configuration, i.e., he can request the SCMMS to create a new security policy
based on the collected configuration. Other computers having the same hardware or the
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Trusted beacons

You can specify a trusted beacon to verify if the machine is in the location proximity of the trusted beacon. A trusted beacon is an application executed
in the trusted execution environment (TEE) inside a data center.

Location Endpoint Verified at Status
Berlin DC https://berlin.cloud:10000 H1Edit 7 Remove
Dresden DC https://141.76.44,184:10000/ i e 11Edit [ Remove

Figure 7.6. Trusted Beacon

Machine configuration Hostname: sgx9

IP:10.3.0.9
General > TPM > Firmware ./ > Runtime ‘

The configuration of the discovered machine matches existing configurations.

© New configuration Existing configuration

MName*

OpenStack Keystone

Per 16

c8a7b6309352eb482949fb0945¢c7ea7555984b0c

Pcr 17

f03193bcBd09b1c79f9f86d83eeBbafa6901fd2e

Per 18

ad5aa3d9c428786fae26ec8f8a703bfallfeadfb

Pcr19

Enter a sha-256 digest or leave empty

Signing certificate °

DEM_anrnrdad ¥ RNG rartifirata rhain

Figure 7.7. Machine runtime configuration.

same operating system will be automatically matched against the existing security policies

(Figure /./).

7.4 Evaluation

To evaluate the ZORZA capability of detecting integrity violations, we established a setup
where an adversary exploits a webserver misconfiguration to get remote access to a com-
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puter. An adversary changes the root password in the remote operating system’s configura-
tion file by providing the webserver with malicious input.

7.4.1 Experiment Setup

The setup consists of a rack-based cluster of two Dell PowerEdge R330 servers connected via
a 10 Gb Ethernet. The CHORS's agent and ZORZA run on different computers running Ubuntu
Linux. The monitored computer runs an nginx [65] webserver exposing a PHP website. The
website provides an HTML login form allowing its users to authenticate.

The operating system of the computer running webserver contains two vulnerabilities that
are exploited by the adversary. Firstly, the nginx runs with root permissions, [Listing /.1l Sec-
ondly, the PHP script does not sanitize the input, which is eventually passed to the PHP's
shell_exec command, The combination of these two vulnerabilities allows an ad-
versary to mount a simple attack, tampering with the remote computer’s integrity. Although
the presented attack is a very simple attack implemented just for demonstration purposes,
ZORZA detects attacks that modify configuration files, binaries, or execute untrusted soft-
ware (see §3.3). Please note that in this setup, we do not rely on the integrity measurement
architecture (IMA) enforcement mechanism, which would prevent these kinds of attacks by
rejecting tampered files from being loaded to the memory.

The computer runs the CHORS's agent inside Intel software guard extensions (SGX) en-
clave. The agent performs runtime integrity verification by recurrently reading IMA events
and comparing them to the policy deployed by the security officer via ZORZA. ZORZA runs
on another computer. It recurrently queries the agent to check if the remote computer’s
integrity conforms to the policy.

Listing 7.1: Vulnerability 1: The webserver executed with too broad permissions

1 # pS aux

2 # .

s 3507 root 0:00 nginx: master process /usr/sbin/nginx —c /etc/nginx/nginx.conf
4 3508 www 0:00 nginx: worker process

s 3540 root 0:00 {php—fpm7} php—fpm: master process (/etc/php7/php—fpm.conf)
6 3547 root 0:00 {php—fpm7} php—-fpm: pool www

7 3548 root 0:00 {php—fpm7} php—fpm: pool www

s # ...

Listing 7.2: Vulnerability 2: The script does not sanitize input

1 <?php

> $login = $_GET[login’];

3 $password = sha1($_GET['password]);

4

s if (strcmp($password, trim($correct_password_hash)) == 0) {
¢ echo

7 }else{

s echo'Incorrect login or password;

s}

10 7>
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Listing 7.3: Malicious input: The malicious input allowing an adversary to tamper with the
operating system configuration in order to gaining remote access

1 # source code:

2 shell_exec("cat /home/$login/password.txt");

s # malicious input:

4 $login ="| | pass='SOME_HASH'&&sed —I| —e 's,root:[:]\+;root:$pass:, /etc/shadow | |
echo";

s # executed command in runtime:

6 cat /home/| | pass='SOME_HASH'&&sed —I| —e 's,root:[:]\+;root:$pass:, /etc/shadow | |
echo /password.txt

7.4.2 Experiment Scenario

The adversary requests via HTTP calls a webserver to render an HTML code of the login
page. By checking different login and password configurations, he finds out that the script
does not sanitize input because it outputs the received input to the output of the HTML code.
Since such requests do not cause the webserver integrity violation, no integrity violations are
reported by ZORZA.

The adversary prepares a malicious input that will cause the script to tamper with the op-
erating system configuration, i.e., the root password in the /etc/shadow file. Specifically, the
adversary leverages the fact that the content of the login field input is directly passed to the
shell_exec command and that the webserver runs with root permissions. This allows the ad-
versary to execute arbitrary commands with root privileges. shows the malicious
input crafted by the adversary and the resulting command executed by the script in a shell.
By changing the SOME_HASH to a hash value corresponding to a password known to the
attacker, an attacker can change the root password, gaining remote access to the computer
via, for example, SSH. An adversary might directly leverage the possibility of running arbitrary
commands to download and execute an exploit. Executing an exploit or any command-line
tool that is not whitelisted in the security policy deployed by ZORZA, causes an integrity vio-
lation.

In our experiment, ZORZA returned the runtime integrity violation of the computer hosting
the webserver as soon as the adversary modified the root password. Specifically, IMA mea-
sured the new content of the /etc/shadow file. The agent detected that the file content hash
was not included in the policy whitelist and reported the policy violation to ZORZA, which no-
tified the security officer about the incident. Depending on the use case, one might configure
automatic incident response to respond to attack in real-time or configure IMA to prevent
loading such a file, using IMA integrity enforcement mechanism (82.2.5).

7.5 Related Work

The Intel CIT [128], the successor of OpenAttestation [124], is an open-source integrity mon-
itoring system provided by Intel. It relies on tboot to establish a dynamic root of trust for
measurements (DRTM) with Intel trusted execution technology (TXT) [87], and TPM to se-
curely store platform measurements. Intel CIT integrates with OpenStack [202], to which
it exposes the hosts' security properties allowing to group resources in trusted computing
pools. Similarly to ZORZA, the Intel CIT's trust agent is deployed on each host to retrieve the
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measurements from TPM, TXT logs as well as the operating system configuration. During the
start up of the trust agent, a bash script module_analysis.sh is executed. It parses the out-
put of tboot (using txt-stat command) to produce an XML formatted file stored in plaintext
on the disk. The file is not protected against tampering and is regenerated only during the
restart of the agent. TLS protected web services implemented in Java are executed on top
of Jetty application server, exposing host measurements and configuration to the Open CIT
central server. The host configuration is read from the operating system and pre-caches the
txt-stat output. The measurements are obtained by executing the tom2_quote command-line
utility on each request to the POST /tpm/quote web service. The authenticity, integrity, and
freshness of the quote is verified by the central Open CIT server. Compared to ZORZA, Intel
CIT performs integrity verification centrally and does not support the geolocation proximity
verification and the TPM cuckoo attack detection. It does not allow tenants to verify that the
acquired computing resources comply with the given security policy.

The IBM TPM attestation client-server (IBM ACS) [111] is an open source project of a sample
Trusted Computing Group (TCG) attestation application written in C. It implements the TPM
remote attestation in a centralized manner where the server gathers TPM measurements
from hosts, compares them to the whitelist, and stores in a database. IBM ACS supports
verification of the IMA measurements, TPM 1.2 and TPM 2.0. Unlike ZORZA, it peforms cen-
tralized integrity verification and does not protect against the cuckoo attack.

Keylime [229] also implements an integrity monitoring system that additionally integrates
with a certificate authority (CA). The CA is used to revoke keys once the integrity violation is
detected. Like this, other applications, such as IPsec, Pupper, or LUKS can rely on the CA
without requiring to communicate with the TPM and other trusted computing technologies.
However, unlike ZORZA, Keylime performs centralized integrity verification, does not verify
the geolocation proximity of the monitored machines, and does not address the cuckoo
attack.

7.6 Conclusion

In this chapter, we presented ZORZA, a security configuration management and monitoring
system. It facilitates the management of security configurations, their distribution to remote
computers, and automatic verification of compliance of these computers with defined config-
urations. ZORZA enables a simplified use of the concepts presented in the previous chapters
of this thesis.
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Given that our societies depend more and more on digital services that execute security-
and safety-critical operations and process privacy-sensitive data, | investigated how to es-
tablish technical assurance that these services execute securely. Specifically, | looked at how
to attest that a high-assurance security system executes in a dedicated data center, on top
of a trustworthy operating system, and isolated from other software. My approach combines
two state-of-the-art solutions, trusted computing techniques (TCTs) and trusted execution envi-
ronment (TEE). | demonstrated that they are complementary, but their combination requires
solving additional issues specific to each solution. | presented how to solve these issues
and demonstrated the practicality of my approach by building prototypes, which | evaluated
using real-world applications.

8.1 Summary of Results

My research contributed a framework dedicated to the secure execution of high-assurance
security systems in remote execution environments. The framework implements novel tech-
niques that provide technical assurance that high-assurance security systems execute in
isolation from other software and run on trustworthy operating systems. More precisely,
high-assurance security systems utilizing my framework maintain integrity and confidential-
ity guarantees of their code and data while ensuring the runtime integrity of the surrounding
operating system. The solution follows assumptions of high-assurance security systems that
require isolation of computing resources at the data center level.

| designed the framework focusing on the practicality, i.e., the framework has been imple-
mented with available security mechanisms and hardware. The framework supports state-
of-the-art technologies (i.e., Linux kernel with kernel-based virtual machine (KVM) virtualiza-
tion [147]), uses existing off-the-shelf security mechanisms and hardware (i.e., trusted plat-
form module (TPM) [90], Intel software guard extensions (SGX) [45]), supports legacy appli-
cations without requiring source code changes, supports software updates, and induces low
performance overhead (up to 6%). Here, | summarize each of the techniques introduced.
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8.1.1 Cuckoo Attack Defense Mechanism

By relying on the properties of the TPM, dynamic root of trust for measurements (DRTM) [235],
and SGX | designed a practical, deterministic cuckoo attack detection protocol. It enables
trust to be established from the inside of the SGX enclave to the TPM chip, recording in-
tegrity measurements of the operating system. At the conceptual level, the protocol helps a
process executed inside the TEE to learn about the trustworthiness of the surrounding op-
erating system. This is particularly important in the case of high-assurance security systems
because such systems depend on the operating system in terms of availability and confiden-
tiality. Rasha Fageh formally proved [203] the protocol to be immune to the cuckoo attack.

8.1.2 Integrity Monitoring and Enforcement Framework

limplemented an integrity monitoring and enforcement framework that controls the integrity
of multiple services across multiple computers in the data center (chapter 3} |chapter /). In
my design, a small piece of software executed inside the TEE acts as a trusted anchor (ini-
tially the only trusted piece of software) on a remote computer. It then extends trust to the
secure element (a TPM chip), ensuring the lack of the cuckoo attack with the help of the
defense mechanism mentioned above. The trust is eventually extended to the operating
system level with the help of integrity monitoring and the enforcement mechanism, i.e., in-
tegrity measurement architecture (IMA) [225189]. Crucially, the framework decentralizes the
integrity attestation of machines by implementing a protocol that performs integrity checks
on each monitored machine individually. This is only possible because of the TEE that guar-
antees the integrity of the attestation process.

8.1.3 Runtime Integrity-enforcement of Virtual Machines

| extended the protocol mentioned before to enforce the integrity of software executing in-
side virtual machines (chapter 4). The solution allows the virtual machine’s owner to define
software he trusts in the form of a security policy and delegate enforcement of this policy
to a piece of trusted code protected by the TEE. My solution helps to better utilize comput-
ing resources by partitioning them into virtual machines while still enforcing the integrity of
software used to establish the virtualized environment.

8.1.4 Multi-stakeholder Machine Learning Framework

| combined the previous work on secure key distribution [88] with integrity enforcement and
attestation to allow the high-assurance security system’s owner to trade-off between the
security and performance in a multi-stakeholder environment (chapter 5). In my design, a
trusted third party is responsible for enforcing access to the cryptographic keys. Depending
on the use case, cryptographic keys are accessible only to a high-assurance security system
executing inside TEE or inside a trustworthy operating system. In the latter case, the high-
assurance security system has access to hardware accelerators at the cost of a larger trusted
computing base. | argue that the trade-off is justifiable in the case of machine learning train-
ing computations that require access to large computing power.
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8.1.5 Support for Software Updates of Integrity-enforced Operating Systems

| solved the problem that limited the practical application of TCTs for monitoring of operating
system'’s integrity (chapter 6). I introduced the concept of sanitization in which a trusted third
party (i.e., an algorithm executing inside the TEE) transparently modifies software updates to
certify the future system’s state after predicting how it will look after the update is installed.
From the security perspective, the design protects against freeze and replay attacks permit-
ting a minority of software repository mirrors to exhibit Byzantine behavior. The evaluation of
the prototype implementation showed that this approach supports 99.76% of the packages
available in Linux Alpine main and community repositories.

8.2 Future Work

This thesis showed that despite the differences in designs and security guarantees of TEE and
TCTs, both concepts could be combined together, solving issues specific to each technology
and, eventually, increasing the security guarantees of high-assurance security systems. |
identified potential directions that might expand my current work. | outline them in this
section.

8.2.1 Policy-based Compliance Management

Depending on the country and the domain, high-assurance security systems are subject to
different regulations. For example, German eHealth regulations [77] require the use of TEE
on top of a trustworthy operating system, while other regulations might require just file in-
tegrity monitoring. Consequently, each such system requires the implementation of different
security mechanisms and an expert-knowledge to ensure compliance with the regulations.
The practical framework should then support a wide range of security mechanisms and the
flexibility to select them accordingly to applicable regulations.

Existing approaches, such as OpenSCAP [215], provide policies and tools checking if the
system configuration complies with specific regulations, like the payment card industry (PCl)
data security standard (PCI-DSS) [206]. However, these approaches lack support for verifying
if certain hardware-based technologies are used, what isolation levels for security-critical pro-
cesses are provided, and if the attached hardware devices meet given standards. | anticipate
that a production-ready solution should come with built-in policies, ideally semi-automatically
extracted from regulations, that are then used by attestation engines to certify compliance
of remote execution environments with given requirements.

8.2.2 Integrity Attestation of Mutable Files

Integrity measurement architecture (IMA) [225, [89] enables attestation of the runtime in-
tegrity of the operating system. The verifier, such as a remote entity checking the computer’'s
integrity or a kernel's integrity-enforcement mechanism, can check if the file is legitimate
by comparing the hash over its content to a hash representing an allowed content. How-
ever, this technique alone is not enough when a legitimate process creates or modifies a file
because the new hash representing the file's content differs from the allowed value of the
apriori known content.
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8 Conclusion and Future Work

| proposed a technique to deal with this problem in the context of software updates caus-
ing deterministic changes to the file system (subsubsection 6.5.2). However, this technique
is not enough for a general-purpose system where temporal results are written and then read
from a filesystem as part of the regular operating system’s execution, because the integrity-
enforcement mechanism would prevent such temporal files from reading causing undefined
runtime behavior. A more relaxed approach, where system integrity is only recorded for at-
testation purposes but not enforced, would cause false positives in the integrity monitoring
systems. | envision that future work solves this problem by focusing on certifying hashes of
such temporal files from the inside of the TEE, leveraging causal order of integrity measure-
ments, or providing a verifier with additional knowledge about the origin of such changes.

8.2.3 Availability Guarantees

Most of TEEs do not offer availability guarantees because, by their design, the enclave’s lifecy-
cle is under full control of an untrusted operating system and administrator. However, avail-
ability is a crucial security property of high-assurance security systems. The natural question
that arises is how to provide the availability guarantees to the enclave without relying on the
operating system? Could we bind the enclave’s lifecycle with the policy presented to the CPU
on the enclave initialization? Could CPU provide support for ensuring certain enclave’s qual-
ity of service (QoS), like the number of resources or CPU time slots dedicated for the given
enclave? Or, should we rather build TEE with the availability guarantee on the microkernel
architecture?

8.2.4 Integration with SIEM

Security information and event management (SIEM), like QRadar [110] are industry-standard
security solutions actively monitoring computer systems behavior that might indicate an at-
tack. SIEM systems collect event data from various heterogeneous sources, such as file in-
tegrity monitoring and network monitoring, and correlate them with patterns indicating suc-
cessful intrusion or attack attempts. The framework introduced in this thesis could comple-
ment SIEM because i) it mitigates certain attacks by enforcing the operating system's integrity,
and ii) it collects file integrity measurements. | anticipate that future work might explore what
exact security guarantees could be gained by combining SIEM, TEE, and TPM-based security
mechanisms and if such combination would decrease the number of false positives?

8.2.5 Hardware-supported Virtual Machine Isolation

In | discussed TRIGLAV, a framework for virtual machine’s runtime integrity mon-
itoring and enforcement. However, to provide runtime integrity guarantees of a virtual ma-
chine, TRIGLAV must also establish trust in the hypervisor, enlarging the trusted computing
base (TCB). In fact, VM-based trusted execution environment (TEE), such as Intel TDX [123]
or AMD SEV [140] might reduce the TCB of the TRIGLAV design because these technologies
provide integrity, freshness, and confidentiality of the virtual machine’s memory in the face
of an untrusted hypervisor. Future work might consider leveraging these technologies to
improve the TRIGLAV design so that the tenant not only attests to the VM's load-time and
runtime integrity but also gets the proof that the VM executes inside the TEE that isolates it
from the hypervisor and operator.
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