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1 Motivation and physical background

A Polaron is an electron in a ionic crystal coupled with the lattice vibration
field produced by itself through polarizaton of the crystal. The problem is to
compute the energy of the ground state of the Polaron under the assumptions
(due to Fröhlich, cf. [8]) that the atomic structure of the crystal can be
neglected; that it is possible to tract it as a continuum dielectric; and that the
only phonon waves that interact with the electron have the same frequency.
Under these assumptions the Fröhlich hamiltonian for the polaron (with all
physical constants equal to 1) is:

HF (α) =
1

2
p2 +

∑
k

a+

k
ak + i(

√
2απ)1/2

∑
k

1

|k|
(a+

k
e−ik

′
x − akeik

′
x) (1)

where x is the vector position of the electron, p its conjugate momentum, a+

k
and ak are the creation and annihilation operators of a phonon of momentum
k, and α is the coupling constant between the electron and the phonon field
which depends on the dielectric constants of the ionic crystal (in NaCl α is
about 5, and in general it runs from about 1 to 20).

1



The lowest eigenvalue E0(α) of HF (α) has been studied for many years
by a lot of techniques. In the weak coupling limit (α small) perturbation
treatment of (1) gives good results (cf. [7]).

For the strong coupling limit (α → +∞) a conjecture due to Pekar (cf.
[18]) suggest that

E0(α) ∼
α→+∞

−γpα2 (2)

where

γp = − inf
φ∈L2(R3)
‖φ‖2=1

{
1

2

∫
R3

|∇φ|2dx− 1√
2

∫ ∫
φ2(x)φ2(y)

|x− y|
dxdy

}
(3)

The minimizing φ in (3) is the solution of the non–linear Shrödinger
equation

−1

2
∆φ(x)− 2

√
2

(∫
|φ(y)|2

|x− y|
dy

)
φ(x) = eφ(x) (4)

which describes an electron trapped in its own hole. In [15] Lieb has shown
that the minimizing φ in (3) exists and is unique up to translations (the
problem was non trivial because of the non–convexity of the functional in
(3)). In particular Lieb proved that the minimizing solution is infinitely
differentiable and goes to zero at infinity. By numerical computations (cf.
[17]) γp ∼= 0.108513, very close to 1

3π
that is the value obtained in (3) when

one uses gaussian functions as trial functions.
For intermediate coupling the most important techniques are those de-

veloped by Gross (cf. [10], who starts from the classical Riesz variational
method) and of Feynman (cf. [6] and [7]), who reduced the problem to the
asymptotic evaluation of a path integral. Using variational methods (cf. [7])
he obtains numerical results for an upper bound for E0(α), which are still
the best known bounds up to some improvements due to Luttinger and Lu
(cf. [16]) who take into account the second order correction in Feynman’s
method.

Interesting direct numerical computations of the path integral were also
performed using Monte Carlo techniques (cf. [9]).

The problem of the existence of a phase transition is first mentioned
by Gross [10] who observers that the wave function of the polaron must
be extended in the weak coupling region and localized for strong couplings.
This corresponds to the intuitive idea that for α tending to zero the polaron
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dynamics tends to that of a free particle, and for α → ∞ a self localization
effect arises.

The conjecture of Gross is that the transition between the localized and
the extended function is abrupt, and this gives a discontinuity on the first
derivative of E0(α). The existence of such phase transition is an open problem
at the moment.

In [16] Luttinger and Lu observe that in Feynman’s harmonic approxi-
mation (an upper bound), a phase transition at α = 5.8 exists (Feynman
knew about the discontinuity at 5.8, cf. [6]; but he considered this rather a
disadvantage of the approximation that a result).

The same result is also obtained by Gross in [10]. But it is not clear if
this dynamical instability is just a property of HF (α) or if it comes from the
approximation introduced to obtain the estimate. Another conjecture, given
by Lepine and Metz (cf. [13], 1979), is that there might be two phase transi-
tion points. One from an extended translational invariant wave function to
a two dimensional localized wave function. This conjecture is suggested by
Fock approximation mean field theory applied to HF (α).

All these results concern only upper bounds for E0(α), while the physical
literature about lower bounds is very poor (cf. [11] and [14]) and limited to
a short range of α.

2 Mathematical formulation of the problem

Using their powerful theory of large deviations for Markov processes [4],
Donsker and Varadhan [5], found for E0(α) the variational formula:

−E0(α) = g(α) =
∑

Q∈Ms(Ω)

{
2αQ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
−H(Q|Ew

0]

}
(1)

where Ω = D(R+,R3) is the space of all right–continuous functions R+ → R3

with only first kind discontinuities and left limits; Ms(Ω) denotes the space
of all the stationary measures on Ω; w(t) denotes the map

w(t) : ω ∈ Ω→ w(t)(ω) = ω(t) ∈ R3 (2)

Ew
0] is the conditional expectation of the Wiener process onto the σ–algebra

at time zero; and H(Q|Ew) is the entropy of Q with respect to Ew
0]–defined

in [4] (cf. also [1]).
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Using formula (1), Donsker and Varadhan were able to give a rigorous
proof of Pekar’s conjecture 5, i.e. the validity of (2) and (3).

In the present paper we want to exploit the identity (1) to study the
behaviour of E0(α) at finite α and the problem of the existence of a phase
transition. At the moment we have not a full proof of the existence of a phase
transition (cf. the remark at the end of section (3.)), however we obtain the
following results:

i) We obtain a rigorous derivation of the results obtained in the physical liter-
ature. In particular we show that the expression obtained by Feynman
[6], [1], Gross [10], Luttinger – Lu [16], in the harmonic approxima-
tion for E0(α) is obtained from (1) by restriction of the sup to the
Ornstein–Uhlenbeck proceses (cf. section (5.)).

ii) We improve these estimates, deriving an explicit finite dimensional vari-
ational formula for the restriction of the sup in (1) to all distorted
brownian motions (cf. section (3.)) and to all stationary gaussian
processes (cf. section (4.)).

iii) We obtain a general lower estimate for E0(α) (upper estimate for g(α))
which seems not to be present in the physical literature, and which
allows to obtain both theoretical and numerical informations on the
validity of the upper estimate (cf. the end of section (3.)).

Notational remark : following Donsker and Varadhan’s notations we deal with
g(α) rather than E0(α) (= −g(α)). So to compare our results with the ones
mentioned in section (1.) one should keep in mind that the upper estimates
in these ones correspond to our lower estimate, and conversely. Moreover,
in the identity (1) we have rescaled α by a factor

√
8. Thus, to derive the

numerical results in the physical literature from our ones, one should multiply
α by the factor

√
8.

3 The Markovian approximation

Let us first recall the statement of Donskier–Varadhan’s “contraction princi-
ple” (cf. [4]) namely: for any probability measure m on R3, one has:

inf
Q∈Ms(Ω)
Q0=m

H(Q|Ew) = Iw(m) (1)

4



where Q0 is the marginal distribution of Q ∈Ms(Ω), and:

Iw(m) =


∫

R3

[∇f ]2

f
(x)dx if m(dx)� dx

and f = dm
dx
∈ C ′(R3)

+∞ otherwise

(2)

Denote
H = {φ ∈ L2 ∩ C2(R3), ‖φ‖L2 = 1, ‖∇φ‖L2 < +∞} (3)

where ∇ denotes the gradient.
In Appendix (A1) it is shown that, denoting for each φ ∈ H, Qφ ∈Ms(Ω)

the stationary Markovian measure with transition semi–group generated by

Lφ = +
∆

2
+
∇φ
φ
· ∇ (4)

and with initial distribution φ2(x)dx (the associated Markov process is called
in the literature a “distorted Brownian Motion” (cf. for example [3]), then:

H(Qφ|Ew
0]) =

∫
R3

|∇φ|2dx (5)

namely the inf in (1) is realized by Qφ for m(dx) = φ2(x)dx.
Therefore, restricting the sup in (1) to the class {Qφ, φ ∈ H} ⊆ Ms(Ω)

we obtain the following lower estimate:

Theorem 1 ∀α > 0

g(α) ≥ sup
φ∈H

{
α

∫
R3×R3

∫ (
1− ∆

2
+

∆φ

2φ
(x)

)−1

(x, y)
φ(x)φ(y)

|x− y|
dxdy −

∫
R3

|∇φ2|dx

}
(6)

Remark 1 It is possible to give a simple direct proof of the lower estimate (6)
which does not make use of the full technical apparatus developed by Donsker
and Varadhan. We will not include this here for lack of space.

Proof . From (1) and (6) it follows that:

g(α) = sup
Q∈Ms(Ω)

{
2αQ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
−H(Q|Ew)

}
≥ (7)

≥ sup
φ∈H

{
2αQφ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
−
∫

R3

|∇φ|2dx
}
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The density of the marginal distribution of Qφ is just φ2(x), then by
Fubini Tonelli’s theorem:

Qφ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
= (8)

=

∫
R3

φ2(x)dx

∫ ∞
0

e−σe+σLφ

(
1

| · −x|

)
dσ =

=

∫
R3×R3

∫
[1−MφLφM

−1
φ ]−1(x, y)

φ(x)φ(y)

|x− y|
dxdy

were (1−Lφ)−1(x, y) is the kernel of the resolvent (1−Lφ)−1 in L2(R3, φ2(x)dx).
Then by (8)

Qφ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
= (9)

=

∫ ∫
R3×R3

φ(x)(1− Lφ)−1(x, y)φ(y)
φ(x)φ(y)

|x− y|
dxdy =

=

∫ ∫
R3×R3

[Mφ(1− Lφ)−1M−1
π ](x, y)

φ(x)φ(y)

|x− y|
dxdy =

=

∫ ∫
R3×R3

[1−MφLφM
−1
φ ]−1(x, y)

φ(x)φ(y)

|x− y|
dxdy

where Mφ : f ∈ L2(R3, φ2(x)dx)→ φf ∈ L2(R3, dx) denotes the operator of
multiplication φ, and [1−MφLφM

−1]−1(x, y) is the kernel of [1−MφLφM
−1
φ ]−1

in L2(R3, dx). Since

MφLφM
−1
φ = φ

[
+

1

2
∇+

∇φ
φ
· ∇
]
φ−1 = +

1

2
∆− ∆φ

2φ
(10)

(6) follows from (7), (9), (10).
In order to have an idea of how good the lower estimate (6) is, let us

compare it with the upper estimate obtained as follows: start from Donsker
and Varadhan’s variational expression for g(α), i.e.:

g(α) = sup
Q∈Ms(Ω)

{
2αQ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
−H(Q|Ew)

}

= sup
Q∈Merg(Ω),H(Q|Ew)

<∞
{

2αQ

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|

)
−H(Q|Ew)

}
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= sup
φ∈H

sup
p(·|·)

′
{

2α

∫ ∞
0

e−σdσ

∫
R3

φ2(x)dx

∫
R3

p(dy, σ|x, 0)

|y − x|
−∞[φ,p]H(Q|Ew)

}
where we have used the following notations: for a stationay measure Q
with marginal φ2(x)dx and locally absolutely continuous with respect to
the Wiener measure, we denote p(dy, σ|x, 0) the conditional probability of
Q|F0 ∨ Fσ with respect to F0; thus:

Q

(
1

|w(σ)− w(0)|

)
=

∫
R3

φ2(x)dx

∫
R3

p(dy, σ|x, 0)

|y − x|

Moreover, sup′p(·|·) denotes the sup taken over all the transition probabilities
obtained as above; and inf [φ,p] denotes the inf taken over all the station-
ary (ergodic) measures Q whose marginal is φ2(x)dx and whose associated
transition probability density is p. With these notations we have the upper
estimate:

g(α) ≤ sup

{
2α

′
sup
p

∫ ∞
0

e−σdσR3φ2(x)dx

∫
R3

p(dy, σ|x, 0)

|y − x|
− inf

Q0=φ2(x)dx
H(Q|Ew)

}
= sup

φ∈H

{
2α

(
′

sup
p

∫ ∞
0

e−σd

∫
R3

φ2(x)dx

∫
R3

p(dy, σ|x, 0)

|y − x|

)
−
∫

R3

|∇φ|2dx
}

Thus the exactness of the lower estimate (6) would be implied by the fact
that the sup of the integral∫ ∞

0

e−σdσ

∫
R3

φ2(x)dx

∫
R3

p(dy, σ|x, 0)

|y − x|

over all stationary ergodic transition probabilities p(dy, σ|x, 0) is achieved on
those of the type expσLφ(x, y)dy, i.e. on the kernels of the semi–group of the
distorted brownian motion associated to the functions φ ∈ H. We conjecture
that this “conditional contraction principle” is true, but at the moment we
have not a complete mathematical proof of it.

4 The Gaussian approximation

More explicit computations are possible if we choose as class of trial processes
the stationary gaussian processes. Also here the problem is reduced to a
finite dimensional one, because we can take the supremum over all covariance
functions.
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Let be ρij(t) the covariance matrix function of the stationary gaussian
measure Qρ, corresponding to a stationary gaussian process w(t) = (w1(t),
w2(t), w3(t)) : ω → R characterized by the condition

Qρ(wi(t+ s)w′js)) = ρij(t) ; s ∈ R+ ; j, i = 1, 2, 3 (1)

The process yi(t) = wi(t)−wi(0) (i = 1, 2, 3) is then gaussian with covariance
matrix

σij(t) = Qρ(yi(t)yj(t)) = 2(ρij(0)− ρij(t)) (2)

Denoting {λj(t), j = 1, 2, 3} the eigenvalues of the matrix (σij(t)), after
some elementary computations one finds:

Qρ

(
1

|w(t)− w(0)|

)
=

1

(2π)3/2

1(∏3
j=1 λj(t)

)1/2

∫
R3

e−
1
2

∑3
i=1 λ

−1
j (t)x2

j

|x|
dx (3)

In particular, if λj(t) = λ(t), j = 1, 2, 3, then:

Qρ

(
1

|w(t)− w(0)|

)
=

1

(2πλ(t))3/2

∫
R3

e−
1
2
λ−1(t)|x|2

|x|
=

(
2

πλ(t)

)1/2

(4)

Using the well known formulae (cf. e.g. [12]) for the Radon–Nikodym
derivatives of gaussian measure one can also give an explicit expression for
the relative entropy of Qρ with respect to the Wiener measure. For lack of
space we do not discuss here the general case (cf. [12]) and limit ourselves
to an important particular case, to be discussed in the next section.

5 The harmonic approximation

In the intersection of the two classes of processes considered respectively
in section (3) and (4) one finds the Ornstein–Uhlenbeck processes, i.e. the
stationary gaussian markovian process with covariance matrix funciton

ρij(t) =
1

2β
e−βtδij ; i, j = 1, 2, 3 (1)

where β > 0 is a parameter characteristic of the process.
The density of the invariant measure is

ψ2(x) =

(
π

β

)−3/2

e−βx
2

(2)
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So β−1 is also the variance of the marginal distribution of the process.
The infinitesimal generator of the corresponding markovian semigroup is

Lβ = +
1

2
∆− β · ∇ (3)

so it has the form (4) and therefore the Ornstein–Uhlenbeck processes belong
to the class of markovian processes considered in § 3, (5) and (2)

H(Qou
β |Ew) =

∫
R3

|∇ψ(x)|2dx =
3

4
β (4)

In this case the matrix σij(t) defined by (2) is diagonal and we can put

λ(t) =
1

β
(1− e−βt) (5)

Qou
β

(
1

|w(t)− w(0)|

)
=

√
2

π

1

(1− e−βt)1/2
(6)

Then it is possible to compute explicitly also the action term in (1)

Qou
β

(∫ ∞
0

e−σdσ

|w(t)− w(0)|

)
=

√
2

π

∫ ∞
0

e−tdt

(1− e−βt)
= δ2β1/2

Γ
(

1 + 1
β

)
Γ
(

1
2

+ 1
β

) (7)

where Γ is the gamma function.
Then using O.U. processes as trial processes in (1) one obtains the fol-

lowing lower estimate.

g(α) ≥ sup
β

αβ1/2
Γ
(

1 + 1
β

)
Γ
(

1
2

+ 1
β

) − 3

4
β

 (8)

The lower bound (8) is just that obtained by Feynman in [6], Gross in
[10], Luttingen–Lu [16], with completely different approaches.

6 Appendix (A1) Relative entropy of distort-

ed Brownian motion

Let φ ∈ C2(R3) ∩ L2(dx) such that ‖φ‖L2 = 1 and ‖∇φ‖L2 < +∞. Let
Qφ ∈MsΩ) the Markov process generated by

Lφ =
1

2
∆ +

∇φ
φ
· ∇
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Let EQφ

0 the conditional expectation of Qφ on the σ–algebra at time zero.
Then by Cameron–Martin’s formula and by Ito’s formula:

dEQφ
0 |F [0, t]

dEw
0 |F [0, t]

=
φ(wt)

φ(w0)
exp

(
−1

2

∫ t

0

∆φ

φ
(ws)ds

)
(1)

Then by [4] and by the stationarity of Qφ:

H(Qφ|Ew
0 ) = Qφ

(
lg
dEQφ

0 |F [0, 1]

dEw
0 |F [0, 1]

)
= (2)

= Qπ(lg φ(wt)− lg φ(w0)− 1

2

∫ t

0

∆φ

φ
(ws)ds) =

= −1

2

∫ 1

0

Qφ

(
∆φ

φ
(ws)

)
ds =

= −1

2
Qφ

(
∆φ

φ
(w0)

)
= −1

2

∫
R3

∆φ

φ
(x)φ2(x)dx =

= −1

2

∫
R3

φ∆φdx =
1

2

∫
R3

|∇φ|2dx

So we have the explicit formula:

H(Qφ|Ew) =
1

2

∫
R3

|∇φ|2dx (3)
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7 Gaussian approximation

Dalla (3)

φ′
(

1

|w(t)− w(0)|

)
=

1

(2π)3/2

(
1∏3

j=1 λj(t)

)1/2 ∫
R3

e−
1
2

∑3
i=1 λ

−1
j x2

j

|x|
d3x =

2

(2π)3/2

(
1∏3

j=1 λj(t)

)1/2 ∫ 2π

0

dϕ

∫ 1

0

dy

f(ϕ) + (λ−1
3 − f(ϕ))y2

con f(ϕ) = λ−1
1 cos2 ϕ+ λ−1

2 sin2 ϕ
Caso a) λ1(t) = λ2(t) 6= λ3(t) (simmetria cilindrica)

f(ϕ) = λ−1
1 (t)

Qρ

(
1

|w(t)− w(0)|

)
=

4π

(2π)3/2

1

λ1(t)λ
1/2
3 (t)

∫ 1

0

dy

λ−1
1 (t)− (λ−1

3 − λ−1
1 )y2

=

=

√
2

π

1

λ
1/2
3 (t)

∫ 1

0

dy

1− λ−1
3 −λ

−1
1

λ−1
1

y2
=

=

√
3

π

1

(λ1(t)− λ3(t))1/2
arctg

(
λ1(t)

λ3(t)
− 1

)
se λ1(t) > λ3(t)

=
1√
π

1

(λ3(t)− λ1(t))1/2
lg

(
2λ3(t)

λ11 + 1
− 1

)
se λ3(t) > λ1(t)

Non sembra affetto semplice calcolare analiticamente∫ ∞
0

e−tQρ

(
1

|w(t)− w(0)|

)
dt

12



neanche nel caso di simmetria cilindrica e con

λj(t) =
1

β1

(1− e−µit)

che corrisponde al processo O.U.

L =
1

2
∆− βx · ∇ β =

 β 0 0
0 β2 0
0 0 β3


8 Entropia dei processi gaussiani

L.A. Shepp: Random Nykodym derivative of Gaussian measures – Ann.
Math. Statist. 37 (1966)

Il risultato è essenzialmente questo: sia µ misura gaussiana con covarianza
R(s, t) e media 0 allora µ ∼ µw su [0, T ] (µw misure di Wiener) se e solo se
∃K ∈ L2([0, T ]× [0, T ]) tale che

h(s, t) = s ∧ t−
∫ t

0

∫ s

0

k(u, v)dudv

⇔ k(s, t) = − ∂

∂s

∂

∂t
R(s, t)

(se h1 = ∂
∂s
h(s, t) è continua in t per t 6= s⇒ R1(s, s+)−R1(s, s−) = 1 (*))

è facile vedere che o.u. soddisfa (*).
La dµ

dµu
viene data in temini dalla risolvente dell’operatore k.

9 Appendice non pubblicata

Appendix (A2.). A direct proof of the estimate (6).
From Theorem (3.3) of Donsker and Varadhan [4] we know that

g(α) = lim
t→∞

1

t
logEw

0]

(
expα

∫ t

0

∫ t

0

e−|σ−τ |

|w(σ)− w(τ)|
dσdτ

)
Now we know that, for any δ > 0 and uniformly in t > 0, one has:∣∣∣tPtT[0,t]

(
2α

∫ ∞
0

e−σdσ

|w(σ)− w(0)|+ δ

)
−α
∫ t

0

∫ t

0

e−|σ−τ |

|w(σ) + w(τ)|+ δ
dσdτ

∣∣∣ ≤ 2α

δ

13



where Pt is the periodization operator and T[0,t] is the occupation time oper-
ator defined respectively by (x.) and (x.) in [1].

From this it is easy to see that, for any δ > 0:

g(α) ≥ lim inf
t→∞

1

t
logEw

0]

(
exp t2αPtT[0,t]

(∫ ∞
0

e−σdσ

|w(σ)− w(0)|+ δ

))
Therefore, in the notations of section (3) and of Appendix (A1), and for
ϕ ∈ H one has:

g(α) ≥ lim inf
t→∞

1

t
logEQϕ

0]

{
ϕ(w(0))

ϕ(w(t))
· exp

∫ t

0

∆ϕ

2ϕ
(ws)ds+ tFδ(t)

}
≥ (by Jensen’s inequality)

≥ lim inf
1

t

{
EQϕ

0] (logϕ(w0)−EQϕ

0] (logϕ(wt))+E
Qϕ

0]

(∫ t

0

∆ϕ

2ϕ
(ws)ds+ Fδ(t)

)}
where we have used the notation

Fδ(t) = 2αPtT[0t]

(∫ ∞
0

e−σdσ

|wσ − w0|+ δ

)
Now by definition (cf. (3.3)) ϕ belongs to the Sobolev space W 1,2(R3)

hence by Sobolev inequality (cf. [ ], Theorem (IX.9)) ϕ ∈ L6(R3, dx). There-
fore, since by definition logϕ ∈ L2(R3, dx), a simple argument allows to
conclude that ϕ ∈ L2 logL(R3, dx), hence

EQϕ

0] (logϕ(wt)) < +∞ ; ϕ2(x)dx− a.e. ; ∀ t ≥ 0

Then

Ew
x (exp tFδ(PtT[0,t])) = E

Qφ
x

( φ(x)

φ(w(t))
exp

(∫ t

0

∆φ

2φ
(w(s))ds+ tFδ

)

≥ φ(x)

supφ
exp

[
E
Pφ
x

(∫ t

0

∆φ

2φ
(w(s))ds

)
+ tE

Qφ
x (Fδ(PtT[0,t]))

]
lim inf
t→∞

1

t
logEw

x (exp tFδ(PtT[0,t])) ≥

≥ lim inf
t→∞

E
Qφ
x

(
1

t

∫ t

0

∆φ

2φ
(w(s))ds

)
+ lim inf

t→∞
E
Qφ
x (Fδ(PtT[0,t]))
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But one has, ω −Qφ − a.e.

lim
t→∞

1

t

∫ t

0

∆φ

2φ
(ω(s))ds =

∫
R3

∆φ

2φ
φ2dx =

=
1

2

∫
R3

φ∆φdx = −1

2

∫
R3

|∇φ|2dx

Moreover by the ergodic theorem, as t→∞

Fδ(PtT[0,t])(ω) = 2α

∫ t

0

ds

∫ ∞
0

e−σdσ

δ + |ωt(σ)− ωt(0)|
→

Qφ

(
2α

∫ ∞
0

e−σdσ

δ + |ω(σ)− ω(0)|

)
ω −Q− a.e.

Then

lim inf
1

t
logEw(exp tFj(PtT[0,t])) ≥ Qφ

(
2α

∫ ∞
0

e−σdσ

δ + |ω(σ)− ω(0)|

)
−
∫

R3

|∇φ|2dx

⇒ ∀ δ > 0 , ∀φ ∈ Hc , ∀x ∈ supp φ

lim inf
t→∞

1

t
logEw

x

(
expα

∫ t

0

∫ t

0

e−|σ−τ |dτdτ

|ω(σ)− ω(τ)|

)
≥

≥ Qφ

(
2α

∫ ∞
0

e−σdσ

|ω(σ)− ω(0)|+ δ

)
−
∫

R3

|∇φ|2dy

Since
1

|ω(σ)− ω(0)|+ δ
≤ 1

|ω(σ)− ω(0)|
∈ L1(Qφ) ∀ δ > 0

by dominated convergence one has:

⇒ lim
δ→0

Qφ

(
1

|ω(σ)− ω(0)1 + δ

)
= Qφ

(
1

|ω(σ)− ω(0)

)

⇒ lim
1

t
logEw

x

(
expα

∫ ∫
e−|σ−τ |dτdι

|ω(σ)− ω(τ)|

)
≥

≥ Qφ

(
2α

∫ ∞
0

e−σdσ

|ω(σ)− ω(0)|

)
−
∫

R3

|∇φ|2dy
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Let τhφ(y) = φ(y + h) then∫
R3

|∇(τhφ)|2dy =

∫
R3

|∇φ|2dy ∀h ∈ R3

If it is possible to show that

Qφ

(
2α

∫ ∞
0

e−σdσ

|ω(σ)− ω(0)|

)
= Qτhφ

(
2α

∫ ∞
0

e−σdσ

|ω(σ)− ω(0)|

)
Then the expression on the right is translational invariant, then ∀φ ∈ Hc

lim
1

t
logEw

(
expα

∫ t

0

∫ t

0

e−|σ−τ

|ω(σ)− ω(τ)|

)
≥ Qφ

(
2α

∫ ∞
0

e−σdτ

|ω(σ)− ω(0)|

)
−
∫

R3

|∇φ|2dm

and the thesis follows as in the proof of LB1.

Fδ,λ(ω) = 2α

∫ ∞
0

λe−λσ

(δ2 + |ω(σ)− ω(0)|2)1/2
dσ

Q ∈Ms(Ω) 7→ Q(Fδ,λ)bounded and continuous

1

t

∫ t

0

Fδ(θsωt)ds =
2α

t

∫ t

0

ds

∫ ∞
0

λe−λtdσ

(δ2 + |ωt(σ + s)− ωt(s)))1/2
=

=
2α

t

∫ t

0

ds
[∫ t−s

0

λe−λσ

(δ2 + |ωt(σ + s)− ωt(s)|
dσ+

+

∫ ∞
t−s

λe−λσdσ

(δ2 + |ωt(σ + s)− ωt(s)|2)1/2

]
σ′ = σ + s∣∣∣∣∫ t

0

Fδ(θsωt)ds− 2α

∫ t

0

ds
[∫ t

0

λe−λ(σ−s)dσ

(|ωt(σ)− ωt(s)|2 + δ2)1/2

∣∣∣∣ =

=

∣∣∣∣∫ t

0

Fδ(θsωt)ds− α
∫ t

0

∫ t

0

λe−λ|σ−s|dσds

(δ2 + |ω(σ)− ω(s)|2)1/2

∣∣∣∣ ≤
≤ 2α

δ

∫ t

0

ds

∫ ∞
t−s

λe−λσdσ =
2α

δ

∫ t

0

ds

∫ ∞
t−s

e−λσdσ =

=
2αλ

δ

∫ t

0

ds

[
−e
−λσ

λ

∣∣∣∞
t−s

]
=

=
2α

δ

∫ t

0

ds[e−λ(t−s)] =
2α

δ
e−λt

1

λ
eλs
∣∣∣t
0
=

2α

δλ
(1− eλt) ≤ 2α

δλ
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