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#### Abstract

A class $\xi$ of algebras of symmetric $n \times n$ matrices, related to Toeplitz-plus-Hankel structures and including the well-known algebra $\mathcal{H}$ diagonalized by the Hartley transform, is investigated. The algebras of $\xi$ are then exploited in a general displacement decomposition of an arbitrary $n \times n$ matrix $A$. Any algebra of $\xi$ is a 1 -space, i.e., it is spanned by $n$ matrices having as first rows the vectors of the canonical basis. The notion of 1-space (which generalizes the previous notions of $\mathcal{L}_{1}$ space [Bevilacqua and Zellini, Linear and Multilinear Algebra, 25 (1989), pp. 1-25] and Hessenberg algebra [Di Fiore and Zellini, Linear Algebra Appl., 229 (1995), pp. 49-99]) finally leads to the identification in $\xi$ of three new (non-Hessenberg) matrix algebras close to $\mathcal{H}$, which are shown to be associated with fast Hartley-type transforms. These algebras are also involved in new efficient centrosymmetric Toeplitz-plus-Hankel inversion formulas.
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1. Introduction. It is well known that the inverse of any nonsingular Toeplitz matrix $T=\left(t_{i-j}\right)_{i, j=1}^{n}$ can be represented using lower and upper triangular Toeplitz matrices $L_{m}, U_{m}$ via the Gohberg-Semencul formula $T^{-1}=L_{1} U_{1}+L_{2} U_{2}$ [23]. Kailath, Kung, and Morf [28] extended this result by showing that any $n \times n$ matrix $A$ can be decomposed as

$$
\begin{equation*}
A=\sum_{m=1}^{\alpha} L_{m} U_{m} \tag{1.1}
\end{equation*}
$$

with $\alpha$ equal to the displacement rank of $A$, i.e., $\alpha=\operatorname{rank}\left(A-Z A Z^{T}\right)$, where $Z=$ $\left(\delta_{i, j+1}\right)_{i, j=1}^{n}$. On the basis of the ideas introduced in [28], different fast algorithms for the inversion or the factorization of structured matrices such as Toeplitz-like [27, 31, 33], Cauchy-like [19, 24], and polynomial Vandermonde-like matrices [29, 30] have been developed (see also [7, 25, 31]).

Besides the triangular Toeplitz used in [23, 28], other algebras have been exploited in displacement formulas of type (1.1), for example, $\varepsilon$-circulant [1, 18, 20], $\tau$ algebra $[6,16,32]$, and algebras of dimension greater than $n[8,9]$. In [16], most of these algebras appear as special instances of Hessenberg algebras, which allows one to regain the known displacement formulas in a more general context and to obtain new decompositions of high efficiency (especially if $A$ is the inverse of a Toeplitz-plus-Hankel matrix) $[16,10,17]$.

If $A$ is a Toeplitz-like matrix, that is, $A$ has a small displacement rank $\alpha$, then the known displacement formulas let one compute the matrix-vector product $A \mathbf{f}, \mathbf{f} \in \mathbb{C}^{n}$, by means of a small number of fast discrete transforms (assuming preprocessing on A). These transforms are discrete Fourier transforms (DFT) in cases of formulas

[^0]involving triangular Toeplitz or $\varepsilon$-circulant matrices $[1,9,17,21,22]$ and are sine or cosine transforms in cases of formulas involving $\tau$ or $\tau_{\varepsilon, \varphi}$ matrices [6, 10, 16, 17, 32], and therefore they are all associated with Hessenberg algebras [16].

In this paper we further extend the results of $[6,9,10,16,17,18,20,21,22,28,32]$ in the sense that we introduce a new class of matrix algebras $\mathbb{L}$, including Hessenberg and other algebras of matrices diagonalized by means of Hartley [11, 12] or Hartleytype transforms, which have not been yet considered in displacement literature. This extension requires the study of matrix algebras containing the matrix $T_{\varepsilon, \varphi}^{\beta, \beta}$ displayed at the beginning of section 2 . Notice that the algebra $\mathcal{H}$ of the matrices diagonalized by the Hartley transform (see [5]) contains the matrix $T_{0,0}^{1,1}$. The appropriate mechanism for capturing algebras $\mathbb{L}$ such that $\mathbb{L} \supset T_{\varepsilon, \varphi}^{\beta, \beta}$, which are generally not Hessenberg, is the notion of 1-space (which is an extension of the notions of $\mathcal{L}_{1}$ space [4] and Hessenberg algebra [16]).

A 1 -space is a space of $n \times n$ matrices $A$ spanned by $n$ matrices $J_{k}$ having as first rows the vectors of the canonical basis of $\mathbb{C}^{n}$. If $\left[z_{1} z_{2} \cdots z_{n}\right]$ is the first row of $A$, then each $a_{i j}$ is a linear combination in $\mathbb{C}$ of $z_{1}, z_{2}, \ldots, z_{n}$. Any space of matrices simultaneously diagonalized by a nonsingular matrix $M$ whose first row has all nonzero entries can be easily checked to be a 1 -space. This is the main reason why the introduction of 1 -spaces allows one to extend the range of algebras which could be used, in principle, in (possibly) efficient displacement formulas. In particular, the algebra $\mathcal{H}$ diagonalized by the Hartley transform [5] is a 1-space even though it is not a Hessenberg algebra.

The results of this paper are now described in detail.
In section 2 we state some properties of commutative 1-spaces used throughout the paper. Then we define a class of symmetric 1 -spaces $\xi(\varphi, \beta, \mathbf{p}), \varphi, \beta \in \mathbb{C}, \mathbf{p} \in \mathbb{C}^{n}-1$ in terms of matrices of different dimensions from the algebra $\tau(\tau$ is the algebra generated by $T_{0,0}^{0,0}$ ). The main result of section 2 is Theorem 2.5 , where the symmetric 1 -algebras (closed 1-spaces), including the matrix $T_{\varepsilon, \varphi}^{\beta, \beta}$, are shown to be the spaces $\xi(\varphi, \beta, \mathbf{p})$ with $\mathbf{p}$ running among the solutions of a linear system with coefficients depending upon $\varphi$, $\beta$, and $\varepsilon$.

In section 3 a general displacement formula for a matrix $A$ in terms of $2 \alpha$ matrices from two arbitrary symmetric 1-algebras $\mathbb{L} \supset T_{\varepsilon, \varphi}^{\beta, \beta}$ and $\mathbb{L}^{\prime} \supset T_{\varepsilon^{\prime}, \varphi^{\prime}}^{\beta^{\prime}, \beta^{\prime}}$ is obtained under the assumption that the rank of $A T_{\varepsilon, \varphi}^{\beta, \beta}-T_{\varepsilon, \varphi}^{\beta, \beta} A$ is $\alpha$ (see Theorem 3.2). This formula extends some formulas of [10] to the case of non-Hessenberg algebras.

In sections 4 and 5 the results of Theorems 2.5 and 3.2 are investigated and specialized. In particular it is shown that the Hartley algebra $\mathcal{H}$ introduced in [5] is an element of the class of 1 -algebras $\xi$ characterized in Theorem 2.5 and that there are at least three other algebras of $\xi$, called $\eta, \mu$, and $\mathcal{K}$, which are associated with fast Hartley-type discrete transforms (see Theorem 5.2 and the following remark). Moreover, new decompositions of the inverse of an arbitrary centrosymmetric Toeplitz-plus-Hankel matrix $T+H=\left(t_{i-j}+h_{i+j}-2\right)_{i, j}^{n}=1$ in terms of matrices from $\mathcal{H}, \mathcal{K}$, $\eta$, and $\mu$ are obtained. In particular it is shown that there exist $\mathbf{a}, \mathbf{b} \in \mathbb{C}^{n}$ such that

$$
\begin{equation*}
(T+H)^{-1}=[\mu(\mathbf{a})+I] \eta(\mathbf{b})-\mu(\mathbf{b})[\eta(\mathbf{a})-I] . \tag{1.2}
\end{equation*}
$$

(Here $\mathbb{L}(\mathbf{z})$ denotes the matrix of $\mathbb{L}$ whose first row is $\mathbf{z}^{T}$.) Under the assumption that the vectors $\mathbf{a}$ and $\mathbf{b}$ are known, formula (1.2) lets one calculate the matrix-vector product $(T+H)^{-1} \mathbf{f}, \mathbf{f} \in \mathbb{C}^{n}$, by means of 10 fast discrete transforms reducible to 8 in case $H=0,\left[T^{-1}\right]_{11} \neq 0$, matching both best limits known so far $[1,10,16]$. In any case, the number of transforms reduces to 6 (as in $[1,10,16,21,22]$ ) if the transforms
of vectors not depending upon $\mathbf{f}$ are included in the preprocessing stage, where $\mathbf{a}$ and b are computed.
2. A class of algebras of symmetric matrices. The main result of this section (Theorem 2.5) is a characterization of all spaces $\mathbb{L}$ of $n \times n$ matrices containing the matrix

$$
T_{\varepsilon, \varphi}^{\beta, \beta}=\left(\begin{array}{ccccccc}
\varepsilon & 1 & 0 & \cdot & \cdot & 0 & \beta  \tag{2.1}\\
1 & 0 & 1 & \cdot & & & 0 \\
0 & 1 & \cdot & \cdot & . & & \cdot \\
\cdot & \cdot & \cdot & \cdot & . & . & \cdot \\
\cdot & & \cdot & \cdot & . & 1 & 0 \\
0 & & & . & 1 & 0 & 1 \\
\beta & 0 & \cdot & \cdot & 0 & 1 & \varphi
\end{array}\right), \quad \varepsilon, \varphi, \beta \in \mathbb{C}
$$

and satisfying the following three properties: $A=A^{T}, \forall A \in \mathbb{L} ; A B \in \mathbb{L}, \forall A, B \in \mathbb{L}$; $\mathbb{L}$ is a 1 -space (see Definition 2.1). Notice that the properties of symmetry and closure imply the commutativity of $\mathbb{L}$. Moreover, requiring $\mathbb{L}$ to be a 1 -space essentially means that any matrix of $\mathbb{L}$ is determined once its first row is given.

The interest of matrix algebras including $T_{\varepsilon, \varphi}^{\beta, \beta}$ and of possible displacement decompositions involving them (see sections 3 and 4) is in the fact that for a Toeplitz-plus-Hankel matrix $T+H,[T+H]_{i j}=t_{i-j}+h_{i+j-2}, i, j=1, \ldots, n$, the rank of $(T+H) T_{\varepsilon, \varphi}^{\beta, \beta}-T_{\varepsilon, \varphi}^{\beta, \beta}(T+H)$ is 4 for all values of $\varepsilon, \varphi, \beta$ (see [26] for the case $\varepsilon=\varphi=\beta=0$ ). In section 5 , this fact finally leads to efficient inversion formulas for $T+H$ involving Hartley-type matrix algebras. The appropriate mechanism with which to capture algebras including $T_{\varepsilon, \varphi}^{\beta, \beta}$ is the notion of 1-space introduced below.

Let $M_{n}(\mathbb{C})$ be the space of $n \times n$ matrices with entries in the complex field $\mathbb{C}$ and let $\mathbf{e}_{k}, k=1, \ldots, n$, be the vectors of $\mathbb{C}^{n} \mathbf{e}_{k}=\left[\begin{array}{lllll}0 \cdots 0 & 1 & 0 & 0\end{array}\right]^{T}$.

Definition 2.1. A subset $\mathbb{L}$ of $M_{n}(\mathbb{C})$ is a 1 -space if there exist $n n \times n$ matrices $J_{\mathbf{k}} \in \mathbb{L}, k=1, \ldots, n$, such that $\mathbb{L}=\left\{\sum_{k=1}^{n} a_{k} J_{k}: a_{k} \in \mathbb{C}\right\}$ and

$$
\mathbf{e}_{1}^{T} J_{k}=\mathbf{e}_{k}^{T}, \quad k=1, \ldots, n
$$

Closed (under matrix multiplication) 1-spaces are also called 1-algebras.
Many significant classes of spaces of matrices have 1 -space structure. Some examples are the group (or, more generally, hypergroup) matrix algebras [18, 3] and the intersection algebras of the association schemes [2, pp. 52-57]; a simple example is the space of all symmetric Toeplitz matrices (which is not a matrix algebra).

Moreover, every space $H_{X}=\left\{\sum_{k=1}^{n} a_{k} X^{k-1}: a_{k} \in \mathbb{C}\right\}$, where $X$ is an $n \times n$ lower Hessenberg matrix, is a 1-space if the entries $[X]_{i, i+1}$ are all nonzero. In this case we also have that $H_{X}=\left\{A \in M_{n}(\mathbb{C}): A X=X A\right\}$ because $X$ is nonderogatory. In [16] $H_{X}$ is called Hessenberg algebra (HA) and, for $\mathbf{z}=\left[z_{1} \cdots z_{n}\right]^{T} \in \mathbb{C}^{n}, H_{X}(\mathbf{z})$ denotes the matrix of $H_{X}$ whose first row is $\mathbf{z}^{T}$. For our purposes it is useful to recall the HAs corresponding to the choices $X=T_{\varepsilon, \varphi}$ and $X=P_{\beta}$, where
(2.2) $T_{\varepsilon, \varphi}=\left(\begin{array}{ccccccc}\varepsilon & 1 & 0 & . & . & . & 0 \\ 1 & 0 & 1 & . & & & . \\ 0 & 1 & . & . & . & & . \\ . & . & . & . & . & . & . \\ . & & . & . & . & 1 & 0 \\ 0 & . & . & . & 1 & 0 & 1 \\ 0 & & . & & 1 & \varphi\end{array}\right)$

$$
\text { and } \quad P_{\beta}=\left(\begin{array}{ccccccc}
0 & 1 & 0 & . & . & . & 0 \\
. & 0 & 1 & . & & & . \\
. & & . & . & . & & . \\
. & & & . & . & . & 0 \\
0 & & & & . & 0 & 1 \\
\beta & 0 & . & . & . & . & 0
\end{array}\right) \text {. }
$$

These HAs are denoted, respectively, by $\tau_{\varepsilon, \varphi}$ and $C_{\beta}$ in conformity with $[10,16,17$, 20]. In fact the (non-Hessenberg) algebras containing $T_{\varepsilon, \varphi}^{\beta, \beta}$ studied in Theorem 2.5 and in section 4 are defined in terms of matrices from $\tau_{\varepsilon, \varphi}$ and $C_{\beta}$. Notice that the matrices of $\tau_{\varepsilon, \varphi}$ and of $C_{\beta}$ are, respectively, symmetric and persymmetric, in particular $C_{\beta}(\mathbf{z})=\sum_{i=1}^{n} z_{i} P_{\beta}^{i-1} . C_{\beta}$ is the space of $\beta$-circulant matrices, and $C=C_{1}$ is the well-known space of circulant matrices [14].

Finally, observe that any space $\mathbb{L}$ defined as the set of all matrices diagonalized by a nonsingular matrix $M$ is a 1 -space if $[M]_{1, i} \neq 0 \forall i$, because, in this case, $\mathbb{L}=$ $\left\{M d\left(M^{T} \mathbf{z}\right) d\left(M^{T} \mathbf{e}_{1}\right)^{-1} M^{-1}: \mathbf{z} \in \mathbb{C}^{n}\right\}$, where for $\mathbf{z} \in \mathbb{C}^{n} d(\mathbf{z})=\operatorname{diag}\left(z_{i}, i=1, \ldots, n\right)$. As a consequence, the algebra $\mathcal{H}$ diagonalized by the Hartley transform (see [5]) is a 1 -space even though it is not an HA. Recall that matrices from $\mathcal{H}$ are symmetric and that $\mathcal{H}$ contains the matrix $T_{0,0}^{1,1}$. Thus $\mathcal{H}$ is an example of a symmetric 1-algebra including $T_{\varepsilon, \varphi}^{\beta, \beta}$ for $\beta \neq 0$.

Following the notation used for HAs, if $\mathbb{L}$ is a 1 -space and $\mathbf{z} \in \mathbb{C}^{n}, \mathbb{L}(\mathbf{z})$ denotes the matrix of $\mathbb{L}$ whose first row is $\mathbf{z}^{T}$, i.e., $\mathbb{L}(\mathbf{z})=\sum_{i=1}^{n} z_{i} J_{i}$, where $J_{i}$ are the matrices in Definition 2.1. Notice that $A \in \mathbb{L}$ iff $A=\mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)$.

Proposition 2.2. Let $\mathbb{L}$ be a commutative 1-space. Then
(i) $\mathbb{L}$ is closed under matrix multiplication and $I \in \mathbb{L}$;
(ii) $\mathbf{x}^{T} \mathbb{L}(\mathbf{y})=\mathbf{y}^{T} \mathbb{L}(\mathbf{x}) \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{C}^{n}$;
(iii) $\mathbb{L}\left(\mathbb{L}(\mathbf{x})^{T} \mathbf{y}\right)=\mathbb{L}(\mathbf{y}) \mathbb{L}(\mathbf{x}) \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{C}^{n}$.

Proof. As $J_{k} J_{s}=J_{s} J_{k} \forall s, k$, we have that $\mathbf{e}_{k}^{T} J_{s}=\mathbf{e}_{s}^{T} J_{k} \forall s, k$. Consequently, $J_{1} \equiv \mathbb{L}\left(\mathbf{e}_{1}\right)$ is the identity matrix $I$. Moreover, for all $i, j, \mathbf{e}_{i}^{T}\left(\sum_{r=1}^{n}\left[J_{s}\right]_{k r} J_{r}\right) \mathbf{e}_{j}=$ $\sum_{r=1}^{n}\left[J_{s}\right]_{k r}\left[J_{r}\right]_{i j}=\sum_{r=1}^{n}\left[J_{s}\right]_{k r}\left[J_{i}\right]_{r j}=\left[J_{s} J_{i}\right]_{k j}=\left[J_{i} J_{s}\right]_{k j}=\left[J_{k} J_{s}\right]_{i j}$ and thus

$$
J_{k} J_{s}=\sum_{r=1}^{n}\left[J_{s}\right]_{k r} J_{r} \quad \forall s, k
$$

that is, assertion (i) holds. For (iii) observe that, by (i), both $\mathbb{L}(\mathbf{y}) \mathbb{L}(\mathbf{x})$ and $\mathbb{L}\left(\mathbb{L}(\mathbf{x})^{T} \mathbf{y}\right)$ are in $\mathbb{L}$ and have $\mathbf{y}^{T} \mathbb{L}(\mathbf{x})$ as first row. Finally, for (ii) use (iii) and the commutativity of $\mathbb{L}$.

Proposition 2.2 and the following notation are used throughout the paper. The symbol $I_{j}^{i}, 1 \leq i, j \leq n$, denotes the $(|j-i|+1) \times n(0,1)$ matrix, which maps a vector $\mathbf{z}=\left[z_{1} \cdots z_{n}\right]^{T} \in \mathbb{C}^{n}$ into the vector $I_{j}^{i} \mathbf{z}=\left[z_{i} \cdots z_{j}\right]^{T} \in \mathbb{C}^{|j-i|+1}$. Thus $I=I_{n}^{1}$ and $J=I_{1}^{n}$ are, respectively, the $n \times n$ identity and the reversion matrix. $I$ and $J$ also denote, respectively, identity and reversion matrices of dimensions different from $n$. Also, set $e_{k}=I_{n-1}^{1} \mathbf{e}_{k}, k=1, \ldots, n-1$, and $\hat{\mathbf{z}}=\left[z_{k} \cdots z_{1}\right]^{T}=J \mathbf{z}$ if $\mathbf{z} \in \mathbb{C}^{k}$.

Now we state Theorem 2.5, where the symmetric closed 1-spaces containing $T_{\varepsilon, \varphi}^{\beta, \beta}$ are shown to be the spaces $\xi(\varphi, \beta, \mathbf{p})$ in Definition 2.4 obtained by choosing as $\mathbf{p}$ the solutions of (2.6). As a consequence (see section 4) for given $\varepsilon, \varphi, \beta$, there are as many symmetric 1-algebras including $T_{\varepsilon, \varphi}^{\beta, \beta}$ as the solutions of equation (2.6), i.e., none, an infinite number, or only one, depending upon the values of $\varepsilon, \varphi, \beta$. A preliminary Lemma 2.3 follows.

Lemma 2.3. (i) Let $A$ be an $n \times n$ matrix and $\mathbf{x}_{m}$ and $\mathbf{y}_{m}, m=1, \ldots, \alpha$, vectors of $\mathbb{C}^{n}$ such that $A T_{\varepsilon, 0}-T_{\varepsilon, 0} A=\sum_{m=1}^{\alpha} \mathbf{x}_{m} \mathbf{y}_{m}^{T}$. Then

$$
A=\sum_{m=1}^{\alpha}\left(\begin{array}{ccc}
0 & \cdots \cdots & 0  \tag{2.3}\\
\vdots & \cdots\left(I_{n}^{2} \mathbf{x}_{m}\right) & \\
0 & &
\end{array}\right) \Omega_{\varepsilon}\left(\mathbf{y}_{m}\right)+\Omega_{\varepsilon}\left(A^{T} \mathbf{e}_{1}\right)
$$

where $\tau=\tau_{0,0}$ and $\Omega_{\varepsilon}=\tau_{\varepsilon, 0}$.
(ii) In particular, for $\mathbf{z} \in \mathbb{C}^{n}$,

$$
\Omega_{\varepsilon}(\mathbf{z})=\tau(\mathbf{z})-\varepsilon\left(\begin{array}{ccc}
0 & \cdots & \cdots  \tag{2.4}\\
\vdots & & 0 \\
0 & \tau\left(I_{n}^{2} \mathbf{z}\right) & \\
0 & &
\end{array}\right)
$$

Proof. For (i) see [16]. (ii) follows from the identities

$$
\tau(\mathbf{z}) T_{\varepsilon, 0}-T_{\varepsilon, 0} \tau(\mathbf{z})=\tau(\mathbf{z}) T_{0,0}-T_{0,0} \tau(\mathbf{z})+\varepsilon\left[\tau(\mathbf{z}) \mathbf{e}_{1} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{e}_{1}^{T} \tau(\mathbf{z})\right]=\varepsilon\left(\mathbf{z} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{z}^{T}\right)
$$

and from assertion (i) for $A=\tau(\mathbf{z})$.
Definition 2.4. For $\varphi, \beta \in \mathbb{C}, \mathbf{p} \in \mathbb{C}^{n-1}$, define the space of $n \times n$ matrices

$$
\begin{align*}
\xi & \equiv \xi(\varphi, \beta, \mathbf{p}) \\
& =\left\{\tau(\mathbf{z})-\left(\begin{array}{cccc}
0 & \cdot & \cdot & 0 \\
: \tau\left(I_{n-1}^{2}\right. & \mathbf{z}) & : \\
0 & \cdot & \cdots & 0
\end{array}\right)(\varphi I+\beta J)+\left(\begin{array}{cccccc}
0 & \cdot & \cdot & \cdot & \cdot & 0 \\
: & J \Omega_{\varphi}\left(I_{2}^{n} \mathbf{z}\right) & \Omega_{\varphi}(\mathbf{p}) & J \\
0
\end{array}\right): \mathbf{z} \in \mathbb{C}^{n}\right\} \tag{2.5}
\end{align*}
$$

and denote by $\xi(\mathbf{z})$ the matrix of $\xi$ whose first row is $\mathbf{z}^{T}$.
ThEOREM 2.5. If $\mathbb{L}$ is a symmetric closed 1 -space containing the matrix $T_{\varepsilon, \varphi}^{\beta, \beta}$ for some $\varepsilon, \varphi, \beta \in \mathbb{C}$, then $\mathbb{L}=\xi(\varphi, \beta, \mathbf{p})$ with $\mathbf{p}$ such that

$$
\begin{equation*}
\Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right) \mathbf{p}=(\varphi-\varepsilon) e_{1} \tag{2.6}
\end{equation*}
$$

Conversely, every space of matrices $\xi(\varphi, \beta, \mathbf{p})$ with $\mathbf{p}$ solving (2.6) for some $\varepsilon \in \mathbb{C}$ is a symmetric closed 1-space containing the matrix $T_{\varepsilon, \varphi}^{\beta, \beta} ;$ moreover, $\xi(\varphi, \beta, \mathbf{p})=\{A \in$ $M_{n}(\mathbb{C}): A T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varepsilon, \varphi}^{\beta, \beta} A$ and $\left.A \xi\left(\mathbf{e}_{n}\right)=\xi\left(\mathbf{e}_{n}\right) A\right\}$.

Proof. Let $\mathbb{L}$ be a symmetric closed 1 -space containing the matrix $T_{\varepsilon, \varphi}^{\beta, \beta}$ and let $A$ be an arbitrary element of $\mathbb{L}$. Notice that $A T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varepsilon, \varphi}^{\beta, \beta} A$ and therefore $I_{n}^{2} A \mathbf{e}_{1}\left(e_{1}+\right.$ $\left.\beta e_{n-1}\right)^{T}+B T_{0, \varphi}^{()}=\left(e_{1}+\beta e_{n-1}\right)\left(I_{n}^{2} A \mathbf{e}_{1}\right)^{T}+T_{0, \varphi}^{()} B$, where $B$ and $T_{0, \varphi}^{()}$are the $(n-1) \times$ $(n-1)$ lower-right submatrices of $A$ and $T_{\varepsilon, \varphi}^{\beta, \beta}$, respectively. Right- and left-multiply this equality by the matrix $J$ to obtain

$$
\begin{equation*}
J B J T_{\varphi, 0}^{()}-T_{\varphi, 0}^{()} J B J=\left(\beta e_{1}+e_{n-1}\right)\left(I_{2}^{n} A \mathbf{e}_{1}\right)^{T}-\left(I_{2}^{n} A \mathbf{e}_{1}\right)\left(\beta e_{1}+e_{n-1}\right)^{T} \tag{2.7}
\end{equation*}
$$

$\left(T_{\varphi, 0}^{()}=J T_{0, \varphi}^{()} J\right)$. The identity (2.7) and Lemma 2.3(i) (with $n$ replaced by $n-1$ ) yield
$J B J=\left(\begin{array}{ccc}0 & \cdots & 0 \\ : & J & \\ 0 & J & \end{array}\right) \Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{1}\right)-\left(\begin{array}{cccc}0 & \cdot & \cdot & 0 \\ \vdots & \tau\left(I_{2}^{n-1} A \mathbf{e}_{1}\right)\end{array}\right) \Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right)+\Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{n}\right)$.
Therefore,
$B=\left(\begin{array}{rrr} & J & 0 \\ 0 & \cdots & 0\end{array}\right) J \Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{1}\right) J-\left(\begin{array}{ccc}\tau\left(I_{2}^{n-1} A\right. & \left.A \mathbf{e}_{1}\right) & 0 \\ & & \\ 0 & \cdots & 0\end{array}\right) J \Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right) J+J \Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{n}\right) J$
and, by the equality (2.4),

$$
\begin{align*}
& B=\left(\begin{array}{cc}
J & 0 \\
0 \\
0 & \cdots
\end{array}\right) \tau\left(I_{2}^{n} A \mathbf{e}_{1}\right)-\left(\begin{array}{ccc}
\tau\left(I_{2}^{n-1} A \mathbf{e}_{1}\right) & 0 \\
0 & \cdots & \vdots \\
0 & \cdots & 0
\end{array}\right) J \\
& -\beta\left(\begin{array}{c}
\tau\left(I_{2}^{n-1} A \mathbf{e}_{1}\right) \\
0 \\
0 \\
0
\end{array}\right)+J \Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{n}\right) J . \tag{2.8}
\end{align*}
$$

As a consequence of (2.8) we have

$$
\begin{align*}
& \left(\begin{array}{cc}
0 & \left(I_{n}^{2} A \mathbf{e}_{1}\right)^{T} \\
: & B \\
0 & B
\end{array}\right)=J\left(\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \tau\left(I_{2}^{n} A \mathbf{e}_{1}\right) \\
0 &
\end{array}\right)-\beta\left(\begin{array}{ccc}
0 & \cdots & . \\
: \tau\left(I_{2}^{n-1} A \mathbf{e}_{1}\right) & 0 \\
0 & \cdots & \cdots
\end{array}\right) \\
& -\left(\begin{array}{ccc}
0 & \cdots & \cdot \\
: \tau\left(I_{2}^{n-1} A \mathbf{e}_{1}\right) & : \\
0 & \cdots & \cdots
\end{array}\right)\left(\begin{array}{ccc}
0 & \cdots & 0 \\
: & \\
0 &
\end{array}\right) \\
& +\left(\begin{array}{cccc}
0 & \cdots & \cdot & 0 \\
: & J \Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{n}\right) & J \\
0 &
\end{array}\right) . \tag{2.9}
\end{align*}
$$

As $A=\mathbb{L}\left(A \mathbf{e}_{1}\right)$, by Proposition 2.2(ii), $A \mathbf{e}_{n}=\mathbb{L}\left(\mathbf{e}_{n}\right) A \mathbf{e}_{1}$, i.e., $A \mathbf{e}_{n}=\left(J+\binom{0}{\dot{0} \dot{Q}^{\circ}}\right) A \mathbf{e}_{1}$, for a certain $(n-1) \times(n-1)$ matrix $Q$ not depending upon $A$. Thus $I_{2}^{n} A \mathbf{e}_{n}=$ $I_{n-1}^{1} A \mathbf{e}_{1}+J Q J I_{2}^{n} A \mathbf{e}_{1}$ and (2.9) becomes

$$
\begin{aligned}
& +\left(\begin{array}{lll}
0 & \cdots & 0 \\
\vdots \\
0 & \tau\left(I_{n-1}^{1} A \mathbf{e}_{1}\right)
\end{array}\right)
\end{aligned}
$$

Notice that the sum of the first three matrices on the right-hand side of (2.10) plus $A \mathbf{e}_{1} \mathbf{e}_{1}^{T}$ is the matrix $\tau\left(A \mathbf{e}_{1}\right)$. In fact the identity $\tau\left(A \mathbf{e}_{1}\right) T_{0,0}=T_{0,0} \tau\left(A \mathbf{e}_{1}\right)$ implies that (2.7) holds for $\varphi=\beta=0$ and for $B\left(T_{0,0}^{()}\right)$the $(n-1) \times(n-1)$ lower-right submatrix of $\tau\left(A \mathbf{e}_{1}\right)\left(T_{0,0}\right)$; the thesis follows from (2.10), which then holds for $\varphi=\beta=0$ and $Q=0$. Thus we have an explicit expression of $A \in \mathbb{L}$ :

$$
A=\tau\left(A \mathbf{e}_{1}\right)-\left(\begin{array}{ccc}
0 & \cdots(\cdots & 0 \\
: \tau\left(I_{n-1}^{2} A \mathbf{e}_{1}\right) & \vdots \\
0 & \cdots \cdots & 0
\end{array}\right)(\varphi I+\beta J)+\left(\begin{array}{lll}
0 & \cdots & \cdots \\
\vdots \\
0 & J \Omega_{\varphi}\left(J Q J I_{2}^{n} A \mathbf{e}_{1}\right) J
\end{array}\right)
$$

By exploiting it for $A=\mathbb{L}\left(\mathbf{e}_{n}\right)=J+\left(\begin{array}{c}\stackrel{0}{5}{ }_{0} Q^{0}\end{array}\right)$, we realize that $J Q J=\Omega_{\varphi}\left(J Q J e_{1}\right)$ or, equivalently, that $J Q J=\Omega_{\varphi}(\mathbf{p})$ for some $\mathbf{p} \in \mathbb{C}^{n-1}$ not depending upon $A$.

Therefore, by Proposition 2.2(iii), the generic matrix $A$ of a symmetric closed 1 -space containing $T_{\varepsilon, \varphi}^{\beta, \beta}$ has the expression

$$
A=\tau\left(A \mathbf{e}_{1}\right)-\left(\begin{array}{ccc}
0 & \ldots & \cdots  \tag{2.11}\\
: \tau\left(I_{n-1}^{2} A \mathbf{e}_{1}\right) & 0 \\
0 & \cdot & \cdots \\
11)
\end{array}\right)(\varphi I+\beta J)+\left(\begin{array}{cccc}
0 & \cdots & \cdots & 0 \\
\vdots \\
0 & \Omega_{\varphi}\left(I_{2}^{n} A \mathbf{e}_{1}\right) \Omega_{\varphi}(\mathbf{p}) J
\end{array}\right)
$$

for some $\mathbf{p} \in \mathbb{C}^{n-1}$. In particular, (2.11) must be verified for $A=T_{\varepsilon, \varphi}^{\beta, \beta}$ and thus $\mathbf{p}$ must verify (2.6).

Now let us prove the second part of Theorem 2.5. Consider the space $\xi=$ $\xi(\varphi, \beta, \mathbf{p})$ in Definition 2.4 and assume that $\mathbf{p}$ solves equation $\Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right) \mathbf{p}=$ $(\varphi-\varepsilon) e_{1}$ for some $\varepsilon \in \mathbb{C}$. The matrix $T_{\varepsilon, \varphi}^{\beta, \beta}$ is an element of $\xi$; in fact, by Proposition 2.2 (iii), $\xi\left(\varepsilon \mathbf{e}_{1}+\mathbf{e}_{2}+\beta \mathbf{e}_{n}\right)=T_{\varepsilon, \varphi}^{\beta, \beta}$. Obviously, $\xi$ is a symmetric 1-space. Thus we have to prove only that $\xi$ is equal to the space $\mathbb{A}$ defined as

$$
\begin{equation*}
\mathbb{A}=\left\{A \in M_{n}(\mathbb{C}): A T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varepsilon, \varphi}^{\beta, \beta} A \quad \text { and } \quad A \xi\left(\mathbf{e}_{n}\right)=\xi\left(\mathbf{e}_{n}\right) A\right\} \tag{2.12}
\end{equation*}
$$

since the closure of $\xi$ follows from the closure of $\mathbb{A}$. Observe that $\mathbb{A}$ is a linear space whose dimension is not greater than $n$. In fact, let $A_{i}, i=1, \ldots, k$, be $k$ linearly independent matrices of $\mathbb{A}$. If $k>n$, then there exist $k$ elements of $\mathbb{C}, z_{i}, i=1, \ldots, k$, not all null and such that $\sum_{i=1}^{k} z_{i} \mathbf{e}_{1}^{T} A_{i}=\mathbf{0}^{T}$. The matrix $\sum_{i=1}^{k} z_{i} A_{i}$ is an element of $\mathbb{A}$ and $\mathbf{e}_{1}^{T}\left(\sum_{i=1}^{k} z_{i} A_{i}\right)=\mathbf{0}^{T}$. However, if a matrix $A \in \mathbb{A}$, then it satisfies the identities

$$
\begin{align*}
& \mathbf{e}_{1}^{T} A T_{\varepsilon, \varphi}^{\beta, \beta}=\varepsilon \mathbf{e}_{1}^{T} A+\mathbf{e}_{2}^{T} A+\beta \mathbf{e}_{n}^{T} A, \quad \mathbf{e}_{1}^{T} A \xi\left(\mathbf{e}_{n}\right)=\mathbf{e}_{n}^{T} A,  \tag{2.13}\\
& \mathbf{e}_{i}^{T} A T_{\varepsilon, \varphi}^{\beta, \beta}=\mathbf{e}_{i-1}^{T} A+\mathbf{e}_{i+1}^{T} A, \quad i=2, \ldots, n-1
\end{align*}
$$

If, moreover, $\mathbf{e}_{1}^{T} A=\mathbf{0}^{T}$ from (2.13), it follows that $A=0$. Thus the matrix $\sum_{i=1}^{k} z_{i} A_{i}$ above must be null and the $A_{i}$ 's are linearly dependent, that is, a contradiction. Now we show that $\xi \subset \mathbb{A}$. As a consequence of this fact and of the inequalities $\operatorname{dim} \xi=n$ and $\operatorname{dim} \mathbb{A} \leq n$, we have that $\xi=\mathbb{A}$.

For $\mathbf{z} \in \mathbb{C}^{n}$, set

$$
M(\mathbf{z})=\tau(\mathbf{z})-\left(\begin{array}{ccc}
0 & \cdots & 0 \\
: \tau\left(I_{n-1}^{2} \mathbf{z}\right) & : \\
0 & \cdots & 0
\end{array}\right) \quad(\varphi I+\beta J), \quad N(\mathbf{z})=\left(\begin{array}{cccc}
0 & \cdots & \cdots & 0 \\
: J \Omega_{\varphi}\left(I_{2}^{n} \mathbf{z}\right) \Omega_{\varphi}(\mathbf{p}) J \\
0
\end{array}\right)
$$

and notice that $\xi(\mathbf{z})=M(\mathbf{z})+N(\mathbf{z})$. By exploiting the equality $T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varphi, \varphi}^{\beta, \beta}+(\varepsilon-$ $\varphi) \mathbf{e}_{1} \mathbf{e}_{1}^{T}$, as well as the fact that the first row and the first column of $N(\mathbf{z})$ are null, and the equality $M(\mathbf{z}) T_{\varphi, \varphi}^{\beta, \beta}=T_{\varphi, \varphi}^{\beta, \beta} M(\mathbf{z})$ (the proof of this identity is obvious and mechanical and thus is omitted), we have

$$
\xi(\mathbf{z}) T_{\varepsilon, \varphi}^{\beta, \beta}-T_{\varepsilon, \varphi}^{\beta, \beta} \xi(\mathbf{z})=(\varepsilon-\varphi)\left(\mathbf{z e}_{1}^{T}-\mathbf{e}_{1} \mathbf{z}^{T}\right)+N(\mathbf{z}) T_{\varphi, \varphi}^{\beta, \beta}-T_{\varphi, \varphi}^{\beta, \beta} N(\mathbf{z})
$$

As
$N(\mathbf{z}) T_{\varphi, \varphi}^{\beta, \beta}-T_{\varphi, \varphi}^{\beta, \beta} N(\mathbf{z})=\left(\begin{array}{cc}0 & -\mathbf{p}^{T} \Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right) \Omega_{\varphi}\left(I_{2}^{n} \mathbf{z}\right) J \\ J \Omega_{\varphi}\left(I_{2}^{n} \mathbf{z}\right) \Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right) \mathbf{p} & O\end{array}\right)$
the assumption $\Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right) \mathbf{p}=(\varphi-\varepsilon) e_{1}$ yields

$$
N(\mathbf{z}) T_{\varphi, \varphi}^{\beta, \beta}-T_{\varphi, \varphi}^{\beta, \beta} N(\mathbf{z})=(\varphi-\varepsilon)\left(\mathbf{z e}_{1}^{T}-\mathbf{e}_{1} \mathbf{z}^{T}\right)
$$

and therefore $\xi(\mathbf{z}) T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varepsilon, \varphi}^{\beta, \beta} \xi(\mathbf{z}) \quad \forall \mathbf{z} \in \mathbb{C}^{n}$.
Now set $Q=\xi(\mathbf{z}) \xi\left(\mathbf{e}_{n}\right)-\xi\left(\mathbf{e}_{n}\right) \xi(\mathbf{z})$. Notice that $\mathbf{e}_{1}^{T} Q=\mathbf{z}^{T} N\left(\mathbf{e}_{n}\right)-\mathbf{e}_{n}^{T} N(\mathbf{z})=\mathbf{0}^{T}$. Therefore, as $Q^{T}=-Q$, the first row and the first column of $Q$ are null. Moreover, $Q T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varepsilon, \varphi}^{\beta, \beta} Q$, which implies

$$
Q=\left(\begin{array}{ccc}
0 & \cdots & \cdot \\
\vdots & & 0 \\
0 & \tau_{0, \varphi}(\mathbf{x})
\end{array}\right)
$$

for some $\mathbf{x} \in \mathbb{C}^{n-1}$. Thus $Q$ is simultaneously symmetric and skewsymmetric; therefore, $Q=\xi(\mathbf{z}) \xi\left(\mathbf{e}_{n}\right)-\xi\left(\mathbf{e}_{n}\right) \xi(\mathbf{z})=0 \forall \mathbf{z} \in \mathbb{C}^{n}$.
3. 1-algebras and displacement formulas. The algebras characterized in Theorem 2.5 are now involved in a general decomposition formula (see Theorem 3.2 below) which leads, in the next section, to new significant displacement decompositions corresponding to special choices of these matrix algebras. A preliminary Lemma 3.1 generalizing related results on HAs $[16,10,17]$ follows below. The role of this lemma in the proof of Theorem 3.2 is analogous to the role of orthogonality relations in the proof of displacement decompositions involving group matrices [18]. In Lemma 3.1 and Theorem 3.2 $A$ denotes an arbitrary $n \times n$ matrix.

Lemma 3.1. Let $\mathbb{L}$ be a commutative 1 -space and let $X \in \mathbb{L}$. If $\mathbf{x}_{m}, \mathbf{y}_{m} \in \mathbb{C}^{n}$, $m=1, \ldots, \alpha$, are such that $A X-X A=\sum_{m=1}^{\alpha} \mathbf{x}_{m} \mathbf{y}_{m}^{T}$, then $\sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}\left(\mathbf{y}_{m}\right)^{T}=\mathbf{0}^{T}$.

Proof. By Proposition 2.2(ii), for $r=1, \ldots, n$,

$$
\begin{aligned}
& \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}\left(\mathbf{y}_{m}\right)^{T} \mathbf{e}_{r}=\sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} J_{r}^{T} \mathbf{y}_{m}=\sum_{m=1}^{\alpha} \sum_{i, j=1}^{n}\left[\mathbf{x}_{m}\right]_{i}\left[\mathbf{y}_{m}\right]_{j}\left[J_{r}^{T}\right]_{i} \\
& =\sum_{i, j=1}^{n}[A X-X A]_{i j}\left[J_{r}\right]_{j i}=\sum_{i=1}^{n}\left[(A X-X A) J_{r}\right]_{i i}=\sum_{i=1}^{n}\left[\left(A J_{r}\right) X-X\left(A J_{r}\right)\right]_{i i}=0
\end{aligned}
$$

Theorem 3.2. $\underset{\beta^{\prime}}{\text { Let }} \mathbb{L}$ and $\mathbb{L}^{\prime}$ be two symmetric closed 1 -spaces containing the matrices $T_{\varepsilon, \varphi}^{\beta, \beta}$ and $T_{\varepsilon^{\prime}, \varphi^{\prime}}^{\beta^{\prime}, \beta^{\prime}}$, respectively. If $A T_{\varepsilon, \varphi}^{\beta, \beta}-T_{\varepsilon, \varphi}^{\beta, \beta} A=\sum_{m=1}^{\alpha} \mathbf{x}_{m} \mathbf{y}_{m}^{T}$, then

$$
\begin{align*}
& \left(\varepsilon-\varepsilon^{\prime}\right) A+\left(\beta-\beta^{\prime}\right)\left(A \mathbb{L}\left(\mathbf{e}_{n}\right)+\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A\right)+\left(\varphi-\varphi^{\prime}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A \mathbb{L}\left(\mathbf{e}_{n}\right) \\
& =\sum_{m=1}^{\alpha} \mathbb{L}^{\prime}\left(\mathbf{x}_{m}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)+\mathbb{L}^{\prime}\left(\left(\varepsilon-\varepsilon^{\prime}\right) \mathbf{e}_{1}+\left(\beta-\beta^{\prime}\right) \mathbf{e}_{n}\right) \mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)  \tag{3.1}\\
& \quad+\mathbb{L}^{\prime}\left(\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right) \mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)
\end{align*}
$$

Proof. Let $X$ be a symmetric $n \times n$ matrix such that if $A X=X A$ and $\mathbf{e}_{1}^{T} A=$ $\mathbf{e}_{n}^{T} A=\mathbf{0}^{T}$, then $A=0$. Set $[X]_{1 n}=[X]_{n 1}=\beta,[X]_{11}=\varepsilon$, and $[X]_{n n}=\varphi$ and let $X^{\prime}$ be the $n \times n$ matrix defined by $X=X^{\prime}+\left(\varepsilon-\varepsilon^{\prime}\right) \mathbf{e}_{1} \mathbf{e}_{1}^{T}+\left(\beta-\beta^{\prime}\right)\left(\mathbf{e}_{1} \mathbf{e}_{n}^{T}+\mathbf{e}_{n} \mathbf{e}_{1}^{T}\right)+$ $\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n} \mathbf{e}_{n}^{T}$. The assertion of Theorem 3.2 is now shown for $X$ and $X^{\prime}$ instead of for $T_{\varepsilon, \varphi}^{\beta, \beta}$ and $T_{\varepsilon^{\prime}, \varphi^{\prime}}^{\beta^{\prime}, \beta^{\prime}}$, respectively. The thesis will follow because $T_{\varepsilon, \varphi}^{\beta, \beta}$ and $T_{\varepsilon^{\prime}, \varphi^{\prime}}^{\beta^{\prime}, \beta^{\prime}}$ satisfy the hypotheses on $X$ and $X^{\prime}$. (The simple proof of this fact is left to the reader.)

Let $M$ and $N$ be the matrices on the left-hand side and on the right-hand side in equality (3.1), respectively. We shall prove that if $A X-X A=\sum_{m=1}^{\alpha} \mathbf{x}_{m} \mathbf{y}_{m}^{T}$, then
$(M-N) X=X(M-N)$ and $\mathbf{e}_{1}^{T}(M-N)=\mathbf{e}_{n}^{T}(M-N)=\mathbf{0}^{T}$, and therefore, by the hypothesis on $X, M=N$.

The equality $\mathbf{e}_{1}^{T} M=\mathbf{e}_{1}^{T} N$ is easily verifiable by exploiting Lemma 3.1. The equalities $(M-N) X=X(M-N)$ and $\mathbf{e}_{n}^{T} M=\mathbf{e}_{n}^{T} N$ are equivalent to the equalities

$$
\begin{aligned}
& {\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right]\left\{\sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right\}} \\
& = \\
& \quad\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right]\left\{\left(\varepsilon-\varepsilon^{\prime}\right)\left[\mathbf{e}_{n}^{T} A-\mathbf{e}_{1}^{T} A \mathbb{L}\left(\mathbf{e}_{n}\right)\right]\right. \\
& \left.\quad+\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\left[\left(\beta-\beta^{\prime}\right)\left(A-\mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)\right)+\left(\varphi-\varphi^{\prime}\right)\left(A \mathbb{L}\left(\mathbf{e}_{n}\right)-\mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)\right)\right]\right\}
\end{aligned}
$$

and

$$
\begin{align*}
& \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)=\left(\varepsilon-\varepsilon^{\prime}\right)\left[\mathbf{e}_{n}^{T} A-\mathbf{e}_{1}^{T} A \mathbb{L}\left(\mathbf{e}_{n}\right)\right] \\
& \quad+\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\left[\left(\beta-\beta^{\prime}\right)\left(A-\mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)\right)+\left(\varphi-\varphi^{\prime}\right)\left(A \mathbb{L}\left(\mathbf{e}_{n}\right)-\mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)\right)\right] \tag{3.2}
\end{align*}
$$

respectively. The proof of the second equivalence is simple. Let us prove the first one.

$$
\begin{aligned}
N X-X N= & \sum_{m=1}^{\alpha}\left[\mathbb{L}^{\prime}\left(\mathbf{x}_{m}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{x}_{m}\right)\right] \mathbb{L}\left(\mathbf{y}_{m}\right)+\left(\beta-\beta^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right] \mathbb{L}\left(A^{T} \mathbf{e}_{1}\right) \\
& +\left(\varphi-\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right] \mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)
\end{aligned}
$$

For the sake of simplicity, set $Q=\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)$ and then exploit the equality $X=X^{\prime}+\left(\varepsilon-\varepsilon^{\prime}\right) \mathbf{e}_{1} \mathbf{e}_{1}^{T}+\left(\beta-\beta^{\prime}\right)\left(\mathbf{e}_{1} \mathbf{e}_{n}^{T}+\mathbf{e}_{n} \mathbf{e}_{1}^{T}\right)+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n} \mathbf{e}_{n}^{T}$ to obtain

$$
\begin{aligned}
& N X-X N=\sum_{m=1}^{\alpha}\left\{\left(\varepsilon-\varepsilon^{\prime}\right)\left(\mathbf{x}_{m} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{x}_{m}^{T}\right)+\left(\beta-\beta^{\prime}\right)\right. \\
& \times\left[\mathbf{x}_{m} \mathbf{e}_{n}^{T}+\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{x}_{m} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)-\mathbf{e}_{n} \mathbf{x}_{m}^{T}\right] \\
&\left.+\left(\varphi-\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{x}_{m} \mathbf{e}_{n}^{T}-\mathbf{e}_{n} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]\right\} \mathbb{L}\left(\mathbf{y}_{m}\right) \\
&+\left(\beta-\beta^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)+\left(\varphi-\varphi^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{n}\right) \\
&=\sum_{m=1}^{\alpha}\left\{\left(\varepsilon-\varepsilon^{\prime}\right)\left[\mathbf{x}_{m} \mathbf{y}_{m}^{T}-\mathbf{e}_{1} \mathbf{x}_{m}^{T} \mathbb{L}\left(\mathbf{y}_{m}\right)\right]\right. \\
&+\left(\beta-\beta^{\prime}\right)\left[\mathbf{x}_{m} \mathbf{y}_{m}^{T} \mathbb{L}\left(\mathbf{e}_{n}\right)+\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{x}_{m} \mathbf{y}_{m}^{T}\right. \\
&\left.\quad-\mathbf{e}_{1} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)-\mathbf{e}_{n} \mathbf{x}_{m}^{T} \mathbb{L}\left(\mathbf{y}_{m}\right)\right] \\
&\left.+\left(\varphi-\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{x}_{m} \mathbf{y}_{m}^{T} \mathbb{L}\left(\mathbf{e}_{n}\right)-\mathbf{e}_{n} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right]\right\} \\
&+\left(\beta-\beta^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)+\left(\varphi-\varphi^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)
\end{aligned}
$$

By exploiting the assumption $A X-X A=\sum_{m=1}^{\alpha} \mathbf{x}_{m} \mathbf{y}_{m}^{T}$ and Lemma 3.1, the last expression becomes

$$
\begin{aligned}
& \left(\varepsilon-\varepsilon^{\prime}\right)(A X-X A)+\left(\beta-\beta^{\prime}\right) \\
& \quad \times\left[(A X-X A) \mathbb{L}\left(\mathbf{e}_{n}\right)+\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)(A X-X A)-\mathbf{e}_{1} \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\varphi-\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)(A X-X A) \mathbb{L}\left(\mathbf{e}_{n}\right)-\mathbf{e}_{n} \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right] \\
& +\left(\beta-\beta^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)+\left(\varphi-\varphi^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{n}\right) \\
= & \left(\varepsilon-\varepsilon^{\prime}\right)(A X-X A)+\left(\beta-\beta^{\prime}\right) \\
& \times\left[A \mathbb{L}\left(\mathbf{e}_{n}\right) X-X A \mathbb{L}\left(\mathbf{e}_{n}\right)+\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A X-X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A-Q A-\mathbf{e}_{1} \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right] \\
& +\left(\varphi-\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A \mathbb{L}\left(\mathbf{e}_{n}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A \mathbb{L}\left(\mathbf{e}_{n}\right)-Q A \mathbb{L}\left(\mathbf{e}_{n}\right)\right. \\
& \left.-\mathbf{e}_{n} \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right]+\left(\beta-\beta^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)+\left(\varphi-\varphi^{\prime}\right) Q \mathbb{L}\left(A^{T} \mathbf{e}_{n}\right) \\
= & M X-X M+\left(\beta-\beta^{\prime}\right) Q\left[\mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)-A\right]+\left(\varphi-\varphi^{\prime}\right) Q\left[\mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)-A \mathbb{L}\left(\mathbf{e}_{n}\right)\right] \\
& -\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right] \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right) .
\end{aligned}
$$

By replacing $\mathbf{x}_{m}$ with $\mathbf{e}_{n}$ in the expression of $\mathbb{L}^{\prime}\left(\mathbf{x}_{m}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{x}_{m}\right)$ obtained above, we have $Q=\left(\varepsilon-\varepsilon^{\prime}\right)\left(\mathbf{e}_{n} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{e}_{n}^{T}\right)+\left(\beta-\beta^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]+(\varphi-$ $\left.\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n} \mathbf{e}_{n}^{T}-\mathbf{e}_{n} \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]$. Thus

$$
\begin{aligned}
N X-X N= & M X-X M+\left(\beta-\beta^{\prime}\right)\left\{\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right] \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\left[A-\mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)\right]\right. \\
& \left.+\left[\left(\varepsilon-\varepsilon^{\prime}\right) \mathbf{e}_{1}-\left(\varphi-\varphi^{\prime}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n}\right]\left[\mathbf{e}_{n}^{T} A-\mathbf{e}_{1}^{T} A \mathbb{L}\left(\mathbf{e}_{n}\right)\right]\right\} \\
& +\left(\varphi-\varphi^{\prime}\right)\left\{\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right] \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\left[A \mathbb{L}\left(\mathbf{e}_{n}\right)-\mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)\right]\right. \\
& \left.+\left[\left(\varepsilon-\varepsilon^{\prime}\right) \mathbf{e}_{n}+\left(\beta-\beta^{\prime}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n}\right]\left[\mathbf{e}_{n}^{T} A-\mathbf{e}_{1}^{T} A \mathbb{L}\left(\mathbf{e}_{n}\right)\right]\right\} \\
& -\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right] \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right) \\
= & M X-X M+\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right]\left\{\left(\varepsilon-\varepsilon^{\prime}\right)\left[\mathbf{e}_{n}^{T} A-\mathbf{e}_{1}^{T} A \mathbb{L}\left(\mathbf{e}_{n}\right)\right]\right. \\
& \left.+\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\left[\left(\beta-\beta^{\prime}\right)\left(A-\mathbb{L}\left(A^{T} \mathbf{e}_{1}\right)\right)+\left(\varphi-\varphi^{\prime}\right)\left(A \mathbb{L}\left(\mathbf{e}_{n}\right)-\mathbb{L}\left(A^{T} \mathbf{e}_{n}\right)\right)\right]\right\} \\
& -\left[\left(\beta-\beta^{\prime}\right) \mathbf{e}_{1}+\left(\varphi-\varphi^{\prime}\right) \mathbf{e}_{n}\right]\left\{\sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right)\right\}
\end{aligned}
$$

and the first equivalence is proved. Now we have to prove (3.2) and the proof of Theorem 3.2 will be complete, because then the equality preceding (3.2) -identical to (3.2), but a factor-is satisfied. For $s=1, \ldots, n$

$$
\begin{aligned}
& \sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{y}_{m}\right) \mathbf{e}_{s}=\sum_{m=1}^{\alpha} \mathbf{x}_{m}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{e}_{s}\right) \mathbf{y}_{m}=\sum_{m=1}^{\alpha} \sum_{i, j=1}^{n}\left[\mathbf{x}_{m}\right]_{i}\left[\mathbf{y}_{m}\right]_{j}\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{e}_{s}\right)\right]_{i j} \\
& \quad=\sum_{i, j=1}^{n}[A X-X A]_{i j}\left[\mathbb{L}\left(\mathbf{e}_{s}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]_{j i}=\sum_{i=1}^{n}\left[A \mathbb{L}\left(\mathbf{e}_{s}\right) X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)-X A \mathbb{L}\left(\mathbf{e}_{s}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]_{i i}
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{i=1}^{n}\left[-A \mathbb{L}\left(\mathbf{e}_{s}\right)\left(\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) X-X \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right)\right]_{i i} \\
= & \sum_{i=1}^{n}\left[-A \mathbb{L}\left(\mathbf{e}_{s}\right)\left\{\left(\varepsilon-\varepsilon^{\prime}\right)\left(\mathbf{e}_{n} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{e}_{n}^{T}\right)+\left(\beta-\beta^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n} \mathbf{e}_{1}^{T}-\mathbf{e}_{1} \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]\right.\right. \\
& \left.\left.+\left(\varphi-\varphi^{\prime}\right)\left[\mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n} \mathbf{e}_{n}^{T}-\mathbf{e}_{n} \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right]\right\}\right]_{i i} \\
= & -\left(\varepsilon-\varepsilon^{\prime}\right) \sum_{i=1}^{n} \mathbf{e}_{1}^{T}\left[A \mathbb{L}\left(\mathbf{e}_{n}\right) \mathbf{e}_{s} \mathbf{e}_{1}^{T}-A \mathbf{e}_{s} \mathbf{e}_{n}^{T}\right] \mathbf{e}_{i}-\left(\beta-\beta^{\prime}\right) \sum_{i=1}^{n} \mathbf{e}_{i}^{T}\left[A \mathbb{L}\left(\mathbf{e}_{s}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n} \mathbf{e}_{1}^{T}\right. \\
& \left.-A \mathbf{e}_{s} \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right] \mathbf{e}_{i}-\left(\varphi-\varphi^{\prime}\right) \sum_{i=1}^{n} \mathbf{e}_{i}^{T}\left[A \mathbb{L}\left(\mathbf{e}_{s}\right) \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbf{e}_{n} \mathbf{e}_{n}^{T}-A \mathbb{L}\left(\mathbf{e}_{n}\right) \mathbf{e}_{s} \mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right)\right] \mathbf{e}_{i} \\
= & \left(\varepsilon-\varepsilon^{\prime}\right)\left[\mathbf{e}_{n}^{T} A \mathbf{e}_{s}-\mathbf{e}_{1}^{T} A \mathbb{L}\left(\mathbf{e}_{n}\right) \mathbf{e}_{s}\right]+\left(\beta-\beta^{\prime}\right)\left[\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A \mathbf{e}_{s}-\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{e}_{s}\right) A^{T} \mathbf{e}_{1}\right] \\
& +\left(\varphi-\varphi^{\prime}\right)\left[\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) A \mathbb{L}\left(\mathbf{e}_{n}\right) \mathbf{e}_{s}-\mathbf{e}_{n}^{T} \mathbb{L}^{\prime}\left(\mathbf{e}_{n}\right) \mathbb{L}\left(\mathbf{e}_{s}\right) A^{T} \mathbf{e}_{n}\right],
\end{aligned}
$$

that is, (3.2) holds.
Remark. It is clear that Theorem 3.2 holds unchanged if $T_{\varepsilon, \varphi}^{\beta, \beta}=T_{\varepsilon, \varphi}+\beta\left(\mathbf{e}_{1} \mathbf{e}_{n}^{T}+\right.$ $\left.\mathbf{e}_{n} \mathbf{e}_{1}^{T}\right)$ is replaced by $M=Y+\beta\left(\mathbf{e}_{1} \mathbf{e}_{n}^{T}+\mathbf{e}_{n} \mathbf{e}_{1}^{T}\right)$, where $Y$ is a generic symmetric tridiagonal matrix having at least $n-2$ nonzero entries $[Y]_{i, i+1}$, and $T_{\varepsilon^{\prime}, \varphi^{\prime}}^{\beta^{\prime}, \beta^{\prime}}$ is replaced by $M^{\prime}=Y^{\prime}+\beta^{\prime}\left(\mathbf{e}_{1} \mathbf{e}_{n}^{T}+\mathbf{e}_{n} \mathbf{e}_{1}^{T}\right)$, where $Y^{\prime}=Y+\left(\varepsilon^{\prime}-\varepsilon\right) \mathbf{e}_{1} \mathbf{e}_{1}^{T}+\left(\varphi^{\prime}-\varphi\right) \mathbf{e}_{n} \mathbf{e}_{n}^{T}$ (set $[Y]_{11}=\varepsilon,[Y]_{n n}=\varphi$ ). (In fact $M$ and $M^{\prime}$ satisfy the assumptions on $X$ and $X^{\prime}$ at the beginning of the proof.) This result includes Theorems $3.2(i=1, i=n)$ and 3.4 of [10].

For $\beta=\beta^{\prime}=0$ the result stated in Theorem 3.2 leads to displacement decompositions exploiting symmetric HAs that include, as special instances, some of the most significant formulas stated in [10] (see Corollaries 4.1 and 4.2 in [10]). In the next section it is shown that formula (3.1) also leads to significant decompositions exploiting 1-spaces which are not HAs. More specifically, in these last decompositions some Hartley-type matrix algebras will be involved.
4. The algebras $\boldsymbol{\eta}, \boldsymbol{\mu}, \mathcal{H}, \mathcal{K}$. Theorem 3.2 can be exploited in order to obtainas special cases of formula (3.1)-effective displacement decompositions of a generic matrix $A$. To this end we need to know if, and under what assumptions, there exist symmetric 1-algebras containing matrices of the form $T_{\varepsilon, \varphi}^{\beta, \beta}$. Theorem 2.5 relates the existence of such spaces $\xi(\varphi, \beta, \mathbf{p})$ to the existence of vectors $\mathbf{p}$ solving the linear system

$$
\begin{equation*}
I_{\beta \varphi} \mathbf{p}=(\varphi-\varepsilon) e_{1}, \tag{4.1}
\end{equation*}
$$

where $I_{\beta \varphi}$ is the $(n-1) \times(n-1)$ matrix

$$
I_{\beta \varphi}=\Omega_{\varphi}\left(\beta e_{1}+e_{n-1}\right)=\left(\begin{array}{llll}
\beta & & &  \tag{4.2}\\
& \ddots & \\
& & { }_{\beta}
\end{array}\right)+\left(\begin{array}{ccc} 
& & 1 \\
& \cdot & -\varphi \\
1 & \cdot & \\
1-\varphi & &
\end{array}\right)
$$

Equation (4.1) may have no solution, infinite solutions, or only one solution; these three cases and the corresponding 1-spaces $\xi(\varphi, \beta, \mathbf{p})$ are studied in Proposition 4.2. For the sake of simplicity, for $U, V n \times n$ matrices, set $\mathcal{C}_{V}(U)=U V-V U$.

Lemma 4.1. $I_{\beta \varphi}$ is nonsingular iff $\exists \mathbf{z} \in \mathbb{C}^{n-1}$ and $\delta \in \mathbb{C}, \delta \neq 0$, such that $\mathbf{z}^{T} I_{\beta \varphi}=\delta e_{1}^{T}$. In this case $I_{\beta, \varphi}^{-1}=\delta^{-1} \Omega_{\varphi}(\mathbf{z})$.

Proof. The assertion holds for any matrix $A$ of a commutative 1 -space $\mathbb{L}$; in fact, if $\mathbf{z}^{T} A=\delta e_{1}^{T}$, then $e_{i}^{T} \mathbb{L}(\mathbf{z}) A=\mathbf{z}^{T} \mathbb{L}\left(e_{i}\right) A=\mathbf{z}^{T} A \mathbb{L}\left(e_{i}\right)=\delta e_{i}^{T}, i=1, \ldots, n-1$, that is, $\delta^{-1} \mathbb{L}(\mathbf{z}) A=I$.

Proposition 4.2. We have the following three cases.
(i) $I_{\beta \varphi}$ singular and $\varepsilon \neq \varphi$ : There is no symmetric 1-algebra containing $T_{\varepsilon, \varphi}^{\beta, \beta}$.
(ii) $I_{\beta \varphi}$ singular and $\varepsilon=\varphi$ : There are infinite symmetric 1-algebras containing $T_{\varphi, \varphi}^{\beta, \beta}$ and therefore $T_{\varphi, \varphi}^{\beta, \beta}$ is derogatory. More specifically, these spaces are the $\xi(\varphi, \beta, \mathbf{p})$ (in (2.5)) where $\mathbf{p}$ is such that $I_{\beta \varphi} \mathbf{p}=\mathbf{0}$, and they can be represented as

$$
\begin{equation*}
\xi(\varphi, \beta, \mathbf{p})=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{\varphi, \varphi}^{\beta, \beta}\right)=\mathcal{C}_{A}\left(\xi\left(\mathbf{e}_{n}\right)\right)=0\right\} \tag{4.3}
\end{equation*}
$$

Only one of them is also persymmetric, and we call it $\tau_{\varphi, \varphi}^{\beta, \beta}$. We have

$$
\begin{equation*}
\tau_{\varphi, \varphi}^{\beta, \beta}=\xi(\varphi, \beta, \mathbf{0})=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{\varphi, \varphi}^{\beta, \beta}\right)=\mathcal{C}_{A}(J)=0\right\} \tag{4.4}
\end{equation*}
$$

(iii) $I_{\beta \varphi}$ nonsingular: For any $\varepsilon \in \mathbb{C}$ there exists a unique symmetric 1-algebra containing $T_{\varepsilon, \varphi}^{\beta, \beta}$. Moreover, if $\tau_{\varepsilon, \varphi}^{\beta, \beta}$ denotes such a space, we have

$$
\begin{equation*}
\tau_{\varepsilon, \varphi}^{\beta, \beta}=\xi\left(\varphi, \beta,(\varphi-\varepsilon) I_{\beta \varphi}^{-1} e_{1}\right)=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{\varepsilon, \varphi}^{\beta, \beta}\right)=0\right\} \tag{4.5}
\end{equation*}
$$

Therefore, $T_{\varepsilon, \varphi}^{\beta, \beta}$ is nonderogatory and $\tau_{\varepsilon, \varphi}^{\beta, \beta}$ is the set of all polynomials in $T_{\varepsilon, \varphi}^{\beta, \beta}$.
Proof of Proposition 4.2(i). Assume that $I_{\beta \varphi}$ is singular and that $\varepsilon \neq \varphi$. By the first part of Theorem 2.5, a symmetric 1-algebra containing $T_{\varepsilon, \varphi}^{\beta, \beta}$ is equal to $\xi(\varphi, \beta, \mathbf{p})$, where $\mathbf{p}$ is such that $I_{\beta \varphi} \mathbf{p}=(\varphi-\varepsilon) e_{1}$. Then, by Lemma 4.1, $I_{\beta \varphi}$ is invertible, that is, a contradiction.

Proof of Proposition 4.2(ii). Assume that $I_{\beta \varphi}$ is singular and that $\varepsilon=\varphi$. Then the vectors $\mathbf{p} \in \mathbb{C}^{n-1}$ satisfying the equality $I_{\beta \varphi} \mathbf{p}=(\varphi-\varepsilon) e_{1}=\mathbf{0}$ are infinite and, by the second part of Theorem 2.5, every space $\xi(\varphi, \beta, \mathbf{p})$ is a symmetric 1-algebra containing $T_{\varphi, \varphi}^{\beta, \beta}$, and it can be represented as in (4.3). The matrix $T_{\varphi, \varphi}^{\beta, \beta}$ is derogatory, because otherwise the set of all polynomials in $T_{\varphi, \varphi}^{\beta, \beta}$ should be an $n$-dimensional subspace of each $\xi(\varphi, \beta, \mathbf{p})$, which is absurd. Finally, among the $\xi(\varphi, \beta, \mathbf{p})$ 's, there is only one containing the matrix $J$ (or, equivalently, for which $\xi\left(\mathbf{e}_{n}\right)=J$ ), that is, $\xi(\varphi, \beta, \mathbf{0})$.

Proof of Proposition 4.2(iii). Assume that $I_{\beta \varphi}$ is nonsingular. By the second part of Theorem 2.5, $\xi\left(\varphi, \beta,(\varphi-\varepsilon) I_{\beta \varphi}^{-1} e_{1}\right)$ is a symmetric 1-algebra containing $T_{\varepsilon, \varphi}^{\beta, \beta}$. By the first part of Theorem 2.5, there is no other symmetric 1-algebra containing $T_{\varepsilon, \varphi}^{\beta, \beta}$. As regards the identity (4.5), notice that $\tau_{\varepsilon, \varphi}^{\beta, \beta} \subset\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{\varepsilon, \varphi}^{\beta, \beta}\right)=0\right\}$. Conversely, let $A$ be a matrix commuting with $T_{\varepsilon, \varphi}^{\beta, \beta}$ and consider the space $\tau_{\varepsilon^{\prime}, \varphi}^{\beta, \beta}=$ $\xi\left(\varphi, \beta,\left(\varphi-\varepsilon^{\prime}\right) I_{\beta \varphi}^{-1} e_{1}\right), \varepsilon^{\prime} \neq \varepsilon$. Then apply Theorem 3.2 for $\mathbb{L}=\tau_{\varepsilon, \varphi}^{\beta, \beta}$ and $\mathbb{L}^{\prime}=\tau_{\varepsilon^{\prime}, \varphi}^{\beta, \beta}$ to the matrix $A$ to obtain $\left(\varepsilon-\varepsilon^{\prime}\right) A=\left(\varepsilon-\varepsilon^{\prime}\right) \tau_{\varepsilon, \varphi}^{\beta, \beta}\left(A^{T} \mathbf{e}_{1}\right)$.

Now two interesting classes of matrix algebras $\mathcal{S}$ and $\mathcal{R}$, both corresponding to case (ii) in Proposition 4.2, are investigated. These algebras are also exploited to state, as special instances of formula (3.1), new efficient decompositions of a generic centrosymmetric matrix $A$ (Theorem 4.3). Notice that the algebra $\mathcal{H}$, studied in [5] and related to the Hartley transform, is a particular element of $\mathcal{S}$.

The class $\mathcal{S}$. Let $\varphi=\varepsilon=0$ and $\beta=1$ in (4.1)-(4.2). As $\Omega_{0}\left(e_{1}+e_{n-1}\right)=\tau\left(e_{1}+\right.$ $\left.e_{n-1}\right)=I+J$ is singular, by Proposition 4.2(ii) there are infinite symmetric 1-algebras containing the matrix $T_{0,0}^{1,1}$, i.e., the spaces $\xi\left(0,1, \mathbf{p}^{\mathrm{SK}}\right)$, where $\mathbf{p}^{\mathrm{SK}}$ is an arbitrary skewsymmetric vector $\left(\hat{\mathbf{p}}^{\mathrm{SK}}=-\mathbf{p}^{\mathrm{SK}}\right)$. These spaces are denoted by $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)$ and can be represented as
(4.6) $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)=\xi\left(0,1, \mathbf{p}^{\mathrm{SK}}\right)=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{0,0}^{1,1}\right)=\mathcal{C}_{A}\left(\mathcal{S}\left(\mathbf{e}_{n} ; \mathbf{p}^{\mathrm{SK}}\right)\right)=0\right\}$.

Each algebra $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)$ contains the algebra $C^{\mathrm{S}}$ of all $n \times n$ symmetric circulant matrices; therefore, by the identity $\left\{A: \mathcal{C}_{A}\left(T_{0,0}^{1,1}\right)=0\right\}=C+J C$ (found in $\left.[9]\right), \mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right.$ ) must be equal to $C^{\mathrm{S}}+J \tilde{C}$ for some subset $\tilde{C}$ (depending upon $\mathbf{p}^{\mathrm{SK}}$ ) of the space $C$ of circulant matrices.

Algebra $\eta$. If $\mathbf{p}^{\mathrm{SK}}=\mathbf{0}$ we have the space

$$
\begin{equation*}
\eta=\mathcal{S}(\cdot ; \mathbf{0})=\xi(0,1, \mathbf{0})=\tau_{0,0}^{1,1}=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{0,0}^{1,1}\right)=\mathcal{C}_{A}(J)=0\right\} \tag{4.7}
\end{equation*}
$$

Notice that $\eta=C^{\mathrm{S}}+J C^{\mathrm{S}}$; in fact $C^{\mathrm{S}}+J C^{\mathrm{S}} \subset \eta$ and

$$
\begin{aligned}
\operatorname{dim}\left(C^{\mathrm{S}}+J C^{\mathrm{S}}\right) & =\operatorname{dim} C^{\mathrm{S}}+\operatorname{dim} J C^{\mathrm{S}}-\operatorname{dim} C^{\mathrm{S}} \cap J C^{\mathrm{S}}=2 \operatorname{dim} C^{\mathrm{S}}-\operatorname{dim} C^{\mathrm{S}} \cap J C^{\mathrm{S}} \\
& = \begin{cases}2\left(\frac{n}{2}+1\right)-2 & \text { if } n \text { is even }, \\
2\left(\frac{n+1}{2}\right)-1 & \text { if } n \text { is odd },\end{cases}
\end{aligned}
$$

that is, $\operatorname{dim}\left(C^{\mathrm{S}}+J C^{\mathrm{S}}\right)=n$.
Algebra $\mathcal{H}$. If $\mathbf{p}^{\mathrm{SK}}=\frac{1}{2}\left(e_{2}-e_{n-2}\right)$, we have the space

$$
\begin{equation*}
\mathcal{H}=\mathcal{S}\left(\cdot ; \frac{1}{2}\left(e_{2}-e_{n-2}\right)\right)=\xi\left(0,1, \frac{1}{2}\left(e_{2}-e_{n-2}\right)\right) \tag{4.8}
\end{equation*}
$$

Notice that $\mathcal{H}=C^{\mathrm{S}}+J P C^{\mathrm{SK}}$, where $P$ is the circulant matrix whose first row is $\mathbf{e}_{2}^{T}\left(P=P_{1}=C\left(\mathbf{e}_{2}\right)\right)$ and $C^{\mathrm{SK}}$ is the set of all $n \times n$ skewsymmetric circulant matrices (a matrix $A$ is skewsymmetric if $A^{T}=-A$ ). To prove this fact, first observe that $C^{\mathrm{S}}+J P C^{\mathrm{SK}}$ is commutative and that the matrices $T_{0,0}^{1,1}$ and

$$
\mathcal{H}\left(\mathbf{e}_{n}\right)=\mathcal{S}\left(\mathbf{e}_{n} ; \frac{1}{2}\left(e_{2}-e_{n-2}\right)\right)=J+\frac{1}{2}\left(\begin{array}{ccc}
0 & \cdots & \cdots  \tag{4.9}\\
\vdots & \left(e_{2}-e_{n-2}\right) \\
0 & & 0
\end{array}\right)
$$

are elements of $C^{\mathrm{S}}+J P C^{\mathrm{SK}}$. The commutativity follows from the commutativity of the space $C$. Moreover, the matrices $\frac{1}{2} T_{0,0}^{1,1}$ and $J P\left(-\frac{1}{2}\left(P-P^{T}\right)\right)$ are elements of $C^{\mathrm{S}}$ and $J P C^{\mathrm{SK}}$, respectively, and their sum is the matrix in (4.9). Thus $C^{\mathrm{S}}+J P C^{\mathrm{SK}} \subset$ $\mathcal{H}$. But

$$
\begin{aligned}
\operatorname{dim}\left(C^{\mathrm{S}}+J P C^{\mathrm{SK}}\right) & =\operatorname{dim} C^{\mathrm{S}}+\operatorname{dim} J P C^{\mathrm{SK}}-\operatorname{dim} C^{\mathrm{S}} \cap J P C^{\mathrm{SK}} \\
& = \begin{cases}\left(\frac{n}{2}+1\right)+\left(\frac{n}{2}-1\right)-0 & \text { if } n \text { is even }, \\
\left(\frac{n+1}{2}\right)+\left(\frac{n-1}{2}\right)-0 & \text { if } n \text { is odd },\end{cases}
\end{aligned}
$$

that is, $\operatorname{dim}\left(C^{\mathrm{S}}+J P C^{\mathrm{SK}}\right)=n$, and the identity $\mathcal{H}=C^{\mathrm{S}}+J P C^{\mathrm{SK}}$ is proved. In [5] it is shown that the matrices of $\mathcal{H}$ are simultaneously diagonalized by a similarity
transformation known as Hartley transform (see also Theorem 5.2 in the next section). A greater attention has been devoted to this particular real transform since Bracewell [11, 12] introduced the fast Hartley transform (FHT).

Observe that the proper inclusion $\mathcal{H} \supset C^{\mathrm{S}}$ is exploited in [5] to determine a new preconditioner of symmetric Toeplitz systems, competitive with the more usual circulant preconditioners (see also [13]). All algebras $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)$ include $C^{\mathrm{S}}$ and, besides $\mathcal{H}$, there may be other algebras $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)$ whose matrices are simultaneously diagonalized by a fast transform (this is, the case of $\eta=\mathcal{S}(\cdot ; \mathbf{0})$; see Theorem 5.2). As it will be shown in a forthcoming paper, some of the algebras $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)$ (together with some other $\mathcal{R}\left(\cdot ; \mathbf{p}^{\text {S }}\right)$ algebras described below) can lead to other efficient preconditioners of Toeplitz systems.

The class $\mathcal{R}$. The choice $\varphi=\varepsilon=0, \beta=-1$ leads to symmetric 1-algebrascontaining $T_{0,0}^{-1,-1}$-naturally related to those of the class $\mathcal{S}$. These are the following:

$$
\begin{equation*}
\mathcal{R}\left(\cdot ; \mathbf{p}^{\mathrm{S}}\right)=\xi\left(0,-1, \mathbf{p}^{\mathrm{S}}\right)=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{0,0}^{-1,-1}\right)=\mathcal{C}_{A}\left(\mathcal{R}\left(\mathbf{e}_{n} ; \mathbf{p}^{\mathrm{S}}\right)\right)=0\right\} \tag{4.10}
\end{equation*}
$$

where $\mathbf{p}^{\mathrm{S}}$ is an arbitrary symmetric vector $\left(\hat{\mathbf{p}}^{\mathrm{S}}=\mathbf{p}^{\mathrm{S}}\right)$. Each algebra $\mathcal{R}\left(\cdot ; \mathbf{p}^{\mathrm{S}}\right)$ contains the algebra $C_{-1}^{\mathrm{S}}$ of all $n \times n$ symmetric $(-1)$-circulant matrices; therefore, by the identity $\left\{A: \mathcal{C}_{A}\left(T_{0,0}^{-1,-1}\right)=0\right\}=C_{-1}+J C_{-1}$ (found in $[9]$ ), $\mathcal{R}\left(\cdot ; \mathbf{p}^{\mathrm{S}}\right)=C_{-1}^{\mathrm{S}}+J \tilde{C}_{-1}$ for some subset $\tilde{C}_{-1}$ (depending on $\mathbf{p}^{S}$ ) of the space $C_{-1}$ of $(-1)$-circulant matrices.

Algebra $\mu$. If $\mathbf{p}^{\mathrm{S}}=\mathbf{0}$, we have the space

$$
\begin{equation*}
\mu=\mathcal{R}(\cdot ; \mathbf{0})=\xi(0,-1, \mathbf{0})=\tau_{0,0}^{-1,-1}=\left\{A \in M_{n}(\mathbb{C}): \mathcal{C}_{A}\left(T_{0,0}^{-1,-1}\right)=\mathcal{C}_{A}(J)=0\right\} \tag{4.11}
\end{equation*}
$$

naturally related to $\eta$. Notice that $\mu=C_{-1}^{\mathrm{S}}+J C_{-1}^{\mathrm{S}}$; in fact $C_{-1}^{\mathrm{S}}+J C_{-1}^{\mathrm{S}} \subset \mu$ and

$$
\begin{aligned}
& \operatorname{dim}\left(C_{-1}^{\mathrm{S}}+J C_{-1}^{\mathrm{S}}\right)=\operatorname{dim} C_{-1}^{\mathrm{S}}+\operatorname{dim} J C_{-1}^{\mathrm{S}}-\operatorname{dim} C_{-1}^{\mathrm{S}} \cap J C_{-1}^{\mathrm{S}} \\
& =2 \operatorname{dim} C_{-1}^{\mathrm{S}}-\operatorname{dim} C_{-1}^{\mathrm{S}} \cap J C_{-1}^{\mathrm{S}} \\
& = \begin{cases}2\left(\frac{n}{2}\right)-0 & \text { if } n \text { is even, } \\
2\left(\frac{n+1}{2}\right)-1 & \text { if } n \text { is odd, }\end{cases}
\end{aligned}
$$

that is, $\operatorname{dim}\left(C_{-1}^{\mathrm{S}}+J C_{-1}^{\mathrm{S}}\right)=n$.
Algebra $\mathcal{K}$. If $\mathbf{p}^{\mathrm{S}}=-\frac{1}{2}\left(e_{2}+e_{n-2}\right)$, we have the space

$$
\begin{equation*}
\mathcal{K}=\mathcal{R}\left(\cdot ;-\frac{1}{2}\left(e_{2}+e_{n-2}\right)\right)=\xi\left(0,-1,-\frac{1}{2}\left(e_{2}+e_{n-2}\right)\right) \tag{4.12}
\end{equation*}
$$

naturally related to $\mathcal{H}$. Notice that $\mathcal{K}=C_{-1}^{\mathrm{S}}+J P_{-1} C_{-1}^{\mathrm{SK}}$, where $P_{-1}=C_{-1}\left(\mathbf{e}_{2}\right)$ and $C_{-1}^{\mathrm{SK}}$ is the set of all $n \times n$ skewsymmetric $(-1)$-circulant matrices. In order to prove this fact, first show (by proceeding as for $\mathcal{H}$ ) the inclusion $C_{-1}^{\mathrm{S}}+J P_{-1} C_{-1}^{\mathrm{SK}} \subset \mathcal{K}$, and then use the identity

$$
\begin{aligned}
\operatorname{dim}\left(C_{-1}^{\mathrm{S}}+J P_{-1} C_{-1}^{\mathrm{SK}}\right) & =\operatorname{dim} C_{-1}^{\mathrm{S}}+\operatorname{dim} J P_{-1} C_{-1}^{\mathrm{SK}}-\operatorname{dim} C_{-1}^{\mathrm{S}} \cap J P_{-1} C_{-1}^{\mathrm{SK}} \\
& =\left\{\begin{array}{ll}
\left(\frac{n}{2}\right)+\left(\frac{n}{2}\right)-0 & \text { if } n \text { is even, } \\
\left(\frac{n+1}{2}\right)+\left(\frac{n-1}{2}\right)-0 & \text { if } n \text { is odd, }
\end{array}=n .\right.
\end{aligned}
$$

The matrices of $\mathcal{K}$ are simultaneously diagonalized by a similarity transformation analogue to the Hartley transform (skew-Hartley transform). Also the algebra $\mu$ is associated with a fast discrete transform. (See Theorem 5.2 and the following remark.) In Theorem 4.3 the most significant displacement decompositions are stated in terms of the algebras $\eta, \mu, \mathcal{H}$, and $\mathcal{K}$.

Theorem 4.3. If $A T_{0,0}^{1,1}-T_{0,0}^{1,1} A=\sum_{m=1}^{\alpha} \mathbf{x}_{m} \mathbf{y}_{m}^{T}$, then

$$
\begin{align*}
A \mathcal{S}\left(\mathbf{e}_{n} ; \mathbf{p}^{\mathrm{SK}}\right)+\mathcal{R}\left(\mathbf{e}_{n} ; \mathbf{p}^{s}\right) A= & \frac{1}{2} \sum_{m=1}^{\alpha} \mathcal{R}\left(\mathbf{x}_{m} ; \mathbf{p}^{\mathrm{S}}\right) \mathcal{S}\left(\mathbf{y}_{m} ; \mathbf{p}^{\mathrm{SK}}\right) \\
& +\mathcal{S}\left(A^{T} \mathbf{e}_{n} ; \mathbf{p}^{\mathrm{SK}}\right)+\mathcal{R}\left(\mathbf{e}_{n} ; \mathbf{p}^{s}\right) \mathcal{S}\left(A^{T} \mathbf{e}_{1} ; \mathbf{p}^{\mathrm{SK}}\right) \tag{4.13}
\end{align*}
$$

and, in particular,

$$
\begin{align*}
A J+J A & =\frac{1}{2} \sum_{m=1}^{\alpha} \mu\left(\mathbf{x}_{m}\right) \eta\left(\mathbf{y}_{m}\right)+\eta\left((A J+J A)^{T} \mathbf{e}_{1}\right)  \tag{4.14}\\
A J+\mathcal{K}\left(\mathbf{e}_{n}\right) A & =\frac{1}{2} \sum_{m=1}^{\alpha} \mathcal{K}\left(\mathbf{x}_{m}\right) \eta\left(\mathbf{y}_{m}\right)+\eta\left(A^{T} \mathbf{e}_{n}\right)+\mathcal{K}\left(\mathbf{e}_{n}\right) \eta\left(A^{T} \mathbf{e}_{1}\right)  \tag{4.15}\\
A \mathcal{H}\left(\mathbf{e}_{n}\right)+J A & =\frac{1}{2} \sum_{m=1}^{\alpha} \mu\left(\mathbf{x}_{m}\right) \mathcal{H}\left(\mathbf{y}_{m}\right)+\mathcal{H}\left(A^{T} \mathbf{e}_{n}\right)+J \mathcal{H}\left(A^{T} \mathbf{e}_{1}\right)  \tag{4.16}\\
A \mathcal{H}\left(\mathbf{e}_{n}\right)+\mathcal{K}\left(\mathbf{e}_{n}\right) A & =\frac{1}{2} \sum_{m=1}^{\alpha} \mathcal{K}\left(\mathbf{x}_{m}\right) \mathcal{H}\left(\mathbf{y}_{m}\right)+\mathcal{H}\left(A^{T} \mathbf{e}_{n}\right)+\mathcal{K}\left(\mathbf{e}_{n}\right) \mathcal{H}\left(A^{T} \mathbf{e}_{1}\right) \tag{4.17}
\end{align*}
$$

Proof. For (4.13) set $\varepsilon=\varphi=\varepsilon^{\prime}=\varphi^{\prime}=0, \beta=1, \beta^{\prime}=-1$ in Theorem 3.2. The particular cases (4.14)-(4.17) correspond, respectively, to the choices $\mathbf{p}^{\mathrm{S}}=\mathbf{p}^{\mathrm{SK}}=\mathbf{0}$, $\mathbf{p}^{\mathrm{S}}=-\frac{1}{2}\left(e_{2}+e_{n-2}\right)$ and $\mathbf{p}^{\mathrm{SK}}=\mathbf{0}, \mathbf{p}^{\mathrm{S}}=\mathbf{0}$ and $\mathbf{p}^{\mathrm{SK}}=\frac{1}{2}\left(e_{2}-e_{n-2}\right)$, and $\mathbf{p}^{\mathrm{S}}=$ $-\frac{1}{2}\left(e_{2}+e_{n-2}\right)$ and $\mathbf{p}^{\mathrm{SK}}=\frac{1}{2}\left(e_{2}-e_{n-2}\right)$.

If the matrix $A$ is centrosymmetric (i.e., $A J=J A$ ) the formulas (4.14)-(4.16) give explicit representations of $A$ in terms of the algebras $\mu, \eta, \mathcal{H}$, and $\mathcal{K}$. In fact the matrices $2 J, J+\mathcal{K}\left(\mathbf{e}_{n}\right)$, and $J+\mathcal{H}\left(\mathbf{e}_{n}\right)$ are invertible. (It can be shown that $\operatorname{det}\left(J+\mathcal{H}\left(\mathbf{e}_{n}\right)\right)=\operatorname{det}\left(J+\mathcal{K}\left(\mathbf{e}_{n}\right)\right)=(-1)^{(n-1) / 2} 2 n$ if $n$ is odd; $\operatorname{det}\left(J+\mathcal{H}\left(\mathbf{e}_{n}\right)\right)=$ $(-1)^{n / 2} n^{2}, \operatorname{det}\left(J+\mathcal{K}\left(\mathbf{e}_{n}\right)\right)=(-1)^{n / 2} 4$ if $n$ is even.) Notice that by Proposition 4.2(i) a symmetric 1 -algebra containing $T_{\varepsilon, 0}^{\beta, \beta}$, where $\beta=1$ or $\beta=-1$, may exist only if $\varepsilon=0$. As a (nonobvious) consequence of this fact, Theorem 3.2 cannot yield effective representations of a generic matrix $A$ including algebras $\mathcal{S}\left(\cdot ; \mathbf{p}^{\mathrm{SK}}\right)$ or $\mathcal{R}\left(\cdot ; \mathbf{p}^{\mathrm{S}}\right)$. However, Theorem 3.2 yields such generic formulas, also in terms of nonHessenberg algebras, if we let both $\mathbb{L}$ and $\mathbb{L}^{\prime}$ be matrix algebras of the type considered in Proposition 4.2(iii). An example is easily obtained by choosing $\varphi^{\prime}=\varphi, \beta^{\prime}=\beta$ (in Theorem 3.2) and then-in order to ensure the existence of symmetric 1-algebras $\mathbb{L} \supset T_{\varepsilon, \varphi}^{\beta, \beta}$ and $\mathbb{L}^{\prime} \supset T_{\varepsilon^{\prime}, \varphi}^{\beta, \beta}$ for $\varepsilon \neq \varepsilon^{\prime}$-by requiring $I_{\beta \varphi}$ in (4.2) to be nonsingular (see Proposition 4.2). For the sake of brevity we mention only some values of $\beta$ and $\varphi$ for which $I_{\beta \varphi}$ is nonsingular and $I_{\beta \varphi}^{-1}$ is known (in the sense of Lemma 4.1) for any value of $n$ : $\varphi$ arbitrary, $\beta=0[10] ; \varphi=0, \beta^{2} \neq 1 ; \varphi=2, \beta=1 ; \varphi=-2, \beta=-1$.

Formula (4.14) is exploited in section 5 to state a simple espression of the inverse of a centrosymmetric Toeplitz-plus-Hankel matrix $T+H$. This expression allows us to calculate $(T+H)^{-1} \mathbf{f}, \mathbf{f} \in \mathbb{C}^{n}$, by performing essentially 10 DFTs reducible to 8 in the case $H=0,\left[T^{-1}\right]_{11} \neq 0$, matching both best limits known so far.
5. Toeplitz-plus-Hankel inversion formulas. Theorem 3.2, the results of the previous section, and the fact that the rank of $\mathcal{C}_{T_{\varepsilon, \varphi}^{\beta, \beta}}\left((T+H)^{-1}\right)$ is 4 for all values of $\varepsilon, \varphi, \beta$ (see [26] for the case $\varepsilon=\varphi=\beta=0$ ) yield new representations of the inverse of a Toeplitz-plus-Hankel matrix $T+H$ (or, more generally, of $(T+H)$-like matrices, that is, structured matrices $A$ for which $\operatorname{rank} \mathcal{C}_{T_{\varepsilon, \beta}^{\beta, \beta}}(A)$ is small with respect to $n$ ). These are similar to other formulas found in $[1,6,9,10,16,17,20,23$, 32], but they involve new $n$-dimensional matrix algebras different from HAs. The formulas so obtained can be used to solve a linear system $(T+H) \mathbf{x}=\mathbf{f}, \mathbf{f}=\mathbb{C}^{n}$, in $O(n \log n)$ arithmetic operations (via the computation of $\left.(T+H)^{-1} \mathbf{f}\right)$, provided the 8 vectors defining $\mathcal{C}_{T_{\varepsilon}^{\beta, \varphi}, \beta}\left((T+H)^{-1}\right)$ are known. Here only the centrosymmetric case is considered in detail.

This approach (compared to a direct triangular factorization of $T+H[33,27]$ ) is significant especially in case a distinction is emphasized between a preprocessing stage - where only operations on elements of $T+H$ are performed-and a successive stage of complexity $O(n \log n)$, where the linear system $(T+H) \mathbf{x}=\mathbf{f}, \mathbf{f} \in \mathbb{C}^{n}$, is solved. This distinction is justified when many different linear systems $(T+H) \mathbf{x}=\mathbf{f}_{i}$ have to be solved. The same point of view is assumed by Gohberg and Olshevsky in [21, 22], where the complexity of the computation of $A \mathbf{f}$ with preprocessing on $A$ is studied for different types of structured matrices $A$, including the case $A=T^{-1}$ for a generic Toeplitz $T$. (Some results on the complexity of the preprocessing stage are also given in $[21,22]$.) In particular, they show that the application of $T^{-1}$ to the vector $\mathbf{f}$ can be accomplished with a cost of 6 DFTs of order $n$ and thus generalize the analogous result obtained by Ammar and Gader in the Hermitian case [1]. We mention the fact that if $T$ is symmetric, the above limit can be reduced to 11 DFTs of order $\frac{n}{2}$ by using a formula for $T^{-1}$ involving circulant and ( -1 )-circulant matrices of order $\frac{n}{2}$ (see $[15,17]$ ). Moreover, it is known [10, 16] that 6 discrete transforms are also enough to compute the product $(T+H)^{-1} \mathbf{f}$, where $T+H$ is a centrosymmetric Toeplitz-plus-Hankel matrix. This fact is also shown in the present paper by using a decomposition of $(T+H)^{-1}$ in terms of Hartley-type matrix algebras (see the remarks after Theorems 5.1 and 5.2).

Let $T,[T]_{i j}=t_{i-j}$, and $H,[H]_{i j}=h_{i+j-2}, i, j=1, \ldots, n$, be, respectively, a symmetric Toeplitz and a persymmetric Hankel matrix with complex elements, and assume that $T+H$ is nonsingular. Then [26]
$(T+H)^{-1} T_{\varphi, \varphi}^{\beta, \beta}-T_{\varphi, \varphi}^{\beta, \beta}(T+H)^{-1}=\left(\mathbf{x}_{1}-\varphi \mathbf{e}_{1}-\beta \mathbf{e}_{n}\right) \mathbf{w}_{1}^{T}+\left(\hat{\mathbf{x}}_{1}-\varphi \mathbf{e}_{n}-\beta \mathbf{e}_{1}\right) \hat{\mathbf{w}}_{1}^{T}$

$$
\begin{equation*}
-\mathbf{w}_{1}\left(\mathbf{x}_{1}-\varphi \mathbf{e}_{1}-\beta \mathbf{e}_{n}\right)^{T}-\hat{\mathbf{w}}_{1}\left(\hat{\mathbf{x}}_{1}-\varphi \mathbf{e}_{n}-\beta \mathbf{e}_{1}\right)^{T} \tag{5.1}
\end{equation*}
$$

where $\mathbf{w}_{1}$ and $\mathbf{x}_{1}$ are such that
$(T+H) \mathbf{w}_{1}=\mathbf{e}_{1} \quad$ and $\quad(T+H) \mathbf{x}_{1}=\left[t_{1}+h_{-1} t_{2}+h_{0} \cdots t_{n}+h_{n-2}\right]^{T}, h_{-1}, t_{n} \in \mathbb{C}$
(see also $[16,10]$ ). Equality (5.1) for $\beta=0, \varphi=1$ and Theorem 3.2 for $\varepsilon=\varphi=1$, $\varepsilon^{\prime}=\varphi^{\prime}=-1, \beta=\beta^{\prime}=0$ let us regain the decomposition of $(T+H)^{-1}$

$$
\begin{equation*}
2(T+H)^{-1}=\tau_{-1,-1}\left(\mathbf{x}_{1}+\mathbf{e}_{1}\right) \tau_{1,1}\left(\mathbf{w}_{1}\right)-\tau_{-1,-1}\left(\mathbf{w}_{1}\right) \tau_{1,1}\left(\mathbf{x}_{1}-\mathbf{e}_{1}\right) \tag{5.2}
\end{equation*}
$$

found in [10]. Moreover, Theorem 3.2 (via Theorem 4.3) yields new decompositions of $(T+H)^{-1}$ in terms of the matrix algebras $\eta, \mu, \mathcal{H}$, and $\mathcal{K}$ studied in section 4 .

Theorem 5.1.

$$
\begin{equation*}
(T+H)^{-1}=\frac{1}{2}\left\{\mu\left(\hat{\mathbf{x}}_{1}+\mathbf{e}_{1}\right) \eta\left(\mathbf{w}_{1}\right)-\mu\left(\mathbf{w}_{1}\right) \eta\left(\hat{\mathbf{x}}_{1}-\mathbf{e}_{1}\right)\right\} \tag{5.3}
\end{equation*}
$$

$$
\begin{align*}
(T+H)^{-1}= & \frac{1}{2}\left(J+\mathcal{K}\left(\mathbf{e}_{n}\right)\right)^{-1}\left\{\left[\mathcal{K}\left(\mathbf{x}_{1}+\mathbf{e}_{n}\right)+\mathcal{K}\left(\hat{\mathbf{x}}_{1}+\mathbf{e}_{1}\right) J\right] \eta\left(\mathbf{w}_{1}\right)\right. \\
& \left.-\left[\mathcal{K}\left(\mathbf{w}_{1}\right)+\mathcal{K}\left(\hat{\mathbf{w}}_{1}\right) J\right] \eta\left(\mathbf{x}_{1}-\mathbf{e}_{n}\right)\right\}  \tag{5.4}\\
(T+H)^{-1}= & \left\{\mu\left(\mathbf{x}_{1}+\mathbf{e}_{n}\right)\left[\mathcal{H}\left(\mathbf{w}_{1}\right)+J \mathcal{H}\left(\hat{\mathbf{w}}_{1}\right)\right]\right. \\
& \left.-\mu\left(\mathbf{w}_{1}\right)\left[\mathcal{H}\left(\mathbf{x}_{1}-\mathbf{e}_{n}\right)+J \mathcal{H}\left(\hat{\mathbf{x}}_{1}-\mathbf{e}_{1}\right)\right]\right\} \frac{1}{2}\left(J+\mathcal{H}\left(\mathbf{e}_{n}\right)\right)^{-1} . \tag{5.5}
\end{align*}
$$

Proof. Exploit (5.1) for $\varphi=0, \beta=1$ and formulas (4.14), (4.15), and (4.16) of Theorem 4.3, respectively. $\square$

Formulas (5.2)-(5.5) can be used to compute $(T+H)^{-1} \mathbf{f}$ by means of a constant number of DFTs, Hartley-type transforms, trigonometric transforms, or mixed-type transforms all computable in $O(n \log n)$ arithmetic operations (see [5, 11, 10, 34], Theorem 5.2, and the following remark). In particular, formula (5.3) is competitive with the formulas found in $[16,10]$. In fact, as an immediate consequence of Theorem 5.2 , the matrix by vector product $(T+H)^{-1} \mathbf{f}, \mathbf{f} \in \mathbb{C}^{n}$, can be calculated by performing essentially 10 order $n$ DFTs if $(T+H)^{-1}$ is replaced by its expression in (5.3) and if $\mathbf{x}_{1}$ and $\mathbf{w}_{1}$ are assumed as known. Moreover, we shall see that, for $H=0$ and $w_{11}=\left[T^{-1}\right]_{11} \neq 0$, the number of DFTs can be reduced to 8 . The limits 10 and 8 are identical to those obtained in [10] with (5.2); however, here the limit 8 is obtained without the further assumption that the entries of $T$ are real, and the coefficient of $n$ in the surplus of $O(n)$ operations is smaller. Recall that the limit 8 has been obtained for the first time by Ammar and Gader in [1]. Both in $[1,16,10]$ and in (5.3) the number of discrete transforms is in any case 6 if the transforms of vectors not depending upon $\mathbf{f}$ are included in the preprocessing stage. Moreover, notice that Rost [32] obtains a simple representation for the "classical" Hankel Bezoutian (and therefore for $H^{-1}$ ) in terms of $\tau_{0,0}$ and $\tau_{0,1}$ matrices and refers to a future work concerning with the Toeplitz-plus-Hankel case and with the study of computational properties of these representations.

In the next theorem, $d(\mathbf{z}), \mathbf{z} \in \mathbb{C}^{n}$, denotes the $n \times n$ diagonal matrix whose $(k, k)$ element is $z_{k}, k=1, \ldots, n$, and $\mathbf{i}$ is the imaginary unit. Moreover, if $A$ is an $n \times n$ matrix with complex entries, then $A^{H}$ denotes the transposed conjugate of $A$.

THEOREM 5.2. Set $\rho=\exp (-\mathbf{i} \pi / n), \bar{\rho}=\rho^{-1}, \omega=\rho^{2},[F]_{i j}=\frac{1}{\sqrt{n}} \omega^{(i-1)(j-1)}$, $i, j=1, \ldots, n, D_{\rho}=\operatorname{diag}\left(\rho^{i-1}, i=1, \ldots, n\right)$, and $D_{\omega}=D_{\rho}^{2}$. Then, for all $\mathbf{z} \in \mathbb{C}^{n}$,

$$
\begin{array}{ll}
\eta(\mathbf{z})=M_{\eta} \Lambda\left(M_{\eta}^{T} \mathbf{z}\right) M_{\eta}^{H}, & \Lambda\left(M_{\eta}^{T} \mathbf{z}\right)=d\left(M_{\eta}^{T} \mathbf{z}\right) d\left(M_{\eta}^{T} \mathbf{e}_{1}\right)^{-1} \\
\mu(\mathbf{z})=M_{\mu} \Lambda\left(M_{\mu}^{T} \mathbf{z}\right) M_{\mu}^{H}, & \Lambda\left(M_{\mu}^{T} \mathbf{z}\right)=d\left(M_{\mu}^{T} \mathbf{z}\right) d\left(M_{\mu}^{T} \mathbf{e}_{1}\right)^{-1} \tag{5.7}
\end{array}
$$

where $M_{\eta}$ and $M_{\mu}$ are the unitary matrices:

$$
M_{\mu}=\frac{1}{\sqrt{2}} D_{\rho} F\left(\begin{array}{ccccccccccc}
1 & 0 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & 0-\bar{\rho}^{n-1}  \tag{5.9}\\
0 & 1 & \cdot & \cdot & & & & & . & \cdot & 0
\end{array}\right)
$$

for $n$ even, and
for $n$ odd. Moreover, for all $\mathbf{z} \in \mathbb{C}^{n}$,

$$
\begin{align*}
\mathcal{H}(\mathbf{z}) & =\sqrt{n} H_{+} d\left(H_{+} \mathbf{z}\right) H_{+}=\sqrt{n} H_{-} d\left(H_{-} \mathbf{z}\right) H_{-}  \tag{5.12}\\
\mathcal{K}(\mathbf{z}) & =\sqrt{n} K_{+} d\left(K_{+}^{T} \mathbf{z}\right) K_{+}^{T}=\sqrt{n} K_{-} d\left(K_{-}^{T} \mathbf{z}\right) K_{-}^{T} \tag{5.13}
\end{align*}
$$

where $H_{+}, H_{-}, K_{+}$, and $K_{-}$are the orthonormal matrices defined by

$$
\begin{align*}
& {\left[H_{ \pm}\right]_{i j}=(1 / \sqrt{n})\left(\cos \frac{2 \pi(i-1)(j-1)}{n} \pm \sin \frac{2 \pi(i-1)(j-1)}{n}\right)}  \tag{5.14}\\
& {\left[K_{ \pm}\right]_{i j}=(1 / \sqrt{n})\left(\cos \frac{\pi(i-1)(2 j-1)}{n} \pm \sin \frac{\pi(i-1)(2 j-1)}{n}\right)} \tag{5.15}
\end{align*}
$$

$i, j=1, \ldots, n$.

Proof. The equalities (5.6) and (5.7) are shown only in the case $n$ even $(n=2 m)$. In the case $n$ odd, the proof is similar. Notice that in order to find the matrices in (5.8), (5.10) and (5.9), (5.11), we had to look for a matrix diagonalizing $J$ among the matrices diagonalizing $T_{0,0}^{1,1}$ and $T_{0,0}^{-1,-1}$, respectively.

Let us prove (5.6). Set $\mathbf{c}_{i}=\sqrt{n} F \mathbf{e}_{i}, i=1, \ldots, n$. By using the identities $\hat{\mathbf{c}}_{i}=$ $\omega^{n-i+1} \mathbf{c}_{n-i+2}, i=2, \ldots, m$ (recall that, for a vector $\mathbf{z}, \hat{\mathbf{z}}=J \mathbf{z}$ ), one can easily show that

$$
\begin{equation*}
M_{\eta}=\frac{1}{\sqrt{2 n}}\left[\sqrt{2} \mathbf{c}_{1} \mathbf{c}_{2}+\hat{\mathbf{c}}_{2} \cdots \mathbf{c}_{m}+\hat{\mathbf{c}}_{m} \sqrt{2} \mathbf{c}_{m+1} \mathbf{c}_{m+2}-\hat{\mathbf{c}}_{m+2} \cdots \mathbf{c}_{n}-\hat{\mathbf{c}}_{n}\right] \tag{5.16}
\end{equation*}
$$

Moreover, as $T_{0,0}^{1,1}=P_{1}+P_{1}^{H}$ and $P_{1}=F D_{\omega} F^{H}, T_{0,0}^{1,1} F=F\left(D_{\omega}+D_{\omega}^{H}\right)$, i.e.,

$$
\begin{equation*}
T_{0,0}^{1,1}\left[\mathbf{c}_{1} \mathbf{c}_{2} \cdots \mathbf{c}_{n}\right]=\left[\mathbf{c}_{1} \mathbf{c}_{2} \cdots \mathbf{c}_{n}\right] \operatorname{diag}\left(2 \cos \frac{2 \pi(j-1)}{n}, \quad j=1, \ldots, n\right) \tag{5.17}
\end{equation*}
$$

By the centrosymmetry of $T_{0,0}^{1,1}$ (besides $\mathbf{c}_{j}$ ) also $\hat{\mathbf{c}}_{j}$ is an eigenvector of $T_{0,0}^{1,1}$ with associated eigenvalue $2 \cos \frac{2 \pi(j-1)}{n}$. This remark and equalities (5.17) and (5.16) allow us to say that

$$
\begin{equation*}
T_{0,0}^{1,1} M_{\eta}=M_{\eta} \operatorname{diag}\left(2 \cos \frac{2 \pi(j-1)}{n}, j=1, \ldots, n\right) \tag{5.18}
\end{equation*}
$$

From (5.16) it also follows that

$$
\eta\left(\mathbf{e}_{n}\right) M_{\eta}=J M_{\eta}=M_{\eta}\left(\begin{array}{cc}
I & O  \tag{5.19}\\
O & -I
\end{array}\right)
$$

where the $I$ in (5.19) is the $m \times m$ identity matrix $\left(\hat{\mathbf{c}}_{1}=\mathbf{c}_{1}, \hat{\mathbf{c}}_{m+1}=-\mathbf{c}_{m+1}\right)$. By exploiting, respectively, (5.18) and (5.19), we have that the matrix $M_{\eta} d\left(M_{\eta}^{T} \mathbf{z}\right)$ $d\left(M_{\eta}^{T} \mathbf{e}_{1}\right)^{-1} M_{\eta}^{H}$ commutes with the matrices $T_{0,0}^{1,1}$ and $J \forall \mathbf{z} \in \mathbb{C}^{n}$. Moreover, as $M_{\eta} M_{\eta}^{H}=I$, its first row is $\mathbf{z}^{T}$, and therefore, by (4.7), we have $\eta(\mathbf{z})=M_{\eta} d\left(M_{\eta}^{T} \mathbf{z}\right)$ $d\left(M_{\eta}^{T} \mathbf{e}_{1}\right)^{-1} M_{\eta}^{H}$.

Let us prove (5.7). Set $\mathbf{c}_{i}=\sqrt{n} D_{\rho} F \mathbf{e}_{i}, i=1, \ldots, n$. The identities $\hat{\mathbf{c}}_{i}=$ $-\bar{\rho}^{2 i-1} \mathbf{c}_{n+1-i}, i=1, \ldots, m$, yield

$$
\begin{equation*}
M_{\mu}=\frac{1}{\sqrt{2 n}}\left[\mathbf{c}_{1}+\hat{\mathbf{c}}_{1} \cdots \mathbf{c}_{m}+\hat{\mathbf{c}}_{m} \quad \mathbf{c}_{m+1}-\hat{\mathbf{c}}_{m+1} \cdots \mathbf{c}_{n}-\hat{\mathbf{c}}_{n}\right] \tag{5.20}
\end{equation*}
$$

Moreover, as $T_{0,0}^{-1,-1}=P_{-1}+P_{-1}^{H}$ and $P_{-1}=D_{\rho} F \rho D_{\omega} F^{H} D_{\rho}^{H}$, we have $T_{0,0}^{-1,-1} D_{\rho} F=$ $D_{\rho} F\left(\rho D_{\omega}+\bar{\rho} D_{\omega}^{H}\right)$, i.e.,

$$
\begin{equation*}
T_{0,0}^{-1,-1}\left[\mathbf{c}_{1} \mathbf{c}_{2} \cdots \mathbf{c}_{n}\right]=\left[\mathbf{c}_{1} \mathbf{c}_{2} \cdots \mathbf{c}_{n}\right] \operatorname{diag}\left(2 \cos \frac{\pi(2 j-1)}{n}, \quad j=1, \ldots, n\right) \tag{5.21}
\end{equation*}
$$

As in the case of (5.6), the equalities (5.21) and (5.20) yield

$$
\begin{gathered}
T_{0,0}^{-1,-1} M_{\mu}=M_{\mu} \operatorname{diag}\left(2 \cos \frac{\pi(2 j-1)}{n}, \quad j=1, \ldots, n\right) \\
\mu\left(\mathbf{e}_{n}\right) M_{\mu}=J M_{\mu}=M_{\mu}\left(\begin{array}{rr}
I & O \\
O & -I
\end{array}\right),
\end{gathered}
$$

where $I$ is the $m \times m$ identity matrix. Thus the matrix $M_{\mu} d\left(M_{\mu}^{T} \mathbf{z}\right) d\left(M_{\mu}^{T} \mathbf{e}_{1}\right)^{-1} M_{\mu}^{H}$ commutes with the matrices $T_{0,0}^{-1,-1}$ and $J \forall \mathbf{z} \in \mathbb{C}^{n}$. Moreover, as $M_{\mu} M_{\mu}^{H}=I$, its first row is $\mathbf{z}^{T}$ and therefore, by (4.11), we have $\mu(\mathbf{z})=M_{\mu} d\left(M_{\mu}^{T} \mathbf{z}\right) d\left(M_{\mu}^{T} \mathbf{e}_{1}\right)^{-1} M_{\mu}^{H}$.

Finally, let us prove (5.13). This proof is analogous to the proof of the first equality in (5.12), which is in [5]. Notice that $D_{\rho} F=\frac{1}{\sqrt{n}}(M-\mathbf{i} N)$, where $[M]_{i j}=$ $\cos \frac{\pi(i-1)(2 j-1)}{n}$ and $[N]_{i j}=\sin \frac{\pi(i-1)(2 j-1)}{n}, i, j=1, \ldots, n$. Moreover, from the identities $\left(D_{\rho} F\right)^{H} D_{\rho} F=I$ and $\left(D_{\rho} F\right)^{T} D_{\rho} F=J$, we have

$$
M^{T} M+N^{T} N=n I \quad \text { and } \quad M^{T} N+N^{T} M=0
$$

respectively. Observe that $K_{+}=\frac{1}{\sqrt{n}}(M+N)\left[K_{-}=\frac{1}{\sqrt{n}}(M-N)\right]$. Thus, by the above equalities, $K_{+}^{T} K_{+}=I\left[K_{-}^{T} K_{-}=I\right]$. Moreover $M=M J=-J P_{-1} M$ and $-N=N J=-J P_{-1} N$; therefore, $K_{+} J=-J P_{-1} K_{+}\left[K_{-} J=-J P_{-1} K_{-}\right]$.

Let $A$ be a generic (-1)-circulant matrix. We know that $\left(D_{\rho} F\right)^{H} A D_{\rho} F=D_{A}$, where $D_{A}$ is a diagonal matrix and thus

$$
\begin{equation*}
\operatorname{Re} D_{A}=\frac{1}{n}\left(M^{T} A M+N^{T} A N\right), \quad \operatorname{Im} D_{A}=\frac{1}{n}\left(N^{T} A M-M^{T} A N\right) \tag{5.22}
\end{equation*}
$$

From (5.22) it follows that if $A$ is a ( -1 )-circulant matrix, then

$$
K_{+}^{T} A K_{+}=\operatorname{Re} D_{A}-J \operatorname{Im} D_{A} \quad\left[K_{-}^{T} A K_{-}=\operatorname{Re} D_{A}+J \operatorname{Im} D_{A}\right]
$$

Now let $E$ be a generic element of $\mathcal{K}=C_{-1}^{\mathrm{S}}+J P_{-1} C_{-1}^{\mathrm{SK}}$ and assume that the entries of $E$ are real, i.e., $E=E_{-1}^{\mathrm{S}}+J P_{-1} E_{-1}^{\mathrm{SK}}$, where $E_{-1}^{\mathrm{S}}$ is a real symmetric ( -1 )-circulant matrix and $E_{-1}^{S K}$ is a real skewsymmetric ( -1 )-circulant matrix. Observe that the eigenvalues of $E_{-1}^{\mathrm{S}}$ is a real skewsymmetric ( -1 )-circulant matrix. Observe that the eigenvalues of $E_{-1}^{\mathrm{S}}$ and $E_{-1}^{\mathrm{SK}}$ are, respectively, real and purely imaginary. Thus

$$
\begin{aligned}
K_{+}^{T} E K_{+}= & K_{+}^{T} E_{-1}^{\mathrm{S}} K_{+}+K_{+}^{T} J P_{-1} E_{-1}^{\mathrm{SK}} K_{+}=K_{+}^{T} E_{-1}^{\mathrm{S}} K_{+}-J K_{+}^{T} E_{-1}^{\mathrm{SK}} K_{+} \\
= & \operatorname{Re} D_{E_{-1}^{\mathrm{S}}}+\operatorname{Im} D_{E_{-1}^{\mathrm{SK}}} \\
& {\left[K_{-}^{T} E K_{-}=\operatorname{Re} D_{E_{-1}^{\mathrm{S}}}-\operatorname{Im} D_{E_{-1}^{\mathrm{SK}}}\right] . }
\end{aligned}
$$

We have proved that $K_{ \pm}^{T} E K_{ \pm}=d\left(\mathbf{z}_{E}^{ \pm}\right)$for some $\mathbf{z}_{E}^{ \pm} \in \mathbb{R}^{n}$. The thesis, in the real case, follows from the equalities $\mathbf{e}_{1}^{T} E K_{ \pm}=\mathbf{e}_{1}^{T} K_{ \pm} d\left(\mathbf{z}_{E}^{ \pm}\right)=\mathbf{z}_{E}^{ \pm T} d\left(K_{ \pm}^{T} \mathbf{e}_{1}\right)=\frac{1}{\sqrt{n}} \mathbf{z}_{E}^{ \pm T}$. For the complex case, simply observe that if $\mathbf{z} \in \mathbb{C}^{n}$, then $\mathbf{z}=\mathbf{z}_{1}+\mathbf{i z}_{2}$, where $\mathbf{z}_{1}, \mathbf{z}_{2} \in \mathbb{R}^{n}$, and that $\mathcal{K}(\mathbf{z})=\mathcal{K}\left(\mathbf{z}_{1}+\mathbf{i} \mathbf{z}_{2}\right)=\mathcal{K}\left(\mathbf{z}_{1}\right)+\mathbf{i} \mathcal{K}\left(\mathbf{z}_{2}\right)$.

Remark. If $n$ is an integer power of 2 , then the skew-Hartley transform $\sqrt{n} K_{ \pm} \mathbf{z}$ $\left(\sqrt{n} K_{ \pm}^{T} \mathbf{z}\right), \mathbf{z} \in \mathbb{R}^{n}$, can be computed in at most $\frac{3}{2} n \log _{2} n$ additions and $n \log _{2} n$ multiplications of real numbers, i.e., with the same cost of the Hartley transform $\sqrt{n} H_{ \pm} \mathbf{z}$. (For this last transform, see [5] and the references cited therein.) In fact, for $K_{ \pm}^{(n)}=K_{ \pm}$we have

$$
K_{ \pm}^{(n)}=\frac{1}{\sqrt{2}} Q\left(\begin{array}{cc}
K_{ \pm}^{\left(\frac{n}{2}\right)} & K_{ \pm}^{\left(\frac{n}{2}\right)} \\
K_{ \pm}^{\left(\frac{n}{2}\right)} R_{ \pm} & -K_{ \pm}^{\left(\frac{n}{2}\right)} R_{ \pm}
\end{array}\right)
$$

where $R_{ \pm}=\operatorname{diag}\left(\cos \frac{(2 j-1) \pi}{n}, j=1, \ldots, \frac{n}{2}\right) \pm J \operatorname{diag}\left(\sin \frac{(2 j-1) \pi}{n}, j=1, \ldots, \frac{n}{2}\right)$ and $Q$ is the permutation matrix $Q \mathbf{e}_{j}=\mathbf{e}_{2 j-1}, Q \mathbf{e}_{n-j+1}=\mathbf{e}_{n-2 j+2}, j=1, \ldots, \frac{n}{2}$. (For
$H_{ \pm}^{(n)}=H_{ \pm}$an analogous identity holds, where $R_{ \pm}=\operatorname{diag}\left(\cos \frac{2 \pi(j-1)}{n}, j=1, \ldots, \frac{n}{2}\right) \pm$ $J P_{\beta} \operatorname{diag}\left(\sin \frac{2 \pi(j-1)}{n}, j=1, \ldots, \frac{n}{2}\right)$.

If $H=0$ and $w_{11}=\left[T^{-1}\right]_{11} \neq 0$, then $\mathbf{x}_{1}=-\left(1 / w_{11}\right) P_{0} \mathbf{w}_{1}$ [25] (see also [16]). By exploiting this fact and the identities (5.6) and (5.7) in Theorem 5.2, formula (5.3) becomes

$$
\begin{align*}
T^{-1}= & \frac{1}{2 w_{11}}\left\{\mu\left(\mathbf{w}_{1}\right) \eta\left(J P_{1} \mathbf{w}_{1}\right)-\mu\left(J P_{-1} \mathbf{w}_{1}\right) \eta\left(\mathbf{w}_{1}\right)\right\}  \tag{5.23}\\
= & \frac{1}{2 w_{11}} M_{\mu}\left\{\Lambda\left(M_{\mu}^{T} \mathbf{w}_{1}\right) M_{\mu}^{H} M_{\eta} \Lambda\left(M_{\eta}^{T} J P_{1} \mathbf{w}_{1}\right)\right. \\
& \left.-\Lambda\left(M_{\mu}^{T} J P_{-1} \mathbf{w}_{1}\right) M_{\mu}^{H} M_{\eta} \Lambda\left(M_{\eta}^{T} \mathbf{w}_{1}\right)\right\} M_{\eta}^{H}
\end{align*}
$$

Observe that the vectors $\mathbf{z}$ in the four matrices $\Lambda(\mathbf{z})$ appearing in this last formula can be computed in $O(n)$ arithmetic operations once that $F \mathbf{w}_{1}$ and $F D_{\rho} \mathbf{w}_{1}$ are calculated (use the identities $F\left(J P_{1}\right) \mathbf{w}_{1}=\left(J P_{1}\right) F \mathbf{w}_{1}$ and $\left.F D_{\rho}\left(J P_{-1}\right) \mathbf{w}_{1}=-J F D_{\rho} \mathbf{w}_{1}\right)$. Thus, if $\mathbf{w}_{1}$ is known, the vector $T^{-1} \mathbf{f}, \mathbf{f} \in \mathbb{C}^{n}$, can be computed by performing eight DFTs plus $\mathrm{O}(n)$ arithmetic operations.

In [1] Ammar and Gader obtain the same result by exploiting the representation in terms of circulant and ( -1 )-circulant matrices

$$
\begin{equation*}
T^{-1}=\frac{1}{2 w_{11}}\left\{C_{-1}\left(\mathbf{w}_{1}\right) C\left(\mathbf{w}_{1}\right)^{T}+C_{-1}\left(\mathbf{w}_{1}\right)^{T} C\left(\mathbf{w}_{1}\right)\right\} \tag{5.24}
\end{equation*}
$$

which is a consequence of the following formula, holding for a generic nonsingular Toeplitz matrix $T=\left(t_{i-j}\right)_{i, j=1}^{n}$,

$$
\begin{equation*}
T^{-1}=\frac{1}{2}\left\{C_{-1}\left(\hat{\mathbf{w}}_{n}\right) C\left(\mathbf{e}_{1}-\hat{\mathbf{x}}_{1}\right)+C_{-1}\left(\mathbf{e}_{1}+\hat{\mathbf{x}}_{1}\right) C\left(\hat{\mathbf{w}}_{n}\right)\right\} \tag{5.25}
\end{equation*}
$$

where $\mathbf{w}_{n}=T^{-1} \mathbf{e}_{n}$ and $T \mathbf{x}_{1}=\left[t_{1} t_{2} \cdots t_{n}\right]^{T}, t_{n} \in \mathbb{C}$ (see also [16]). Formulas of type (5.25), generalizing the Ammar-Gader formula (5.24), were first derived by Gohberg and Olshevsky in [20, 22]. Notice that, by using formula (5.25) or the analogous formulas in [20, 22], the product $T^{-1} \mathbf{f}$ for a generic $T$ can be calculated with essentially 10 order $n$ DFTs [21, 22], i.e., with the same amount of computation required to compute $(T+H)^{-1} \mathbf{f}$ for $T=T^{T}$ and $H=J H J$ via (5.3). Both in (5.24), (5.25) and in (5.3), (5.23) the number of discrete transforms is 6 if the transforms of vectors not depending upon $\mathbf{f}$ are included in the preprocessing stage. Thus formulas (5.3) and (5.23) seem to be the analogues of the Ammar-Gader-Gohberg-Olshevskytype formulas for the centrosymmetric Toeplitz-plus-Hankel case.

Acknowledgments. I wish to thank Professor Paolo Zellini for proposing the problem and for his comments and suggestions. I would also like to thank the referees for their useful comments.

## REFERENCES

[1] G. Ammar and P. D. Gader, New decompositions of the inverse of a Toeplitz matrix, in Signal Processing, Scattering and Operator Theory, and Numerical Methods, in Proc. Int. Symp. MTNS-89, Vol. III, M. A. Kaashoek, J. H. van Schuppen, and A. C. N. Ran, eds., Birkhäuser, Boston, MA, 1990, pp. 421-428.
[2] E. Bannai and T. Ito, Algebraic Combinatorics. I. Association Schemes, Benjamin/Cummings, Menlo Park, CA, 1984.
[3] R. B. Bapat and V. S. Sunder, On hypergroups of matrices, Linear and Multilinear Algebra, 29 (1991), pp. 125-140.
[4] R. Bevilacqua and P. Zellini, Closure, commutativity and minimal complexity of some spaces of matrices, Linear and Multilinear Algebra, 25 (1989), pp. 1-25.
[5] D. Bini and P. Favati, On a matrix algebra related to the discrete Hartley transform, SIAM J. Matrix Anal. Appl., 14 (1993), pp. 500-507.
[6] D. Bini and V. Pan, Improved parallel computations with Toeplitz-like and Hankel-like matrices, Linear Algebra Appl., 188/189 (1993), pp. 3-29.
[7] D. Bini and V. Pan, Polynomial and Matrix Computations, Vol. 1. Fundamental Algorithms, Birkhäuser, Boston, MA, 1994.
[8] E. Bozzo, Matrix Algebras and Discrete Transforms, Ph.D. thesis, TD-1/94, University of Pisa, Pisa, Italy, 1994.
[9] E. Bozzo, Algebras of higher dimension for displacement decompositions and computations with Toeplitz plus Hankel matrices, Linear Algebra Appl., 230 (1995), pp. 127-150.
[10] E. Bozzo and C. Di Fiore, On the use of certain matrix algebras associated with discrete trigonometric transforms in matrix displacement decomposition, SIAM J. Matrix Anal. Appl., 16 (1995), pp. 312-326.
[11] R. N. Bracewell, The fast Hartley transform, in Proc. IEEE, 72 (1984), pp. 1010-1018.
[12] R. N. Bracewell, The Hartley Transform, Clarendon Press, Oxford, 1986.
[13] R. H. Chan and M. K. Ng, Conjugate gradient methods for Toeplitz systems, SIAM Rev., 38 (1996), pp. 427-482.
[14] P. J. Davis, Circulant Matrices, John Wiley, New York, 1979.
[15] C. Di Fiore, Decomposizioni di Matrici e Classi di Algebre di Matrici Commutative, Ph.D. thesis, University "La Sapienza," Rome, Italy, 1994-95.
[16] C. Di Fiore and P. Zellini, Matrix decompositions using displacement rank and classes of commutative matrix algebras, Linear Algebra Appl., 229 (1995), pp. 49-99.
[17] C. Di Fiore and P. Zellini, Matrix displacement decompositions and applications to Toeplitz linear systems, Linear Algebra Appl., 268 (1998), pp. 197-225.
[18] P. D. GADER, Displacement operator based decompositions of matrices using circulants or other group matrices, Linear Algebra Appl., 139 (1990), pp. 111-131.
[19] I. Gohberg, T. Kailath, and V. Olshevsky, Fast Gaussian elimination with partial pivoting for matrices with displacement structure, Math. Comp., 64 (1995), pp. 1557-1576.
[20] I. Gohberg and V. Olshevsky, Circulants, displacements and decompositions of matrices, Integral Equations Operator Theory, 15 (1992), pp. 730-743.
[21] I. Gohberg and V. Olshevsky, Fast algorithms with preprocessing for matrix-vector multiplication problems, J. Complexity, 10 (1994), pp. 411-427.
[22] I. Gohberg and V. OlShevsky, Complexity of multiplication with vectors for structured matrices, Linear Algebra Appl., 202 (1994), pp. 163-192.
[23] I. Gohberg and A. Semencul, On the inversion of finite Toeplitz matrices and their continuous analogs, Mat. Issled., 7(2) (1972), pp. 201-233 (in Russian).
[24] G. Heinig, Inversion of generalized Cauchy matrices and other classes of structured matrices, in Linear Algebra for Signal Processing, IMA Vol. Math. Appl. 69, A. Bojanczyk and G. Cybenko, eds., Springer, New York, 1994, pp. 63-81.
[25] G. Heinig and K. Rost, Algebraic Methods for Toeplitz-like Matrices and Operators, Akademie-Verlag, Berlin, 1984.
[26] G. Heinig and K. Rost, On the inverses of Toeplitz-plus-Hankel matrices, Linear Algebra Appl., 106 (1988), pp. 39-52.
[27] T. Kailath and J. Chun, Generalized displacement structure for block-Toeplitz, Toeplitz-block, and Toeplitz-derived matrices, SIAM J. Matrix Anal. Appl., 15 (1994), pp. 114-128.
[28] T. Kailath, S. Kung, and M. Morf, Displacement ranks of matrices and linear equations, J. Math. Anal. Appl., 68 (1979), pp. 395-407.
[29] T. Kailath and V. Olshevsky, Displacement structure approach to Chebyshev-Vandermonde and related matrices, Integral Equations Operator Theory, 22 (1995), pp. 65-92.
[30] T. Kailath and V. Olshevsky, Displacement-structure approach to polynomial Vandermonde and related matrices, Linear Algebra Appl., 261 (1997), pp. 49-90.
[31] T. Kailath and A. H. Sayed, Displacement structure: Theory and applications, SIAM Rev. 37 (1995), pp. 297-386.
[32] K. Rost, Generalized companion matrices and matrix representations for generalized Bezoutians, Linear Algebra Appl., 193 (1993), pp. 151-172.
[33] A. H. Sayed, H. Lev-Ari, and T. Kailath, Fast triangular factorization of the sum of quasiToeplitz and quasi-Hankel matrices, Linear Algebra Appl., 191 (1993), pp. 77-106.
[34] Z. WANG, Fast algorithms for the discrete $W$ transform and for the discrete Fourier transform, IEEE Trans. Acoust. Speech Signal Process., 32 (1984), pp. 803-816.


[^0]:    *Received by the editors March 18, 1996; accepted for publication (in revised form) by R. Freund May 17, 1998; published electronically January 19, 2000. This work was partially supported by the Istituto Nazionale di Alta Matematica, Cittá Universitaria, Rome, Italy.
    http://www.siam.org/journals/simax/21-2/30074.html
    ${ }^{\dagger}$ Dipartimento di Matematica, Università di Roma "Tor Vergata," Via della Ricerca Scientifica, 00133 Rome, Italy.

