
2
0
0
6
 
J
I
N
S
T
 
1
 
P
0
4
0
0
1

PUBLISHED BY INSTITUTE OFPHYSICS PUBLISHING AND SISSA

RECEIVED: January 11, 2006
ACCEPTED: February 12, 2006

PUBLISHED: April 5, 2006

DINS measurements on VESUVIO in the Resonance
Detector configuration: proton mean kinetic energy
in water

Antonino Pietropaolo, a Carla Andreani, b Alessandra Filabozzi, b Roberto Senesi, b

Giuseppe Gorini, c Enrico Perelli-Cippo, c Marco Tardocchi, c Nigel J. Rhodes d and
Erik M. Schooneveld d

aConsiglio Nazionale delle Ricerche-Istituto Nazionale per la Fisica della Materia
UdR Roma Tor Vergata, Via della Ricerca Scientifica 1, 00133,Roma, Italy

bUniversità degli Studi di Roma “Tor Vergata”, Dipartimentodi Fisica
Via della Ricerca Scientifica 1, 00133, Roma, Italy

cUniversità degli Studi di Milano Bicocca and CNR-INFM
Dipartimento di Fisica “G. Occhialini”, Piazza della Scienza 2, I-20126 Milano, Italy

dISIS Facility, Rutherford Appleton Laboratory
Chilton, Didcot, Oxfordshire, OX11 0QX, U.K.
E-mail: pietropaolo@roma2.infn.it,andreani@roma2.infn.it,
filabozzi@roma2.infn.it,senesi@roma2.infn.it,gorini@mib.infn.it,
perelli@mib.infn.it,tardocchi@mib.infn.it,N.J.Rhodes@rl.ac.uk,
E.M.Schooneveld@rl.ac.uk

ABSTRACT: Deep Inelastic Neutron Scattering (DINS) measurements have been performed on a
liquid water sample at two different temperatures and pressures. The experiments were carried out
using the VESUVIO spectrometer at the ISIS spallation neutron source. This experiment represents
the first DINS measurement from water using the Resonance Detector configuration, employing
yttrium-aluminum-perovskite scintillator and a238U analyzer foil. The maximum energy of the
scattered neutrons was about 70 eV, allowing to access an extended kinematic space with energy
and wave vector transfers at the proton recoil peak in the range 1 eV≤ h̄ω ≤ 20 eV and 25 Å−1 ≤ q
≤ 90 Å−1, respectively. Comparison with DINS measurements on waterperformed in the standard
Resonance Filter configuration indicates the potential advantages offered by the use of Resonance
Detector approach for DINS measurements at forward scattering angles.
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1. Introduction

The Resonance Detector (RD) [1 – 4] is a neutron detection method recently developed on VESU-
VIO at the ISIS spallation neutron source [5]. VESUVIO is an inverse geometry time of flight
spectrometer where a “white” neutron beam is scattered off asample and the scattering process is
reconstructed by recording both final energy and time of flight of the scattered neutrons. Neutron
detection in the RD configuration is performed in a two-step process: an analyzer foil — exploiting
the (n,γ) resonance reactions occurring in selected isotopes such as 238U or 197Au — is used for
converting neutrons intoγ ’s, and these are recorded with yttrium-aluminum-perovskite (YAP) scin-
tillators or cadmium-zinc-telluride (CZT) semiconductordetectors. Thanks to this combination of
analyzers and detectors [6, 7], neutrons up to final energiesof about 70 eV have been measured
successfully on VESUVIO.

In this paper we report on the first use of the RD method for DeepInelastic Neutron Scattering
(DINS) measurements on liquid water at two different thermodynamic conditions. The RD mea-
surements were carried out parasitically in parallel to measurements performed with a Resonance
Filter (RF) set up on VESUVIO [8]. In the RF configuration, which is the standard on the instru-
ment, the neutron time of flight (TOF) is recorded using6Li-glass scintillators as neutron detectors;
the final neutron energy is selected by neutron resonance absorption in an analyzer filter, while the
scattering signal is provided by the difference between twoindependent measurements with and
without the analyzer (i.e.197Au in the present experiment). The RD measurements on liquidwater
presented in this paper were meant to develop a specific data analysis in order to extract useful
physical information from the RD data and to demonstrate thepotential of the RD approach when
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compared to the RF measurements. In particular the RD measurements reported in this experimen-
tal work on a water sample are the first of this kind. The experiment has been performed in a range
of final neutron energies,E1, up to a value ofE1 of about 70 eV, not accessible on VESUVIO when
operated with the RF configuration. In fact the6Li-glass neutron counters used on VESUVIO in
the RF configuration suffer of heavy detection efficiency losses and low signal to background ratio
for final neutron energies above 10 eV [6], thus limiting the energy range for their effective use in
DINS measurements.

These measurements demonstrate that, using the RD method, it is possible to access a kinemat-
ical (q, h̄ω) region corresponding to 1 eV≤ h̄ω ≤ 20 eV and 25 Å−1 ≤ q ≤ 90 Å−1, at the proton
recoil peak, with a single fixed-angle detector. The kinematical space will be further extended
when RD detector arrays covering a broad angular range will become available.

2. Experiment and data analysis

Figure 1 shows a schematic layout of the experimental set up for the RF and RD measurements on
VESUVIO. In the figuren is the incident neutron beam. The sample, placed inside an aluminium
vacuum chamber, was at a distanceL0 ' 11 m from the water moderator.

The6Li-glass detector banks for the RF measurements, namely A, B, C and D, were equipped
with a total of 32 scintillating elements, each coupled to a photomultiplier tube, covering the an-
gular range 30◦-70◦. The average distance of the6Li-glass detectors from the sample was about
L1 ' 0.7 m. The197Au analyzer foils, placed between the sample and the detectors, were at an
average distance from the6Li-glass detectors of about 0.35 m.

A

D

C

B

YAP

238U

sample

n

Vacuum tank
197Au filters 

moderator

L1

L0

6Li-glass

Figure 1. A schematic view of the VESUVIO spectrometer showing the setup of the DINS experiment
on liquid water, in both RF and RD configurations. In RF and RD measurements, scattered neutrons are
recorded by the6Li neutron detectors (banks A,B,C,D) and by the YAPγ detectors, respectively.
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Isotope E1 (eV) σ0 (b) Γ0 (meV)
238U 6.67 23564 25
238U 20.8 37966 34
238U 36.6 42228 57
238U 66.0 20134 48

Table 1. Physical parameters of the nuclear resonances for the238U analyzer foil used for the RD configu-
ration:E1 is the resonance energy of the analyzer foil,σ0 is the resonance cross section at peak position and
Γ0 is the resonance intrinsic Lorentzian width.
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Figure 2. Time of flight DINS spectra from (a) Al empty container and (b)water sample atT=293 K and
p=1 bar. Vertical continuous, dashed and dotted lines indicate, respectively, the positions of the recoil peak
from 27Al and16O atoms, of the H recoil peaks and of the container recoil peakdue to neutrons scattered off
the cell and absorbed, at the energyE1=4.906 eV, by the197Au analyzer foils, used for the RF measurements.

The detector for the RD measurements was placed close to the6Li-glass detector bank B (see
figure 1) at a scattering angle 2θ ' 27◦ and at the same distanceL1 from the sample. It was
made of a cylindrical YAP scintillator (3.5 cm diameter and 6mm thick) combined with a238U
analyzer foil of (3.5 x 3.5) cm2 area and 30µm thickness. The physical parameters of the nuclear
resonances for the238U analyzer foil are listed in table 1. Data were acquired witha Lower Level
Discrimination (LLD) threshold corresponding to about 50 keV equivalentγ energy. This setting
allows the calibration of the angular position of the RD modulus using a cadmium analyzer (see
below).

DINS measurements were performed on liquid water below the critical point, at two different
thermodynamic [p,T] conditions, namely [1 bar, 293 K] and [100 bar, 423 K], at VESUVIO us-
ing both the RF and RD configurations. Two different sample containers have been used for the
measurements: an aluminum (Al) sample container for the experiments at [1 bar, 293 K] and a
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Figure 3. Time of flight DINS spectrum from TiZr empty container (a) andwater sample atT=293 K and
p=1 bar (b). Vertical continuous, dashed and dotted lines, respectively, indicate the positions of the recoil
peak from48Ti, 91Zr and16O atoms, of the H recoil peaks and of the container recoil peakdue to neutrons
scattered off the cell and absorbed, at the energyE1=4.906eV, by the197Au analyzer foils, used for the RF
measurements.

titanium-zirconium (TiZr) container for the experiments at [1 bar, 293 K] and [100 bar, 423 K].
The experimental signal recorded by theγ detector is a time of flight spectrum. It represents the
number of counts collected in a time channel of widthδ t centered int. Figures 2, 3 and 4 show
examples of the normalized time of flight DINS spectra of water in Al and TiZr containers in the
experimental region 50µs - 450µs. The top diagram in each figure represents the scattering spec-
trum from the empty container which provides a direct measurement of part of the background;
the bottom diagram is the time of flight DINS spectrum of waterand container. In figures 2 and, 3
and 4, vertical continuous lines at 100µs, 130µs, 180µs and 320µs identify the position of the
recoil peaks of the27Al and 16O and48Ti, 91Zr and16O nuclei, respectively. Each line corresponds
to distinct values of the final neutron energy,E1, of the238U analyzer foil (see table 1). In all figures
vertical dashed lines, at 90µs, 124µs, 160µs and 290µs, identify the positions of the H recoil
peaks at distinct values of the resonance energiesE1. In figures 3(b) and 4(b) the broad peak at
about 70µs can be ascribed to signal saturation mechanisms in the dataacquisition electronics,
due to the high count rate from the H2O in the TiZr sample container. Indeed this feature is not
present in data from water in Al sample container (see figure 2(b)), where the scattering power is
smaller as compared to TiZr alloy.

In order to derive the DINS spectra of the H recoil peaks, the background and the sample
container components need to be subtracted from the experimental time of flight spectra. The
background signal is composed of a continuum, which can be fitted and subtracted from the data
(see below), and by peaks, such as those due to neutrons scattered off the walls of the Al and TiZr
containers. In the latter case some of the peaks are specific of the parasitic conditions of this present
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Figure 4. Time of flight DINS spectra from TiZr empty container (a) and water sample atT=423 K and
p=100 bar (b). Vertical continuous, dashed and dotted lines indicate the positions of the recoil peak from
48Ti, 91Zr and16O atoms, of the H recoil peaks and of the container recoil peakdue to neutrons scattered off
the cell and absorbed, at the energyE1=4.906 eV, by the197Au analyzer foils, used for the RF measurements.

RD configuration and therefore not intrinsic of the RD method. An example is represented by the
broad peaks in figures 2, 3 and 4 marked with vertical dotted lines at a time of flight value of about
365µs. These peaks, recorded by theγ detectors in the RD measurements, are associated to those
neutrons which scattered off the sample container and are absorbed, at the energyE1=4.906 eV,
in the 197Au foils in front of the6Li scintillators used for the RF measurements. This description
is consistent with the time delay,∆t, observed in figure 5 between the positions of the absorption
dip recorded by the6Li-glass detector bank B, close to the YAPγ detector (lower plot), and the
peak observed in the RD spectra (upper plot). This time delay(about 12µs) is the time it takes a
4.906 eV neutron to travel the distance of 0.35 m between the197Au filter and the6Li-glass detector.
The peak is weak and less pronounced in figure 2 as compared to those in figures 3 and 4 because
of the lower scattering power of the Al sample container as compared to the TiZr. Another peak
component in the background signal comes from neutrons scattered off the H atoms in the sample
and absorbed in the197Au analyzer foils. The result of this can be appreciated fromfigure 6 which
shows the time of flight DINS spectra from water in the Al container, in RD (upper plot) and RF
(lower plot) configurations. In figure 6(b) the dip, centeredat about 330µs, is the H recoil signal
corresponding to the final neutron energyE1=4.906 eV of the197Au analyzer foil in front of the
6Li detector bank B (se figure 1). In figure 6(a) the peak at about290 µs represents the H recoil
signal, corresponding to a final neutron energyE1=6.671 eV of the238U analyzer foil in front of the
YAP detector. In analogy with the observation of figure 5 we are led to believe that their must be
some contamination of the RD spectrum that is correlated with the dip in the RF spectrum. More
precisely, the time interval within the dashed lines of figure 6 where the two signals overlap may be

– 5 –



2
0
0
6
 
J
I
N
S
T
 
1
 
P
0
4
0
0
1

330 340 350 360 370 380 390 400
1.20x10

3

1.40x10
3

1.60x10
3

1.80x10
3

330 340 350 360 370 380 390 400
1.00x10

5

1.10x10
5

1.20x10
5

1.30x10
5

1.40x10
5

In
te

ns
it

y 
(c

ou
nt

s/
bi

n)

TOF ( s)

t = 12 s

In
te

ns
it

y 
(c

ou
nt

s/
bi

n)

Figure 5. Time of flight DINS spectra in the 330µs - 400µs region from the empty TiZr sample container
recorded in the RD (upper plot) and the RF (lower plot) configurations, using the YAPγ detector and the
closest6Li scintillator, respectively. The time delay,∆t=12 µs, is the time for a 4.906 eV neutron to travel
the distance between the197Au filter and the6Li-glass detector.

contaminated by background. This contamination can be easily avoided in a dedicated experiment
by removing the gold foils; for the present parasitic measurements the only way to deal with this
background component was to exclude the contaminated recoil peaks from the analysis.

A further step in the data reduction is to remove in the water spectrum the signal coming from
the sample containers, i.e. (a) spectra from the (b) spectrain figures 2-4. In the difference spectra
the container dependent background is removed with quite good accuracy. Results for the water
data in Al container are shown in figure 7. The shape of the signal in between the H recoil peaks
can be used to interpolate the background underneath the peaks. In the time intervals between the
peaks, the residual background has been fitted by an appropriate function [9]. The fitted function is
shown, as a full line, in figure 7. Subtraction of the fitted background continuum leads to the time
of flight spectrum shown in figure 8. The same procedure has been applied to the whole set of time
of flight spectra. This approach is not entirely free from systematic uncertainties (e.g. due to the
broad gold contamination peaks hiding beneath the H recoil peaks) and one of the purposes of this
work is to show that it leads to results consistent with thoseobtained from DINS measurements in
the RF configurations.

A background source deserving special attention occurs in the form of peaks due to (n,γ)
resonance absorption reactions most likely occurring in the sample container’s surrounding device,
such as the furnace employed in the TiZr measurements, or in contaminants present in the container
itself. Figure 9 shows an expanded view of the TOF spectra in the case of TiZr sample container
at room temperature (full, empty and subtraction of the two)in the time interval 100µs - 350µs.
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Figure 6. Time of flight spectra from water sample at [1 bar, 293 K] in theAl container recorded in the RD
configuration (a) and in the RF configuration (from6Li-glass detector bank B) (b). The dashed lines limit
the time of flight region where radiative captureγ ′

s, from the197Au analyzer foil contaminate the H recoil
spectrum recorded by the YAPγ detectors. The peak at about 320µs is the recoil peak from27Al and 16O
atoms in the sample container.
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Figure 7. Time of flight DINS spectrum of water atT=293 K andp=1 bar, obtained from the difference of
the spectra of figure 2. The continuous line represents the background fitted to the experimental data.

The four peaks labeledγ1-γ4 are most likely induced by neutron resonance absorption in different
elements. The well defined time position of the peaks allowedfor an estimation of the resonance
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Figure 8. Time of flight DINS spectrum of water atT=293 K andp=1 bar, with background removed.
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Figure 9. From top to bottom: time of flight spectra of water at [1 bar, 293 K] in TiZr container, empty TiZr
container and difference spectrum. Vertical lines mark thepeaks induced by the radiative captureγ ′

s from
sample container environment.

energy of the possible contaminants in the furnace/container. The possible elements are183W (E1

7.6 eV),123Sb (E1 = 21.4 eV) as well as different isotopes of150Sm (E1 = 20.7 eV, 39.4 eV).

The problem with these peaks is that, depending on sample andcontainer thickness, they may
not cancel exactly in the difference spectrum. In the futurethe problem can be mitigated by noting
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that the radiative captureγ lines with high relative intensity of these isotopes are found in the low
energy region (say below 500-600 keV). Thus their intensitycan be effectively suppressed by using
a high LLD threshold [7]. For the present experiment, where alow LLD threshold was used, there
can be an effect especially if the spurious peaks are locatedbeneath an H signal peak. In particular:

• the (n,γ) peakγ1, placed at about 285µs, is superimposed to the first H recoil peak. Thus
it could increase its apparent width together with the gold foil contribution discussed in
figure 5;

• theγ2 peak at about 170µs is placed on the tail of the second H signal peak and should not
provide significant broadening contribution;

• the γ3 peak at about 150µs is in between the second and third H signal peaks and presents
no problem;

• theγ4 peak at about 125µs is right on the third H signal peak.

If ργ , j ( j = 1,2,3,4) is the peak to background ratio for thej-th (n,γ) peak in the empty can spectrum,
the valuesργ ,1 = 0.13, ργ ,2 0.04 andργ ,4 = 0.09 are found. This means that the (n,γ) spurious
contamination should be much more important for the first andthird H signal peaks rather than for
the second one in the TiZr measurements.

3. Calibrations

The analysis of the H recoil spectra requires independent knowledge of a number of instrumen-
tal parameters. Some of these parameters have been experimentally determined or “calibrated”,
namely the secondary flight pathL1, the time delayt0 and the scattering angle 2ϑ .

As the experimental calibration procedure of a RD spectrometer is slightly different from
that applied in the RF configuration, a detailed descriptionof the main steps is presented in the
following.

As far as the primary flight path,L0 and the final energy,Ei (i = 1,2,3 indexing the distinct
238U resonances, see table 1) we have used values calibrated from previous experiments [10]. The
total flight path(L0 + L1) for the YAP detector has been determined from the position intime
of flight of the recoil peaks due to scattering off the aluminum sample container. For free recoil
scattering processes, the change in neutron velocity is determined only by the conservation on
kinetic energy and wave vector. Hence, the ratio of the final neutron velocity,v1, to the initial one,
v0, is a function ofϑ and of the atomic massM and can be written as:

v1

v0
= F(ϑ) =

cos2ϑ +
√

(M
m)2−sin2 2ϑ

M
m +1

(3.1)

while the time of flight is given by [10]:

t = t0 +[L0F(ϑ)+L1]
1
v1

(3.2)
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Figure 10. Diffraction pattern of Pb acquired with the YAP detector recording theγ ’s from neutron absorp-
tion in a 1 mm thick cadmium analyzer foil. The dashed lines indicate the diffraction peaks corresponding
to the set of planar distancesd and Miller indexes [hlm] listed in table 2.

t0 being an instrumental (electronics) offset. The coefficientsL0F(ϑ)+L1 andt0 can be determined
by fitting the linear relation (3.2) to thet and 1

v1
data, which are known for each of the four Al

scattering peaks. The fit procedure yields the values forL1 andt0 needed for the analysis.
Independent experimental information is required for angle calibration. The two step method

used here consisted in: (a) replacing the238U foil in front of the YAP scintillator with a113Cd
analyzer foil (1 mm thickness), a well known absorber of thermal neutrons up to about 400 meV;
(b) measuring the time of flight spectrum from a Pb sample. Thestrongest promptγ emission
peak of113Cd is at 558.5 keV so that these photons were recorded by the YAP scintillator setting
a sufficiently low value forγ energy discrimination, i.e. a threshold at 50 keV. In the thermal
energy range of the spectrum the position in time of flight of the Bragg diffraction peaks from Pb
(see figure 10) yields the angular position of the Cd foil. Bragg peaks are present in a spectrum
recorded by a detector placed at angle 2ϑ if the relation:

2dsinϑ = nλ (3.3)

is satisfied, with

λ =
h̄

mv
(3.4)

being de Broglie neutron wavelength,d is the spacing between two subsequent planes, andn an
integer. Bragg scattering is elastic, i.e.v0 = v1 = v. Thereforev is given by

v =
L0 +L1

t − t0
(3.5)

Using equations (3.3) and (3.5), a relationship between thescattering angle and the measured time
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TOF (µs) d (Å) [hlm]

2045 1.489 [311]
2403 1.750 [220]
3491 2.475 [200]

Table 2. Time positions,d-spacing and corresponding Miller indexes [hlm] for the Bragg peaks in the
diffraction pattern shown in figure 10.
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Figure 11. Plot of thed-spacing versus neutron TOF and corresponding linear fit used for the calibration
of the RD angular position.

of flight at which Bragg peaks from Pb occur can be obtained:

2dsinϑ =
nh̄(t − t0)

m(L0 +L1)
. (3.6)

Thus by plotting the time positions of the Bragg peaks against d and performing a least squares
fit, a slope value is obtained which is proportional to sinϑ . Figure 11 shows the linear fit to the
experimental data (d vs TOF). The experimental points chosen for the fit are those corresponding
to the peaks located at about 2045µs, 2403µs and 3491µs, which can be unambiguously ascribed
to a given set ofd-spacings and Miller indexes [hlm], as shown in table 2. The unidentified peak
located at aboutt=3750µs in figure 10 may be contributed by some impurity in the lead sample and
was not included in the fit. The angle calibration is based on independent knowledge ofL1 from
the flight path calibration which, however, requires independent knowledge of the detector angle.
Thus the two calibration methods were combined in an iterative procedure until convergence on
a consistent set of 2ϑ , L1 and t0 values was reached. The calibrated values of the instrumental
parameters derived by this procedure are reported in table 3.
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parameter value

L0 (11.055± 0.021) m
L1 (0.685± 0.020) m
2ϑ (26.7± 2.0)◦

t0 (-4.95± 0.30)µs
E1 (6.677± 0.053) eV
E2 (20.878± 0.095) eV
E3 (36.688± 0.142) eV

Table 3. Calibrated instrumental parameters.

4. Analysis

The H signal peaks derived from the measured time of flight spectra can be analyzed to yield
the single particle dynamics of the H nuclei in the sample within the framework of the Impulse
Approximation (IA) [11]. The inelastic neutron scatteringcross-section for unpolarized neutrons
is related to the dynamic structure factor S(q,ω) via the relation [12, 13]:

d2σ(E0,E1,2ϑ)

dΩdE1
= h̄−1

√
E1

E0

[
|b|2S(q,ω)+ (|b2|− |b|2)SI (q,ω)

]
(4.1)

whereb is the scattering length,E1 the energy of the scattered neutron,E0 that of the incident
neutron and 2ϑ is the scattering angle. At the highq values in the experiments, the scattering is
entirely incoherent, that is it occurs from single particle. The interpretation of DINS data relies
essentially on the fact that, provided the momentumh̄q transferred between the incident neutron
and the target system is sufficiently high, the inelastic neutron scattering cross-section provides a
direct probe of the distribution of atomic momenta in the target system. Within the framework of
the IA, the inelastic neutron scattering cross-section in equation (4.1) is:

d2σ(E0,E1,2ϑ)

dΩdE1
= h̄−1

√
E1

E0

[
|b2|SIA(q,ω)

]
(4.2)

where

SIA(q,ω) = h̄
∫

n(p) δ
[
h̄ω − h̄ωr −

p · h̄q
M

]
dp (4.3)

In equation (4.3)̄hωr is therecoil energy:

h̄ωr =
h̄2q2

2M
(4.4)

The physical implication of equation (4.3) is that scattering occurs between the neutron and a single
particle, with conservation of kinetic energy and momentumof the particle+neutron system. The
term h̄ωr is the kinetic energy the struck particle would have, providing it were stationary and
absorbed all the momentum transferred by the neutron. It gives the center of the observed peak
at a givenq associated with the particle of massM. The momentum distribution of the struck
particles broadens this line by a similar mechanism to the Doppler broadening of spectral lines by
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atomic motions. Since the position depends onM, different mass particles in the sample can be
distinguished in the observed spectrum.

If the IA is valid the two dynamic variables,ω andq, can be explicitly coupled through the
definition of the scaling variabley as [12]:

y =
M

h̄2q
(h̄ω − h̄ωr) (4.5)

Equation (4.3) can then be reduced to the form

SIA(q,ω) =
M
h̄q

J(y, q̂) (4.6)

where

J(y, q̂) = h̄
∫

n(p′) δ (h̄y−p′·q̂) dp′ (4.7)

J(y, q̂) is the Neutron Compton Profileand is formally the Radon transform of the momentum
distribution. The quantity ˆq is a unit vector, asJ(y, q̂) no longer depends on the magnitude of
q. The functionJ(y, q̂)dy (sometimes also indicated asF(y, q̂)dy in the literature) is physically the
probability for an atom to have a momentum parallel to ˆq of a magnitude between̄hyandh̄(y+dy).

In an isotropic system, the direction ˆq is immaterial, and equation (4.7) becomes

J(y) = 2πh̄
∫ ∞

|h̄y|
p n(p) dp (4.8)

The single-particle mean kinetic energy,〈EK〉, is related to the second moment ofJ(y) via:

∫ ∞

−∞
y2J(y) dy= σ2

y =
2M

3h̄2〈EK〉 (4.9)

whereσy is the standard deviation of the Neutron Compton Profile.
The standard expression for the number of neutrons detectedin time channelt in an inverse

geometry spectrometer is: [14]:

C(t) = 2h̄

[
2
m

] 1
2 E3/2

0

L0
I(E0)D(E1)N

d2σ
dΩdE1

dΩ (4.10)

whereI(E0) dE0 is the number of neutrons incident with energies betweenE0 andE0+dE0, D(E1)

is the probability that a neutron of energyE1 is detected,N is the number of atoms in the beam and
dΩ is the solid angle subtended by the detector. The count rate can be expressed in terms of the
Neutron Compton Profile as:

CM(t) =
E0I(E0)

h̄2q
AMMJM(yM) (4.11)

where:

AM =
2
L0

D(E1)

√
2E1

m
dΩ NMb2

M (4.12)

with JM(yM) being the Neutron Compton Profile for massM andyM is given by equation (4.5).
A basic assumption of the IA is that the scattering is incoherent, hence if there are a number of
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different masses present in the sample the overall count rate is simply obtained by summing the
contribution from atoms of different mass. The count rate isthen:

C(t) = ∑
M

CM(t) =
E0I(E0)

h̄2q
∑
M

AMMJM(yM) (4.13)

In the derivation of equation (4.13) it is assumed that theinstrument parameters L0,L1,2θ andE1

are known exactly. In reality these quantities can be assessed only according to some probability
distribution P(L0,L1,2θ ,E1), which determines the instrument resolution. The measuredcount
rate,Cm(t), is an average over the possible values of these parameters,weighted by their probability
of occurrence:

Cm(t) =

∫
CM(t)P(L0,L1,2ϑ ,E1) dL0 dL1 dϑ dE1 (4.14)

The exact incorporation of the instrument resolution function would entail the evaluation of this
four dimensional integral for each data point, in addition to the convolution int, required to incor-
porate the uncertainty in the measurement of the time of flight. To reduce data processing times,
the Convolution Approximation is assumed in the data analysis, i.e. the resolution is incorporated
as a single convolution int space, with a mass dependent resolution function,RM(y). Thus equa-
tion (4.13) is modified to:

Cm(t) =
E0 I(E0)

h̄2q
∑
M

AM M JM(yM)⊗RM(y) (4.15)

It is worthwhile mentioning that the IA is strictly valid only in the asymptotic double limitq →
∞, ω → ∞, keepingy constant. For finite values of the energy and wave vector transfers, the
longitudinal momentum distribution retains an additionaldependence onq which is known as Final
State Effect (FSE). A detailed description of this contribution can be found in references [15, 16].

5. Results

The time of flight spectra of water at each thermodynamic state show four main recoil proton peaks
(see for examples figures 7 and 8), corresponding to the four resonances of the

238
U analyzer (see

table 1). Thus the time of flight spectra, transformed iny space within the framework of the IA
according to equation (4.5), provide four corresponding response functions,F(y), namely the ex-
perimental Neutron Compton Profiles. Due to the poor statistics, the recoil peak corresponding to a
final neutron energy of 66 eV (fourth238U resonance) has not been considered for further analysis.
A total of nine experimental response functionsF(y) have been analyzed: sixF(y) for the room
temperature sample (for the Al and TiZr containers) and three for the higher temperature one (for
the TiZr container). Each group of spectra has been fitted simultaneously using a minimization
procedure based on the MINUIT package [17]. The fitting procedure employed a single Neutron
Compton Profile of the proton in the molecular system under study,J(y), convoluted with the reso-
lution functionRi(y), corresponding to the specific final energy. Generally speaking the resolution
function is a convolution of a Gaussian and a Lorentzian lineshapes: the first component describes
contributions due to the uncertainties on the geometrical parameters (L0, L1, 2ϑ ), the time of flight
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t and the Doppler component of the resonance absorption crosssection; the Lorentzian component
is due to the intrinsic single nucleus (Breit-Wigner) resonance cross section. Thus the experimental
response functions,Fi(y) can be formally written as:

Fi(y) = J(y)⊗Ri(y) , (5.1)

whereJ(y) does not depend on the value of the index (i is the resonance index defined in section 3).
In order to compare the results obtained with the two spectrometer configurations theJ(y) has

been fitted using different models for the proton momentum distribution. The isotropic Gaussian
model, the simplest model to use in the fitting procedure, yields:

J(y) =
1√
2πσ

·exp−
y2

2σ2 (5.2)

whereσ is related to the mean kinetic energy by the relation:

〈EK〉 =
3

2m
h̄2σ (5.3)

Previous DINS work performed on non-hydrogen bonded and hydrogen bonded systems has clearly
demonstrated that it is only a crude model which does not fully account for the physical charac-
teristics of the proton dynamics [18 – 21]. A more sophisticated model, which better describes
the proton dynamics in the case of supercritical H2O [19] and solid H2S [18], is the anisotropic
Gaussian model for the proton momentum distribution, whereJ(y) is given by [18]:

J(y) =
∫ 1

−1
d(cosϑ)

(cos2ϑ
σ2(ẑ) + sin2ϑ

σ2(t̂)
)−1

√
2πσ2(̂t)σ2(ẑ)

exp

[
−y2

2

(
cos2ϑ
σ2(ẑ)

+
sin2ϑ
σ2(̂t)

)]
(5.4)

The corresponding mean kinetic energy is:

〈EK〉H =
h̄2

2mH

(
2σ2(̂t)+ σ2(ẑ)

)
, (5.5)

whereσ (̂t) andσ(ẑ) define the widths of two Gaussian momentum distributions, perpendicular
and along the hydrogen bond, respectively [20]. In the special case of a single isotropic Gaussian
momentum distributionσ (̂t) = σ(ẑ).

A non Gaussian model forJ(y) has also been considered, i.e. a general series expansion such
as the Gram-Charlier series, involving Hermite polynomials, Hn(x) [22]. In the case of a liquid,
where the average distribution of wave vectors is isotropic, the general expansion of a symmetric
longitudinal momentum distribution yields the form [20, 22]:

J(y) =
exp−

y2

2σ2

√
2πσ2 ∑

n

an

22nn!
H2n

(
y√
2σ

)
(5.6)

Final State Effects can also be incorporated by properly inserting H3(
y√
2σ

) andH4(
y√
2σ

) polyno-
mials.

This model, recently used to describe the DINS response function from liquid water in bulk
and confined geometry [11, 20], provides at present the most satisfactory physical description of
the proton momentum distribution. The following sections report results from the fits of the exper-
imental data, in both RD and RF configurations, using the different models introduced above.
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Figure 12. Proton experimental response functions,F(y), and results from the fits obtained using an
isotropic Gaussian model forJ(y), of H2O sample at [p=1 bar,T=293 K] in a) Al container upper panel (left
panel,E1 = 20.8 eV, rightE1 = 36.6 eV) and b) TiZr container (lower panel, leftE1 = 20.8 eV, rightE1 =

36.6 eV).

5.1 Proton mean kinetic energy in H2O at [1 bar, 293 K]

At this thermodynamic condition six experimental proton responseF(y) functions recorded in
the RD configuration were in principle available, three fromAl and three from TiZr sample con-
tainers, respectively. However, due to the contamination of the first recoil peaks by the back-
ground contributions discussed in section 1, only fourF(y) functions were included in the present
analysis. These functions, fitted using the isotropic Gaussian model forJ(y), yielded the value
σy = (4.42±0.18) Å−1 which corresponds to a value for the mean kinetic energy〈EK〉= (122±10)
meV. An example of these results is shown in figure 12 which shows experimental and fitted re-
sponse functions from water in Al (upper panels) and TiZr sample containers (lower panels). The
experimental response functions have also been fitted usingthe anisotropic Gaussian model and
non Gaussian model forJ(y), introduced in equations (5.4) and (5.6). These yielded theresults
summarized in table 4. The table also reports results obtained from DINS data recorded with
VESUVIO operating in RF configuration at the same [p,T] conditions [21].

5.2 Proton mean kinetic energy in H2O at [100 bar, 423 K]

At this thermodynamic condition three experimental protonresponseF(y) functions recorded in
the RD configuration were available but only two were included in the present analysis because
of background contamination of the first recoil peak. These functions, fitted using the isotropic
Gaussian model forJ(y), provided a value ofσy = (4.7± 0.25) Å−1, corresponding to a value
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Figure 13. Proton experimental response functions,F(y), and results from the fits obtained using an
isotropic Gaussian model forJ(y), of H2O sample at [p =100 bar,T =423 K], in TiZr container (top panel
E1 = 20.8 eV, bottom panelE1 = 36.6 eV).

for the mean kinetic energy〈EK〉 = (137±16) meV. Figure 13 shows the experimental response
functions and the corresponding fitted functions.

The anisotropic Gaussian model and non Gaussian model forJ(y), have also been fitted to
the data, and results of these fits are also reported in table 4, together with values obtained for the
analysis of DINS data recorded in the RF configuration [21].

6. Discussion

Although previous works indicate that the proton dynamics in water is best reproduced by the non
Gaussian model [11] it is of some interest to compare the differentJ(y) models used for the fit of the
experimentalF(y) functions. The upper plot of figure 14 shows theJ(y) functions on a linear scale,
while in the lower plot, in order to highlight the behavior ofthe different lineshapes, the response
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Sample 〈ERD
k 〉 [meV] 〈ERF

k 〉 [meV]

Simple Gaussian J(y)
H2O [1 bar, 293 K] 122± 10 124± 3
H2O [100 bar, 423 K] 137± 16 129± 5

Spherically averaged J(y)
H2O [1 bar, 293 K] 144± 15 147± 8
H2O [100 bar, 423 K] 168± 16 156± 13

Gram-Charlier expanded J(y)
H2O [1 bar, 293 K] 149± 12 144± 3
H2O [100 bar, 423 K] 161± 8 156± 6

Table 4. Summary of the〈EK〉 values obtained from RD and RF measurements employing different forms
for J(y).

functions are plotted on alog scale fory> 10 Å−1. The differences in relative areas varies between
1% and 20%. The statistical uncertainty in they region around 10 Å−1 is about 25% for the
F2(y), while the differences among theJ(y) are about 5%-10%. Thus an improvement in statistical
accuracy by a factor 5 is needed in order to discriminate between the models. The differences
found for the〈EK〉 values obtained employing the fitting models mentioned in the previous section,
have been already observed in the analysis ofJ(y) in molecular systems such as H2S [18] and H2O
(both in subcritical and supercritical thermodynamical conditions) [20, 23]. In the former case
an approach based on equation (5.4) was employed and appreciable differences were found with
respect to a simple Gaussian approach. In the H2O case the employment of spherical averaged
Gaussian (equation (5.4)) and Gram-Charlier expandedJ(y) (equation (5.6)) both pointed out the
inadequacy of the simple Gaussian lineshape in describing the proton momentum distribution. In
both cases the high momentum tails of the non Gaussian lineshapes discussed above (see figure 14),
result in a larger second moment ofJ(y) and thus in a higher values of the proton mean kinetic
energy (see equation (4.9)).

For theF3(y) (E1=36.6 eV) the statistical uncertainty, in the samey region, is as large as 50%
so that a factor of 10 improvement in accuracy would be needed. Note that this is a conservative
requirement since it refers to the analysis of a single resonance. The simultaneous analysis of
several resonances is a more sensitive procedure in order todistinguish among the different models.

In future experiments using the RD configuration a factor of 10 improvement in statistical ac-
curacy will be achieved by 100 times better statistics, i.e.increasing the data accumulation time
and building a set of RD detectors covering a larger area. In addition an increase of the sig-
nal/background (S/B) ratio by nearly an order of magnitude will be achieved by raising the thresh-
old above 500 keV [7]. In this way it has been shown that it is possible to record recoil peaks above
70 eV final neutron energy [7]. The actual S/B improvement is somewhat sample dependent, but
a statistical improvement by a factor 2-3 should be possibleif the same experiment presented here
was repeated with a higher threshold.
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Figure 14. Comparison of differentJ(y) models. In the upper plot the distributions are plotted in the range
−20 Å−1 — 20 Å−1 on a linear scale; in the lower panel the same distributions are plotted in they> 10 Å−1

region and on a log scale to show the differences in the tail region.

The statistical uncertainty in the measurement is mainly due to background and it would pay
off if efficient means for background rejection could be devised. Use ofγ /neutron shields around
the RD bank can always be considered but this would mainly actagainst the environmental back-
ground; sample background would be less affected or it couldeven get worse because of multiple
γ /neutron interactions in the shield. Another approach is coincidence techniques. Theγ cascade
following resonant neutron absorption has typically a multiplicity of 2-3; simultaneous detection
events in pairs of YAP detectors facing the same resonance foil would provide a coincidence mea-
surement of the neutron absorption with much improved background rejection. This approach was
tested in a recent experiment where a pair of YAP scintillators was placed in sandwich geometry
on either side of a238U analyzer foil. The scintillators were 6 mm thick and light collection was
from the side via a reflecting light guide. With this detectorarrangement the amount of material
intercepted by the scattered neutrons before being absorbed by the foil amounts to a 6 mm thick
YAP slab plus 1 mm Al housing. The gap between238U foil and planar YAP detectors was about
2 mm. The YAP areas matched the foil area being 2150 mm2. This “sandwich” RD was used at a
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Figure 15. TOF spectra for a Pb sample and the RD coincidence set up described in the text. The
coincidence spectrum (full symbols, right hand scale) has asignal/background ratio that is 5 times better
than in the individual YAP spectra (empty symbols, left handscale).

scattering angle of 30◦. Shown in figure 15 are the TOF spectra collected from a Pb sample by the
YAP detectors individually (empty symbols) and in coincidence (full symbols). The improvement
in signal/background ratio is significant (a factor 5 as measured by the ratio of the intensities at
the resonance peak) but comes at a price of a drop in intensityby a factor 10. This confirms the
expectation that a coincidence approach would only be practical under measurement conditions
where the signal intensity is large, which is not normally the case on VESUVIO.

An alternative approach for background rejection is to perform measurements with different
foil combinations. In the RF configuration the “double difference” method entails the weighted
combination of three measurements without analyzer foil, with a thin foil and with a thick foil [14].
In this way the background effect is reduced and, especially, the Lorentzian tails contribution to the
instrument response is almost suppressed, which provides improved signal quality in the tail of the
recoil peaks. A somewhat similar approach can be consideredin the RD configuration by placing
a second analyzer foil in the path between the sample and theγ detector. This method is practical
provided there is enough room in the secondary neutron flightpath for inserting a second foil at
sufficient distance from the RD.

An important advantage of the RD configuration over the RF configuration is the extended
range of momentum and energy transfers. This can be argued byconsidering figure 16 where four
S(ϑ ,ω), corresponding to the first four H recoil peaks for the case ofH2O in the Al container
are shown. EachS(ϑ ,ω) peak is fitted with a Gaussian function (full line) in order todetermine
the recoil energȳhωr . The fitted recoil energies,̄hω(r,i), are h̄ω(r,1) ' 1.7 eV, h̄ω(r,2) ' 5.5 eV,
h̄ω(r,3) ' 10 eV and̄hω(r,4) ' 20 eV. Note the different number of experimental points in each peak:
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Figure 16. S(ϑ ,ω) functions for 2ϑ = 26.7◦ and final neutron energies of about 6.67 eV, 20.8 eV, 36.6 eV
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this is due to the non linear relationship between time and energy, so that the lower the TOF the
wider the sampled energy interval corresponding to a given fixed time bin.

As already mentioned in section 4, the Impulse Approximation is strictly valid only in the
limit (q,ω) → ∞. For finite values of the wave vector and energy transfer a final state effect
(FSE) correction should be applied to theJ(y), but the correction becomes vanishingly small for
increasing values ofq andω . This is illustrated in figure 17 which shows aJ(y) obtained through a
non Gaussian fit (Gram-Charlier expansion) whereH3(x) andH4(x) polynomials have been inserted
to account for the FSE corrections. The dashed line in each panel shows the FSE component
[JFSE(y,q)−J(y,q)]. It can be noticed that for the lower panel (E1 = 36.6 eV andqp = 69 Å−1, qp

being the value ofq at the recoil peak) the effect of the final state interactionsprovides a smaller
contribution as compared to the one in the upper plot (E1 20.8 eV andqp = 52 Å−1). As already
pointed out, the RD configuration is capable of detecting scattered neutrons well above 10 eV,
which is the RF limit. In the present experiment the RD spectra at 2ϑ = 27◦ were analyzed up
to 36.6 eV final neutron energy and these 2ϑ and E1 values were used in figure 17. However
at least the 66.0 eV resonance will be accessible under optimal experimental conditions allowing
to extend the(q,ω) range even further. Furthermore sinceq increases with increasing scattering
angle, for a fixed final neutron energy, it can be argued that the FSE contributions will be so low in
a complete RD array covering an extended angular range that it should be possible to add theF(y)′s
at fixed final energy recorded at different angles. This is a simplification in the analysis meaning
that the statistical accuracy needed to discriminate amongthe different models could be achieved
by adding measurements from different detectors no matter where they are placed. Quantitatively,
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Figure 17. Longitudinal Compton profiles (full lines) corresponding to final energies of 20.8 eV (upper
plot) and 36.6 eV (lower plot) obtained through equation (5.6) whereH3(

y√
2σ

) andH4(
y√
2σ

) polynomials
have been inserted to account for FSE corrections. The dashed line in each panel represents the difference
(JFSE(y) - J(y)). qp is the wave vector transfer value calculated at the proton recoil peaky = 0.

the maximum value ofqp accessed by the6Li-glass detectors in the present experiment is about
118 Å−1 (for the detectors at about 68◦) corresponding tōhωr ' 29 eV, which is comparable to the
values obtained considering a final neutron energy of 66.0 eV(fourth 238U resonance) which gives
qp ' 90 Å−1 andh̄ωr ' 20 eV, but at a scattering angle of 27◦. At E1 = 66.0 eV and 2ϑ = 70◦ qp '
220 Å−1 and h̄ωr ' 100 eV. In the end this means that an optimized RD array will have a better
statistics, will provide access to a broader kinematic range than possible with the RF configuration,
with a corresponding reduced sensitivity to systematic (FSE) effects and improved overall quality
of the measurements.

7. Conclusions

Deep Inelastic Neutron Scattering measurements on liquid water have been performed at the VESU-
VIO spectrometer using the Resonance Detector configuration. The experimental response func-
tions have been analyzed yielding values of the mean proton kinetic energy in agreement with
parallel measurements using the Resonance Filter configuration, thus demonstrating the reliability
of the RD approach even in a case where the RD measurement conditions were not optimal. Anal-
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ysis of the DINS experimental data recorded in RF configuration ([21] and table 4) provides values
of 〈EK〉 with better statistics as compared to DINS measurements in RD configuration. However
it has to be stressed that in the former measurements, DINS spectra were recorded by 326Li-glass
detectors whereas in the latter only a single YAP scintillator was available. Furthermore the YAP
detector size was six times smaller than a single6Li-glass detector, with an overall detection area
in the RF configuration about 200 times larger than in the RD configuration.

The projected performance of an array of RD detectors optimized for DINS measurements is
encouraging in terms of reduced sensitivity to systematic effects and improved overall quality of
the measurements. The data analysis procedure employed in the present experiment leads to results
which are consistent with those obtained on DINS measurements in the RF configurations. We thus
envisage an extended use of RD banks optimized for DINS measurements as part of imminent and
future upgrades of the VESUVIO detector system.
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