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ABSTRACT

In this paper, we describe the development of a aew innovative tool of video mashup. This
application is an easy to use tool of video edifimggrated in a cross-media platform; it works
taking the information from a repository of videarsd puts into action a process of semi-automatic
editing supporting users in the production of videashup. Doing so it gives vent to their creative
side without them being forced to learn how to assomplicated and unlikely new technology.
The users will be further helped in building theiwn editing by the intelligent system working
behind the tool: it combines semantic annotatiaggtand comments by users), low level features
(gradient of color, texture and movements) and eyl features (general data distinguishing a
movie: actors, director, year of production, etm)furnish a pre-elaborated editing users can
modify in a very simple way.

Keywords: Video MashUp, easy-to-use and intuitierface, inexpert users, intelligent system

INTRODUCTION

In the last two decades a new era started fornatewith the birth of Web 2.0, in the same way allye
important revolution is happening for the web segsiand tools. This can be considered as the deuivaf

the birth of Web 2.0 that is to furnish the chamgesach user of tailoring the selection of rescsirdbe
presentation of contents and the navigation stracto his own specific model and context of usage
[Bordwell and Thompson, 1994]. At the same timedh be seen a convergence process between media
changing the current entertainment landscape. dheecgence consists in the fusion of old and newlkiof
media into a unique setting of multifaceted digtedhnologies giving the birth to a cross mediangaork
[Jenkins, 2006] whose audiovisual contents go raaemore through different media. On a paralleh pes
can see that even users are changing their owrt&nteent experience: creative users are no losagsfied
with a passive use of the contents offered byrhaitional media and try to gain something moreriesting
from the remixing and mutual exchange of audioisoaterial. The contents already existing are tefkem
many different sources and remixed at differenelev- audio, video and both at the same time—ierotal
create new kinds of cultural and artistic produtigese new contents can be defined as video maghup.
video mashup is an audiovisual content obtaineoltyn the editing of pre-existing material which hegn
remixed in a new creative product conveying newmimggs. They are the perfect reply to creative detean
but, at the same time, to communicative and exahaegds, rather than of social critique, of infdioraand
education. The illustrated landscape is the stanivint for the development of our application wiitle aim

of easing and induce users to create video mashup.

In this paper we describe an innovative methoditlier video clip retrieval and the creation of auttma
editing supporting a recreational activity like @@ mashup. Using low level features (LLF), highelev
features (structured following index terms or dgsgors of a specific ontology regarding the cineimat
world) and free tags written in by the users, thethad has been conceived as the working proceasefv
tool of video mashup. It is different from all ti¢her tool found in the actual state of art — andill be
deeply explained in the next sections — becausivs:

(a) to explore in an innovative way a repositorgtaming motion-picture clips;
(b) to create automatically editing which simplifie process of creative mash up.

The innovative way mentioned before concerns ttevkedge part of the repository, structured follogven

ontology which mirrors the personal cinematic wasfdhe audience. In this way the user is no moreefd
to search for contents through other means witlittomal searching methods (e. g. Google, Yahobjotigh

this behaviour the user avoids both a considenaflgte of time and a partial dissatisfaction of tbsults
obtained (or not obtained fully) through criteriéfetent from the cinematic rules. Apart from tlidvantage,
the method provides the user with an automatidredjprocess which helps him in his creative taskngj

him the contents with a semantic coherence angdiat&t homogeneity.

RELATED WORKS

As the video mashup and video sharing become muodensore widespread the same happens with the
possible applicative solutions in order to suppmers during the process of video editing. Apainfithe
professional tools on the market like Adobe Preenigwww.adobe.com], Apple’s Final Cut Pro
[www.apple.com/it/finalcutstudio] and simplest teolfor amateur users like Apple’'s iMovie
[www.apple.com/ilife/imovie] and Windows MovieMak@vww.microsoft.com], during the last two years
lots of online tools proliferated. These were chtedzed mostly by a peculiar simplification of the
functionalities offered (i. e. JayCut [http://jayaom], JumpCut [www.jumpcut.com]). These are toslth

the video editing as a main and general functibnakhile examples like Cufsvww.cuts.com] and Sweeney
Todd Trailer Editor powered by GorillaSpot [www.smeytoddmovie.com] have been created specifically
for the video mashup and offering the chance toixeaiieady existing contents. These examples diee t
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user the chance to mix clips coming from movie®ider to be handled, modified and remixed by users.
Nonetheless, all the examples mentioned do offiéherean appropriate quantity of contents in theosgtory

nor functionalities of automatic video editing essin some way the job of amateur users. Reseaudies
focused mainly on this aspect trying to supply ss@th an automatic or semi-automatic process iingdn
order to help them in realizing their own creatibtost of these researches developed applicatiopastipg
video editing of amateur contents coming from videoording of the users themselves. A first grofip o
applications selects through the contents recobgettie user only those with a high level of quattiyough
which can be realized a product of video editingr Example, Hitchcock [Girgersohn et al., 2000]edé&t
automatically suitable clips in the raw video mateand presents them to the user for selection and
adjustment. Using the automatic analysis of theewidombined with standard editing rules, Hitchcock
deletes all the shootihgudged not suitable to be inserted into the vidéiting because of the low quality of
the movements of the camera, e.qg. fast pan, slomzénother method [Kumano and Ariki, 2002] based o
automatically extracted metadata divides automidititiee raw video material into useful section arsless
section (such as “hand shake” and “failure camerki)oto extract appropriate shots and present tteethe
users. LazyCut [Hua et al., 2005] tries to helpuker providing a semi-automatic video authoriragda on
context aware authoring templates; another sefiepplications automatizes completely the vidediegli
process adding a soundtrack accompanying the doobeisidered more suitable [Peng et al., 2008, &tua
al., 2004]. While the methods illustrated up to nese exclusively the automatic analysis of the wided the
automatic extraction of the features to realize dbomatic editing, other researches try to explarious
metadata to ease the task of video editing: udiregaudio transcript, generated from closed-captgni
information and speech recognition, to provide ipldtpoints of view of a video with different sentian
content and at different levels of abstraction I(iding storyboard, editable transcript, etc.) [@aseet al.,
2002]; using the semantic annotation and rhetcamedd method to support the selection and automatic
editing of user-requested content from video foetf8pcconi, 2004]; using the automatic analysivideo
and audio content joined with the text analysishef commentaries in order to divide in a correcy wee
boundaries of the meaningful scenes (for exampdeirsg a goal in a football match) during sportsrésen
order to insert them in an automatic summary [Weingl., 2005]. Differently from the tools illusteat up to
now, our tool mixes together automatic extractidnfeatures coming from the automatic analysis and
semantic annotations. This process is realizedderato give the chance of an original researcbudin a
huge amount of contents to be used for the videshopaand for creating automatically a draft of iadit
coherent and stylistic homogeneous.

Preliminary Studies

Analysis of current video Mashup

The video mashup is now a phenomenon more and mspread in the web: professional-produced
audiovisual contents are remixed to create newersitthat enter in the entertainment landscapeingea
bidirectional cross-media experience [Askwith, 200 this context the author becomes a bricoléwavy-
Strauss, 1974], able to remix in a creative waygxisting contents. Nevertheless the actions linkethe
video mashup are numerous and with different desasdfar as the communication is concerned. Fer thi
reason we can find very differentiated productsciléan be classified in sub-categories. In ordemilyze
critically and deeply this phenomenon, earning wis@iformation about the design of a new tool, we
analyzed all the different kinds of video mashupikable in internet. Studying the classificationseeady
existing in literature [Center of Social Media, 830Gallagher, 2008] which worked as a starting p@mew
typology comes out: in this each detected type Ieean deeply defined in its semantic, syntactic and
communicative characteristics. This classificatlmrsts out more than one method already employed in
researches like ours [Diakopoulos et al., 2007;wShad Schmitz, 2006]: a qualitative analysis of the
documents and a two-months observation have beploied together. Two video portals have been
analyzed. The first is TotalRecut [www.totalrecatrd having as an explicit aim that of collectingle®
mashup, while the other YouTube [www.youtube.cosnppened to accept each kind of audiovisual content
During the observation more than 600 video masthgsen between the most popular have been analyzed
and the comments applied to them monitored. Sonibeofixed criterions, drew from the existing laéure
about the semiotic of the audiovisual and cinemay[@ordwell, 1997; Casetti and Di Chio, 1990; €as,
2006; Moine, 2005; Rondolino and Tomasi, 1995; Tsir2004;] , use in the analysis are:

= Communicative aims. convey the purpose the user would like to comwatei to his audience
concerning the video products he used (Parodyiegl€ative, Critical, etc.)

= Stylistic aspects of the video:

- Type and rhythm of the editing: it is useful to Beip the prevailing type of editing used insideeth
mashup (parallel, etc.)

A shooting is amwudiovisual segment of changeable duration
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- Toning effects and/or titles: it points at the agpaion of a toning effect or at user-edited taxinies
inside the video

- Use of photos, still footage and slow-motion: ibwls video effects applied to slow down the flow of
the video

= Stylistic aspects of the audio:

- Change of soundtrack and/or dubbing: it shows a@ioraevhich synchronizes a new audio file to the
video file already chosen

- Insertion voice over: it shows the insertion of arative voice which works as a comment on the

showed images

=  Semantic aspects:

- Kuleshov effect: it shows that some of the segmkatsbeen reused in a new and different contekt tha

changes its original meaning [Shaw and Schmitz628@leshov, 1974;]

- Change in the role of actors and in the genréhains a change in the role of actors and a changein
genre of the original video from which come the@slused for the mashup

- Narrative dimension, coherence and semantic cobes$s: it shows a narrative or declarative

development realized through the characters ousiions focusing on a detailed topic

This classification does not aim to tell about thetual exclusivity of the partitions, but it hagher been
driven by a practice criterion focusing on pecities and recurrences in the analyzed videos. Emeas
identified go:

- from movie recuts (the material coming from movaasd serial TV is reused and manipulated with

recreational aims)
- to celebratory mashup or tributes (they represérbate to a particular character, genre, cultpraduct)

- to political and critical recuts (they mix togethematerial with the main aim to debunking or strgngl
criticize the contemporary society)

- to music video recuts (they have a prevailing aegimponent which goes together with the video one)
- to playlists (they point at letting the user kndw fauthor’s tastes) and so on.

Each genre has thus been subdivided in sub-genck$oa each of these there is a detailed descripgio
semantic, stylistic and communicative charactesstior example movie recuts have been divideccens
recuts (a single scene of a particular movie isdiged), trailer recuts (a new trailer from an 8rg movie is
created living a totally different meaning to tirggmal movie), alternate endings (proposing aki¢ive ends
for a movie or a serial TV), and fan film recutbdg films created mixing together products comiogn

different movies/serial TV). The following brief umary illustrates synthetically the emerging
characteristics of some genres:

Table 1. Example of classification of mashup

Kind of Communicati Stylistic Semantic
Mashup veam aspects aspects
Narrative
) Creative Voice_ over, Title, dimension,
Movie Narrative' audio change, change of genre
Recuts parodyiné new editing and
rhythm relationships,
Kuleshov effect
A-temporal
representation,

New soundtrack, .
no narrative

Tributes Celebrative title, shot and A b
slow-motion dimension, no
cohesion or
cohesiveness
Political
Critical, Change of Kuleshov,
and . . effect,
. parodying, dubbing and .
critical . coherence with
educational soundtrack -
recuts the treated topic
Music ‘ Mix audio, video | _NO narrative
. Celebrative, " dimension, pure
Video A editing created on A
aesthetic the audio rhvthm rythmic
Recuts Y representation

From this analysis and from the concerning clasaiiibn it comes out a high level of differentiatiohthe
actions commonly called mashup. The users exphess dreativity with lots of different communicagiv
aims focusing their attention on the products theg, carefully chosen for specific communicativesai
Thus a tool which supports this kind of activit&sould give, other than the functionalities neefied/ideo

4
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editing, even the chance to search in an intuithaner in order to find easily the scenes a useiddoe
willing of using. In order to express his own crei using already existing products the user doesneed

a video editing tool with extremely advanced fuoetilities (creativity comes out above all from tieice
and combination of meaningful clips, rather tharplgipg advanced functionalities to manipulate the
images). The main aim is the recreational one tteto a rapid understanding and to the re-elaiooraf
the initial products. These results were considémnetthe definition of the guidelines for the contepsign
drawing our attention on the different and pecutisams and needs that the users have during thess axf
creation of a video mashup and on the amusemeatsihat this process involves.

Analysis of current tools of video editing

In parallel with this research we developed an iséarcomparative analysis of five video editinglsfor

non professional users. We took into account Mowik& and iMovie which are the most popular and some
of the most recent tool web based (Jumpcut [wwwpeuh.com], Sweeney Todd Trailer Editor powered by
GorillaSpot [www.sweeneytoddmovie.com], Jaycutdhffaycut.com]). Through the analysis we triedital

out the standard de facto and the trends in desxgipiting an exam of the main aspects concernieg t
interface and specifics of functionalities. We feed mainly on the standards de facto expressingrdes
solutions which are the most strengthened durirgyglriod. Considering that standards are relatesbme
way with the users expectations in the use of viglgiting tools, they have to be considered havimgétive
part in the design process of a new concept. Basethe results some solutions can be considered as
standards because they are applied in almost #fleohnalyzed systems: for example the Drag & Drep

for the direct manipulation of the video, a Timetivisualized to edit simple videos (start and eithe clip,
title, transitions). New trends come out as webreyf they are not completely steady and uniforriwieen

the analyzed tools; they show a trend in the desfgiie concept and interfaces. First of all weeded a
lean recourse to textual menus in behalf of a wfie pervasiveness of graphical components (icons).
Secondly, the most recent tools which are the vested characterize themselves with specific funatibes.
These make them different from the other tools gimd the user instruments useful to satisfy peculeeds,
mainly recreational, of the users. JayCut is simgtd rapid in editing and exporting the createdeeojd
Sweeney Todd Trailer Editor emphasizes the coritebe re-elaborated, JumpCut gives the chancetixre
contents produced by other users. According taekalts coming from the analysis of the video editiools
available today, some other issues and guidelioesgdsigning new future tool interface were found. dn
particular the results of this comparative analgsevn our attention on the essential featuresttaag to be
included in our application and emphasized the jment role that has the visual and graphic comptanien
the current design trends.

In the following table we illustrated briefly th@mponents present in each of the analyzed toolsdeio
editing. After the analysis of the functionaliti@gailable for the users the table allows to compdia glance
the modules working at the back-end of the diffeteals.

Table 2. Comparison of the modules in each of tieyaed tools

Database Ontology Automatic Editing Rule Engine
Video Mashup Huge and| Ontology of | Automatic editing with| Rule Engine for|
Tool structured DB | the cinematic| semantic and stylisti¢ retrieval based
00 world homogeneity on LLF and
HLF
MuveeMix No Db No ontology Automatic editing with No Rule Engine
stylistic homogeneity
JumpCut No Db No ontology No automatic editing No Rule Bmyi
SweeneyTodd Small and not| No ontology No automatic editing No Rule Engine
structured Db
Hitchcock No Db No Ontology Automatic editing with Rule engine
stylistic homogeneity | based on LLF

Guidelines and Concept Design

Preliminary works allow us to point out some guides which drove us during the elaboration and the
definition of the concept. Some of them follow:

Simplification in the way of retrieval material to be re-elaborated: it should be easy for the user to find
simply and rapidly what he needs mixing togetherrdsearch with the editing phase in order to erealy a
unique flow of experience.
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Emphasis on the amusement and the serendipity: it should be favoured the retrieval of unexpeotetos
so that the creativity of the user can be stimdlateough new ways of finding the videos. These meas
should be able to take advantage from the passicihe users and to characterize the search aseat®nal
activity.

Versatility and characterization: it is strongly recommended to back users’ créatiin its numerous
appearances and for the various communicative ekpkoiting. at the same time, peculiar charactessind
functionalities exclusive of the tool compared tbess already available. The new tool has to satisé
different user needs emerged from the analysiti®fvideo mashups, giving at each user the podggibili
express his peculiar aims in order to create aifip&md of video mashup. Besides the tool haslewelop a
set of functionalities that are immediately recaghie by the users as original and innovative.

Reduction of control (set filters) favouring easiness of use: a strongest easiness in managing the editing
functionalities allows users to focus mainly on coumicating different and personal meanings rathan bn

the technical perfection of the editing work. Fifteset in advance to automate editing operatidos/aleven
non expert users to create videos with new meanwifout being discouraged by the huge number of
functionalities and rules to be settled.

Improvement of visual and graphic components to the detriment of textual menus and direct
manipulation of the elements (drag and drop): the design of the interface must strongly rediseual
controls preferring a direct and intuitive managetw the videos which should be re-elaborated.

Starting from these guidelines, we defined a des@rcept for an online tool of video mashup. Thad ts a
web application that is conceived as a new fedran innovative paradigm of cross-media Intemtaént
experience [Simeoni et al., 2008]. Exploiting videditing with already existing contents the newagiggm
will favour the improvement of available contentslaheir exchange between different kinds of metre
application we illustrated is not created to woskaastand alone but rather as a web applicatitedirio a
project for a new interactive Tv (DynamicTv [Siméen al., 2007]]. This integration has been thoughta
part of a virtuous circle giving from one side ttigance to access to a repository with a large tyaok
contents and from the other side the chance to rpakéc the mashup on TV: in this way users shdéd
encouraged to realize their creative contents. rdffethe users the chance to participate at a eniqu
entertainment experience of creation should ineréhs quantity of contents available to the TV ande,
improving the exchange of audiovisual contentsuphodifferent media. User can navigate and inteeg
the repository choosing three different variablése celebrity, the topos and the “stilema”. Celebsi
represent the motion-picture or TV-serial actorgipalarly the most famous and recognized as ingdrt
figures of the cinematic world. The top@nfique Greektopos’) represent the narrative places that idicy
themes universally recognized as belonging to d defined genre (for more details s@atology of the
cinematic worldsection), like for example the gunfight, the attackhe stage coach and the robbery in the
western genre. The “stilema” represent predeterningual styles established analyzing the diffeptes
occurring in the history of cinema or directly letkto the genre culture. Users will be allowedhoase up
to two celebrities, a topos and a “stilema” in #@me query in order to receive as a result a coitepos
collection of clips representing celebrities inedrinto a typical narrative context having an hoerapus
visual style. The tool is not only a means to haveetrieval of the requested clips as a traditigearch
engine, but it returns as a result of the queryatomatic editing exploiting metadata (high and lewel
features) and tags. At the end of the processgbewill have a collection of clips provided witbherence
and homogeneity in its style. Once the requestpd tlave been found users can decide how to clthege

in accordance with their preferences (they can gédhe order the clips are inserted in the editaignge
the start and end points, modify the audio propsrtif each clip, etc.). Moreover we specificallgigaed a
concept suited for the cinematic and televisionsfaecause they are particularly predisposed torbeco
participatory audience [Anderson, 2005; Giest, 2D07

Architecture of the tool

In this section we present an architecture for sty the share and remix of video content, disedsn the
previous section. This architecture (Fig.1) repnés@ conceptual model which describes the mainuesd
cooperating within the MashUp framework, togeth@&hwhe communication channels between each module.
In the following sections it will be first provideal brief description of the phase of pre-processirgclips
before they are placed into the repository and therll be depicted an overview about the functbties

and the main implementation details of the systesdutes.
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Figure 1: abstract model of the architecture ofNtashUp Tool

Video database and metadata generation

In order to allow a correct working of each modilliestrated in the next section, it is strongly assary a
pre-processing phase on the videos inserted ietogpository. Before we go into details of the désion, it
will be beneficial to introduce some important terrelated to videos. Motion picture specialistxpptually
segment a video into a hierarchy of partitionsthes one shown in Figure 2, where the level of séiman
increases from bottom to top. Accordingly to thecdmposition, on a first level a video can be catghy
and disjointly segmented into a sequencese#nes where each scene depicts and conveys a high-level
concept or a story (for this reason scenes arerafsored to as Logical Story Units, LSU [Hanjadit al.,
1999]). Actually, the concept of scene is much ottian motion pictures, because it ultimately oréges in
Greek theater. However, while a scene is traditiprzacontinuous sequence that is temporally aratiaiy
cohesive in the real world, on the contrary (agddn [Cotsaces et al., 2006)) it is not necessathesive in
the projection of the real world on videos.

S
mmﬁm
S (e

Figure 2: A hierarchical decomposition for video
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On a lower level, scenes can subsequently be seagdherio a sequence of basic video segments
namedshots While scene did exist before video, on the othand shots originate with the
invention of motion cameras and are considerecetthb longest continuous frame sequences that
come from a single camera take (i.e., what the carneages in an uninterrupted run [Cotsaces et
al., 2006]). Shots sharing common perceptual |lowllecharacteristics can then be clustered
together into higher entities callgdoups(or clusters)of shots (see Figure 2). Examples of groups
are visually similar shots, or video segments sigathe same camera motion. Finally, on the
bottom level of the hierarchy, one or mdrey-framescan be extracted from shots as static
significant paradigms of the shot visual-contertte video repository used for video mash-up
contains video material segmented at differentlteeé the hierarchy and the related metadata
(that are HLF=High-level Features, MLF=Mid-level afares, LLF=Low-level features,
MA=Manual annotations). In particular, in orderd@ate new content, the following entities can
be retrieved from the repository:



O©CO~NOOOTA~AWNPE

¢ Full length videos;

«  Clips of any length uploaded by users;
¢ Logical Story Units;

¢ Shots and groups of similar shots.

Full length videos

When full length videdsare inserted in the repository, they are enridiyeiLF that are metadata [Mu and
Marchionini, 2003] concerning title, genre, diractactors, year of production, origin country, éthis kind
of data are the typical ones used to describe @mphovies in the movie databases like for exarihjzB
[www.imdb.com]. They allow a structured knowleddédtte domain because these data contribute inibgild
the knowledge base offering a complete overviethefcinematic world.

Clips of any length uploaded by users

Since clip$ may be directly uploaded by each user, these eantiched by Manual Annotation (MA) in the
form of semantic tags added by the user at the mbafghe upload.

These two kinds of contents are both involved & phe-processing phase through which can be segthent
into LSU, shots and groups of shots.

Logical Story Units

Logical Story Units are automatically segmentedexguences of contiguous and interconnected shatsmgh

a common semantic thread. These units constitutatihe scenes autonomous in their meaning andahey
extracted as explained in [Benini et al., 2005]siBes HLF derived (automatically inherited) frone thull
length videos metadata (of which are part), or fnmetadata structured on the basis of the ontolsge (
Ontology of the cinematic world section) and inedrin a subsequent period of time by the editifg®f
LSU can be enriched by some MLF such as duraticenes pace (e.g. to distinguish between fast sdenes
action movies and slow scenes in dramas), shasitram pattern and scene entropy for fast dialogue
indexing [Benini et al., 2008].

Shots and groups of shots

In order to extract the shots from the whole vidteis necessary to detect all possible types aisition
between two adjacent shots. These can be eithgrdigsolves, fades or wipes. The algorithm usedktect
shot transitions is based on the classical twinpaison method, where the error signal used toctlete
transitions is based on statistical modeling. Tistadce between two frame is estimated by evalgatie
difference of the corresponding color intensitytrilimitions. In order preserve also spatial coldorimation,
each frame is partitioned into rectangular regiand from each of them a color histogram is thenaektd.
The actual number of regions which provides the tragle-off between miss-detection (caused by geeaf
global histograms) and the false-detection (causethe global and local motion when small regions a
used), generally depends from the video spati@luéen. In general, in order to ensure an adequateing
of the histogram we adopted rectangular regionk wihumber of pixels at least ten times bigger tiwen
possible values of the histogram. Assuming thatcth@ents of two consecutive shots can be repreddnt
two independent random variables, an abrupt tiansis modeled as a drastic variation in the cdensity
function of adjacent frames while dissolves areedied evaluating the difference between the catmsity
function of the actual frame and the one preditigdhe dissolve model described in [Adami and Ledna
1999].

After being extracted, each shot is then describegdrms of Low-Level Features (LLF) which are plogs
characteristics related to color, motion and autiet can be directly extracted from the video streln
particular the investigated features are:

¢«  Color features

*  Vector Quantization codebooks extracted as destiibgBenini et al., 2006] which constitutes
an efficient index of the color structure of sheyirames;

. Dominant Color descriptor, as defined in MREGstandard, which specifies the most
representative set of colors in the shot key-frames

2 A full length video is a full motion picture insett in the repository by an editing office

3 Clip can be considered as video units that isaistial segments of different duration extractedifeofull length video,
automatically or manually. Consequently, a clip canabcontent uploaded by users, but even Logicaly Sfaits or
single shots automatically extracted.
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e Color Layout descriptor, as defined in MPEG-7 stadd which specifies the spatial
distribution of colors in the shot key-frames.

¢ Motion features

* Motion Activity descriptor, as defined in MPEG-7astlard, which describes the standard
deviation of the module of motion vectors in thenpoessed stream [Jeannin 2001];

e o-ratio descriptor, which measures the intensityhoman-perceived motion by computing the
ratio between the non-motion compensated macrdsblagainst the total number of macro-
blocks;

* Motion Vector Directions, which measures the amaifrmotion along the principal directions of
motion (up, down, left, right);

« Motion Activity Map, which measures the amount aftian and its spatial distribution along the
duration of the shot [58].

¢ Audio features
e Time-domain features (Zero Crossing Rate (ZCR));etc
e Frequency-domain features (spectrogram, etc.).

When all the LLF have been extracted they are metliin an XML file, which is stored and relatedthe
video segment. Based of the LLF characterizatioshofs, it is possible to group similar shots bylkaying
traditional clustering algorithms, to detect LSUuhdaries, to produce video summaries as in [Begtiil.,
2006] and to compare video segment similaritiebiwithe database. This helps in retrieving simsleots up

to specific user’s requests, expressed in the fafroquery-by-example, thus providing the user withikar
material for the composition of new video contéfur example, motion descriptors have been alreaalyepl

of being successful in video browsing applicatibgdiltering out all high or low action shots, as[Jeannin
and Divakaran, 2001]. In conclusion, rather thawirg only high level metadata the contents of the
repository can be enriched with useful mid and lewel metadata able to substantially contributeh®
retrieval process described in the next section.

Increasing the quantity of metadata in the repository

As described above clips may be gained either ft@riong video and so inherit their high level ndetiz or
they can be directly uploaded by each user. Irfiteecase we are sure that clips (LSU, shots ougrof
shots), derived by full length videos, bring witie all the high level metadata characterizing |tmg
video; most of these segments are manually anmbtateby the editing office with metadata structues
the ontology shows in the next section (€egology of the cinematic worlkkction). In the second we cannot
be sure about the data describing clips, so itccbalpossible that a clip has not information ghhievel but

it is plainly described through the tag the usestentuploading it.

In order to enrich the information about each snglip it has been created a Java module working as
described in the next paragraphs. Each one ofdjhestis characterized for being further articulated a
subdivision in places, figures and themes of thmsoaitself (se€ntology of the cinematic worlsection);
these are ordered in a table of the repositorjyabeach clip can be referred specifically to ohénem.

We need to use this table in order to find allwweds correlated with the terms saved into it. Vitl term
‘words correlated’ we mean synonyms, hyperonymgohyms that is all the words standing on the same
hierarchical level, one level above and one below hypothetical hierarchical tree having as a corept

the key term we take in consideration that is hetrbot of the tree itself.

The result of this process is another table coitgiall the terms divided per topos and attributéhe topos,
i.e. place, figure and theme, which once creatdidbeia permanent component of the repository. When
user upload his own clip, this module starts a sbréxploration through the data of the clip; iefle are
complete no actions will be done, on the oppoéithe field of topos is empty the module startsaitgk. It
explores the tag of the clip, reads them and coesptrem with the correlated terms saved into therot
table, in case there is a direct relation betweem terms or more, the corresponding topos term bell
learned and uploaded into the clip table so thabfammation is added and the information regardimg clip
is complete. Let us explain the whole process aithexample: the user upload a clip tagging it wlith
words ‘impenetrable equatorial forest’ and ‘seevatcher’ but without adding any other metadata mdigg
the topos and its sub properties. Once the Javalmatiarts to work it finds empty cells in the tepable
and goes to read the tag box comparing the terorsdfm it with the correlated words mentioned befdrhe
two sentences the user inserted can be respecteadyas paraphrases of ‘jungle’ and ‘spy’. Oncaralogy
is found the root word (that is the topos to whietiong the correlated words taken into considematiois is
added to the metadata: in our case the ‘place=gliagld the ‘figure=spy’ are included in the classifion of
the topos “Adventure”.

This module has been created through java and $beofi an multi-language dictionary, MultiWordNet
[http://multiwordnet.itc.it]. The cited website @s the opportunity to the user to process worddiffarent
languages while the Java Api passed through ade&ane created only for the Italian language. Boing
time in processing and storing the informationas Hbeen thought that it would be better to create dhis
process of enriching the metadata of the clip.tRir reason the module works creating at the béginand
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only once the new table with the topos and theiratated terms which will be saved definitely atble of
the repository and re-used each time it will beessary.

System modules

In this section we describe the function of theteaysmodules stressing in particular the contenptadin
which represents the most relevant “intelligenthéeéor of the system.

Dialog manager

The dialog manager is the module in charge of &shabg an interaction between the system and Hee. ut
is implemented as a Java Servlet receiving usecglasts and replies to them. It grants a completesacure
monitoring of data exchange due to its being thgquel/O point. All he actions made by each singler are
saved by the dialog manager into a log file acakbyethe user modeling manager. Besides this pyitaek
this module is able to assign different requestthéappropriate module; the requests are tailorethe
basis of the user's demands and the output is foledbto the user through the dialog manager.

Repository

All the clips and full length videos are contairiadhis repository. Each one of the clips is idied with a
unique ID apart from metadata both of low and Heglel. This kind of data are assigned to the clipry a
phase of pre-processing which are illustrated éngifrevious section.

Clip can be considered as the minimum video usit iha brief audiovisual segment extracted frolonger
movie sequence. This latter contains a series tdaaéa which will be inherited by all the clips dog out
from it [Mu and Marchionini, 2003].

User Modeling module

A user model is a knowledge structure that repttesthie profile of a single (registered) user. Theeathsions

in which the user description is structured referconcepts defined in the User Model taxonomy. This
taxonomy defines the concepts needed to descridrepusfiles. The user model in our application rteims
personal information and a multi-dimensional repréation of the user interests in each categorthef
domain ontology, by associating to each categorgxpressed value of interest. Notice that the méslel
initialized to a uniform set of values representthg same interest value for each domain catedgigh
values will be modified in the further update please

The user modeling manager initializes the user inaie updates it.

The data collected in the UM taxonomy are featdexssed from the registration form (e.g., age, jgénder,
interest in the different genres, etc.). The Used®ling module represents the interface betweesybstem
and the knowledge about the users. This module ¢harge of managing both the update of the UM éise
the user adds new useful information) as well asraquest of user data supplied by other moduleshE
time a module needs to get any information abaeiuger, it asks the user modeling manager.

Ontology of the cinematic world

In order to manage in a better way the conceptedédity and the relationship between the attribofethe
clips it is appropriate to describe in a semantiy the cinematic world [Schwarz et al., 2005]. dstbeen
formally structured in a conceptual model, an argglwhich allows reasoning and expanding the kndgde
through rules of inference. The main concepts efdhtology are the celebrities, the topos and titng
styles or “stilema” with their properties and thedated restrictions. The class containing the c#tleb has
been conceived to include those considered the faosbus actors on the Italian and foreign stage Th
ontology of the “stilema” identifies visual stylespeating through the history of the cinema andtitled
through three specific visual descriptors, thattheetexture and the color composition, and theadyism of
the movements. The topos have been specified filr ganre and characterized by three propertiesepla
figures and themes. Places are the typical envieoisnof a particular genre, figures are the recgrri
characters and themes are the narrative situadiistiactive of a specific genre. The western gdrae places
— the saloon, the bank, the hotel, etc. — figurédse-bandit, the Indian, the foreigner, etc. — Hraines — the
attack to the stage coach, the robbery to the bidwekfight, etc. The knowledge base has been snedtt
through the analysis of the reference literaturediso through the specific know-how of expertcioema
and strong cinema users. The ontology of the tdpas been structured firstly following the reference
literature [Brodwell, 1994-1997-2003; Casetti and@hio, 1990; Forlani and Bruni, 1998; Moine, 2005;
Rondolino and Tomasi, 1995; Tomasi, 2004; Tomasl®88;] by a group of specialists. Starting frons th
research topos come out divided into ten macroegeof the cinematic field. In the next stage twoufo
groups took place to validate them: nine usersiafigs in the domain per each; they were seletttemligh a
screening questionnaire that investigated the Beqy of movies’ fruition and their knowledge of thistory

of the cinema. The two groups were separated bylsigroup from 18 to 35 y.o., the 2nd group frédénto
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65 y.0.). Some stimulus were presented to the gsqugrticipants: overall a series of representaitiveges
of every specific genre, after which, the userseniavited to try to identify by themselves, chaesizting
places, figures and themes. After this “creativessson their topos were compared with the spet&abimes
defining all together those to be taken as valid tnose to be erased. These two phases have lpEatae
for each of the six macro genres that were analyRasdically, the main result is a substantial cioiecce of
the topos identified by the specialists and thaserged by the users that was true for both groOpiser
specific sessions of focus group were manageddividtuate the privileged celebrities to be includedhe
tool and the ontology of “stilema”. Besides thahest qualitative techniques with end users were used
combination, i.e. questionnaires to evaluate likamgl stardom of celebrities, and vis a vis intewgievith
specialists of the domain. The results of thesearehes allowed to define the ontology structuhiigg level
metadata for the clips in the repository. The adglallows a sort of retrieval in the repositorypegaching
categorization and division of contents distinctdfehe human mind. In Fig. 3 a screenshot of & plathe
ontology is shown: it goes down to the deepest li@rewo of the ten topos; it is not exhaustivetioé whole
but it gives a real idea of how the ontology iseleped.

Cinematic_world

Actor Director

‘Sulema|

Topos

isa

Science_Fiction Noir
hitp:ifwrarw. owl-ontologies. com/OntalogyllSﬁIBSUZB.QWI#haSPIaceI Instance* ‘ hitp/rararw. owl-ontologies. com/Ontology 1256135028 awlﬂaasFlaceI Instance* |
hitp:/fwrarw. owl-ontologies. com/Ontology 1256135028 nwlﬁxasThemel Instance* | http:/fwrarer. owl-ontologies. com/Ontology 1256135028, owlfmasTheme| Instance* ‘
hitp/wrarw. owl-ontologies. com/Ontology 1256135028 uwl#ﬁlasFlgure‘ Instance® ‘ hitpifwrarw. owl-ontologies. cum/Omulogyl256135028.0W1#§135F1gure| Instance* |

M 53 \%\i /za \Xsa
biopunk | cyberpunk | | military ‘ spy-fi ‘ pulp hard_boiled

Fig.3 Screenshot of a partition of the ontology

steampunk |

Rule engine

The rule engine is the most innovative componerthefsystem which works implementing the knowledge
base through a set of rules that specify how tooacthe assertion set [Stefik, 1995]. The knowledfja
domain expert is encoded into the rule set cangisf little more than a set @fthen statements providing
the basis for the so-called “expert-systems”. Itksapplying specified rules which follow this sofe

if (logical combination of user features/value [Rir
then (inferred movies features/value pairs)

to predetermined facts which have been arrangedvance and will be followed by the rules. The suke
planned to create are for example:

» rules of selectionprocessing the user’s criteria of selection inraelligent way in order to return only
the clip really interesting for him following thegferences saved in the user’s profile;

* rules of priority, returning the references to those clips belonginthe categories the user elected as his
favorite.

A simple example explaining the way these ruleskwomuld use the first kind of rules; the situatmuld be
as follows: the user chooses the values “actor=dpbepp”, while from her user profile it can be aed that
she is a woman aged 20 or more. The applied rulddame structured as

R1) if (gender="femalelage> 20)
then(genre = “sentimental comedy”)
returning the reference to a specific genre resiporo the requisite inserted into the user profile

Exploiting the preferences stored in the user fwofie can propose a way in which the rule enginddco
work managing the knowledge base contained in tihel@gy.

SupposeS is the rule-based system supporting the user & wé&h the choice of clips. Assume that
knowledge is represented as a set of rules andhbatnowledge base & contains very simple rules such
as:

R2) if (age< 18 0age> 140 gender = “female” )
then(genre = “comedyT] theme = “kiss)

The userAnne formulates her query requesting clips giving exivlely the name of her favourite actor.
Basing on the information stored in the user pecfile. Anne is a girl aged 16) and applying tHe R2the
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expert system returns the reference to those wlifrsthe explicitly requested actor and the infdrfeatures
(i.e.thencondition in the rule).

A simple and brief use case could explicitly expl#ie full process going from the query to the psscof
clips and from the cluster of similar clips to #wetomatic editing offered to the final user. Orntoe query is
inserted through the interface it is conveyed frtora Dialog Manager to the other components of the
architecture. The query owns detailed requisites i one or more celebrities, a topos and a fatle in
most of the cases in the repository there will bmerous clips responding to the requirements ofjtiery.

So it will be the rule engine to apply determinatés as illustrated above in order to select thetrsoitable
clips for each case and user. In case the useotitogged in another process work behind the system
different algorithms work together apart from thierengine and they establish different weightsefach
clip calculating this measure basing on the adlweref each clip to the query inserted by the userder to
give a reasoned answer to his query. During thiggss firstly the HLF are taken into consideratiafter
these are completely coincident with the requirdsmémserted through the query the process goed an a
lower level that is that of the LLF trying to firal full similarity in these metadata. ‘Full similgfi here
means not a complete sameness in the LLF of edglbuet rather clips having high weighted LLF. The
weight to which we refer can be based on each btigedfeatures mentioned in the previous sectiboat, is
color, dynamism of the movement and kind of textufeking into high consideration these low level
metadata clips are ordered following weights sgtigf the requirements of the query.

This has been described as being the most origimlvorthy part of the whole tool, that is whysitin a full
phase of development and deepening with the aioresiting complete and exhaustive algorithms cogerin
all the possible exception of each query.

User interface

The phase of designing the user interface had iffieutt aim to create a first version of the MaghJ ool
focusing above all on the extreme easiness of usifighe main point to take into primary considerathas
been the segment of public who should become esgryders of the tool that is not expert users. idibal
person who approaches himself to the mashup isrteavho likes or loves cinema and movies but cemsid
the mashup a playing activity not requesting speadbmpetences about more professional tools on the
market and on the web.

So the main aim followed in designing the userrfate has been that of respecting some simpleafule
simplicity and easiness of use. It has been dedignflash but its back-end is managed in javaughothe
JMF [http://java.sun.com]. The Java Media Framewisria Java API| which allows developers processing
media file and to handle them with operations kg copy, paste and so on.

Through the interface the user will be able to falate his requests through the various panels and
functionalities. The interface is mainly dividedarthree windows. The main window contains all theice
icons and areas through which the user gives hesydo start the search and having a movie editlng;is a
part of the tool which can be used by non-expegt asd able to return a complete movie productamith
going too deeply into processing video and audjmsdFig.3]. This window favors the visual commuation
rather than the textual one [Vellar et al., 20@&}ntifying the possible choices of the user throieghs. The
user can insert his request selecting first onaworactors and then a topos, finally even a “std&nThe
result will be seen in the big central panel ofititerface through which other changes are possips can
be modified and moved through the whole video tenthe Drag & Drop function. Selecting a clip pop u
windows will offer the user the chance to apply aabted functionalities to modify audio and videotiud
clips.

Figure 4: screenshot of the main window
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The second and the third windows contain respdgti@dvanced audio and video controls to modify and
handle the files. These have been created to akpert user to employ the tool as well as the nitgjof
professional software for processing video and @tiths. The functionalities are, as mentioned a&haut,
copy and paste both in the video and audio secttbrsapplication of a determined editing styleffects of
transition between different video clips, the ctergf the volume of numerous audio clips making it
homogenous and so, more professional.

User study

In order to test the acceptability of the concepha basis of the service, rather than the usegland the
complete series of functionalities, two focus gmuwpith 8 people per each have been organized. The 1
group was made of specialists in the use of vidditing tools (professional, like Adobe Premiere and
Apple’s Final Cut Pro, and simplified, like WindowovieMaker and iMovie). The" group was made by
experts of the cinematic world without any previoeperience with video editing tools, but possibly
interested in using video editing applications lie future. The collected data and the data analysie
exclusively qualitative.

The focus groups have been two hours long and besa divided into three main sections. During ihst f
phase, each one of the participants introducedéifrand told about his habits as far as the froimd/or
creation of the various kinds of audiovisual comration (trailer, commercial, clip, short film). €h
primary aims were both highlighting possible lackgunctionalities in tools at disposal of each ruselay

and listening to the needs and demands of the (sedseventually the motivations at the base ofdbk of

interest in using video editing tools).

During the second section three different tools ehdveen introduced to the users — MuveeMix
[www.muveemix.com], JumpCut [www.jumpcut.com], Sweg Todd Trailer Editor
[www.sweeneytoddmovie.com]: they are web based sjitbcific characterization (i.e. the first focusimg

its easiness of use, the second on its social &sgbe third on the contents to be remixed). Aaleation of
their functionalities has been asked to users thighaim of highlighting the most interesting andawmative
functionalities.

In the last section our concept application hasbeoduced through two use cases drawn in stamdsoin
order to evaluate its general acceptability anddtfiered functionalities plus having new ideas &future
development of the project. At the end of the fogusup users answered to a questionnaire: usergohad
point on the main five functionalities emerged frdme discussion that should enrich the functioiesliof
our new application.

As far as the application is concerned the reddig been quite homogeneous between the two griups.
emerges the need to create and compose videossényssimple manner, without a long training on the
applications. The main motivations in the lack eéwf the actual video editing tools on the masgesm to
be the excessive amount of time requested forileguand using these applications and the diffictdtyind
the raw material to starting from in the compositend creation of a personal work. But, in commerief
the tools already known by the user and the apits presented during the discussion, our topkiseived
more immediate to use and with bigger potentialitreorder to express the creativity of the uséirst of all,
the results highlighted the high satisfaction ie #toncept. The application is perceived as simplé a
intuitive to use. The emerged most liking aspents a

= the concept allowing to re-elaborate contents efrtiotion-picture (Paola, a user involved in theoselc
group, said The cinematic imaginary is so huge and various Wonderful that | can find the clips
that | want and combine them in a personal wayxfwress my creativity all in a single applicatipn

= the organization in topos, celebrities and “stilémidowing an original, amusing and innovative sgar
(Giorgio, a user involved in the second group, $aids search modality is very simple and original; i
is really made for people who loves cinéma

= the visual predominance rather than the textual ionthe settings of the application (Elisa, a user
involved in the first group, said: “I really likdn¢ idea to limit the textual command and labelhie t
interface. In this manner the interface is moraitive”

Some other suggestions that came from the userbevitonsidered in the future steps of design. rfiost
unexpected findings were:

= Users suggest to use the application not only &ater new videos, but also to compose “visual
playlists”, collecting the best scenes of the fiteomovies and letting them know and exchange with
other users. From the analysis of data it emergésngly the demand of a place where fruition and
creation can be carried out together: the usemshind express their enthusiasm about using the tool
even as an organized archive where finding pagicstenes to be watched once again (Elisa, a user
involved in the first group, said twould like to see again in sequence all the kissnes that | liked
most in the history of cinerfja

= Users suggest to limit the action of the rule eagimt in his selection activity but mainly in fgest-
production activity, because they were afraid ading control on their work, thinking that an
excessive work of the artificial intelligence woutdduce their creativity and their possibilities of
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expression (Marco, a user involved in second gisaig: ‘1 really like that the application could find
for me all the material that | want, even the cltpat | didn’t expect; but | don't think that it shld
modify them; this is my rdle

While the first suggestion would be strongly coesét in the next phases of the design, we consiger
second one less important. We think that the dgitaf the users against the intelligence of theneng
having reference to a misunderstanding of his petntiality. In fact, a major explanation of thernk of the
rule engine carried on during the last phase offdbas groups, in order to explain his action tppsrt the
users, has partially reduced the negative peraeplesides in the final version of the tool thisidtionality
will be hidden to the user that will receive onhetresults already post-produced. Then, to teslikimg of
this functionality, will be necessary not to askedtily to the user the acceptance of the philosaghthe
automatic support, but to compare the liking of plest produced results with the simply selected ramd
results.

Finally, the functionalities emerged as basic fribin questionnaire are those of establishing the atal the
end of each clip, the separated management ofuti® and video parts and, finally, the chance &erh
private and personal contents: these featurescmsidered essential from the 90% of the users ewgther
functionalities (for example the social aspectse Isharing contents and work in collaboration wither
users) gain a smaller consent.

Conclusions

In this paper we presented a new application cdwithashup working with a peculiar process and afigw
the editing of pre-existing contents apart fromaoi@vg the collection of contents and their flowahgh
different media. The application described in faatot a stand alone means but rather a web compémi a
new interactive TV. The main aim of this new apation is that of allowing easy and immediate editin
through a recreational process of handling andregthe videos. Nevertheless the work presentettigo
be considered a finished and completed work, kattthe first step of a huge cyclic project goingnfrthe
building of the application to its testing and baoka revision process up to the construction daba
satisfying the requests of the users.

At the moment as we described before the applicdias already gone twice through this process; ihsv
going through a major process of redesign in otdebe perceived by the user as more easy but more
complete in functionalities. After having completihis phase the application will be once again stibohto

a testing phase to establish if major changestéiraeeded.
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