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ABSTRACT

A fruitful direction for future data mining researevill be the development of technique
that incorporates privacy concerns. Specificallg, address the following question. Since
the primary task in data mining is the developmantodels about aggregated data, can
we develop accurate models without access to grec®rmation in individual data
records? We analyze the possibility of privacy atadmining techniques in two phases-

randomization and reconstruction.

Data mining services require accurate input datattieir results to be meaningful, but
privacy concerns may influence users to provideiepa information. To preserve client
privacy in the data mining process, techniques dawse random perturbation of data
records are used. Suppose there are many clieus,l@ving some personal information,
and one server, which is interested only in aggeegdatistically significant, properties of
this information. The clients can protect privacly tbeir data by perturbing it with a
randomization algorithm and then submitting thedaamized version. This approach is
called randomization. The randomization algoritferchosen so that aggregate properties
of the data can be recovered with sufficient prenis while individual entries are
significantly distorted. For the concept of usirgue distortion to protect privacy to be
useful, we need to be able to reconstruct the ralgiata distribution so that data mining

techniques can be effectively utilized to yield thquired statistics.

Analysis

Let x be the original instance of data at client i. Wadduce a random shift; ysing
randomization technique explained below. The serues the reconstruction algorithm
(also explained below) on the perturbed value + y; to get an approximate of the
original data distribution suitable for data miniagplications.

Randomization

We have used the following randomizing operatordata perturbation:

Given x, let R(x) be x+€ (mod 1001) where €hsgen uniformly at random in
{-100...100}.
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Reconstruction of discrete data set
P(X=x) = f X (x) ----Given
P(Y=y) =Fy (y) ---Given

P (Z=z) =t Z (z) ---Given

f (X/Z) = P(X=x | Z=2)

= P(X=x, Z=2)IP (Z=2)

= P(X=x, X+Y=2)/fZ (2)
=P(X=x, Y=Z - X)/ fZ (2)

= P(X=x)*P(Y=2Z-X)/ f Z (2)

= P(X=xX)*P(Y=y)/ f Z (2)

Results

In this project we have done two aspects of priya@serving data mining. The first phase
involves perturbing the original data set usingn@t@mization operator’ techniques and the
second phase deals with reconstructing the randmngata set using the proposed
algorithm to get an approximate of the originaladaet. The performance metrics like

percentage deviation, accuracy and privacy breashes calculated.

In this project we studied the technical feasipildf realizing privacy preserving data
mining. The basic promise was that the sensitiveegin a user’s record will be perturbed

using a randomizing function and an approximatehef perturbed data set be recovered

using reconstruction algorithm.
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INTRODUCTION

Data mining and knowledge discovery in databasest@p new research areas that
investigate the automatic extraction of previoushknown patterns from large amounts
of data. Data mining is concerned with the extoactf non-trivial, novel and potentially
useful knowledge from large databases. Sequendi@ thining techniques have been
applied successfully to a wide range of areas sgotustomer relationship management,
web mining, science, engineering and medicine. Hewea need for distributed and
parallel data mining techniques has emerged owep#st years. Data mining research
deals with the extraction of potentially usefulamhation from large collections of data
with a variety of application areas such as custoraltionship management, market
basket analysis, and bioinformatics. The extraatéarmation could be in the form of
patterns, clusters or classification models. Asstam rules in a supermarket for example
could describe the relationship among items boughether. Customers could be
clustered in segments for better customer relatipnmanagement. Classification models
could be built on customer profiles and shoppingavéor to do targeted marketing.
Many security and counter-terrorism-related deacisgupport applications need data
mining techniques for identifying emerging behayilimk analysis, building predictive
models, and extracting social networks. They ofteal with multi-party databases/data-
streams where the data are privacy sensitive. Elaatransactions, health-care records,
and network communication traffic are a few exaraplene power of data mining tools
to extract hidden information from large colleconf data lead to increased data
collection efforts by companies and government agsn Naturally this raised privacy
concerns about collected data. In response to tizdf mining researchers started to
address privacy concerns by developing special daitaing techniques under the
framework of privacy preserving data mining. Opmbs® regular data mining
techniques, privacy preserving data mining canpgmied to databases without violating
the privacy of individuals. Recent advances in daikection, data dissemination and
related technologies have inaugurated a new erasefarch where existing data mining
algorithms should be reconsidered from a different point oéwi this of privacy
preservation. Privacy preserving data mining i®@ehresearch direction in data mining

and statistical databases, where data mining seatdt analyzed for th&@de-effects they



incur in data privacy. The main consideration iivg@cy preserving data mining is two
fold. First, sensitive raw data should be modifiedtrimmed out from the original
database, in order for the recipient of the datatade able to compromise privacy.
Second, sensitive knowledge which can be mined faomatabase by using data mining
algorithms should also be excluded. The main oilmecin privacy preserving data
mining is to develop algorithms for modifying theginal data in some way, so that the
private data and knowledge remain private everr #fi@ mining process. In a nutshell,
the privacy preserving mining methods modify thigioal data in some way, so that the
privacy of the user data is preserved and at theesame the mining models can be
reconstructed from the modified data with reasopabturacy. Various approaches have
been proposed in the existing literature for prywpoeserving data mining which differ
with respect to their assumptions of data collectitodel and user privacy requirements.
The perturbation approach used in random pertunbatiodel works under the strong
privacy requirement that even the dataset formiegyes is not allowed learning or
recovering precise records. There has been somearods considering how much
information can be inferred, calculated or revedtedh the data made available through
data mining process, and how to minimize the leakafginformation. Overall privacy
preserving data mining is an emerging technology dan prognosticate future trends
and behaviors which could help to make proactiv karowledge driven decisions which

thus helps in making the business model more tagget



Chapter 2
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Overview

Data mining and knowledge discovery in databasest@p new research areas that
investigate the automatic extraction of previoushknown patterns from large amounts
of data. Recent advances in data collection, datendhination and related technologies
have inaugurated a new era of research where raxiddta mining algorithms should be
reconsidered from a different point of view, thit grivacy preservation. It is well
documented that this new without limits explosioh new information through the
Internet and other media, has reached to a poiatevtnreats against the privacy are very
common on a daily basis and they deserve seridokirily. Privacy preserving data
mining is a novel research direction in data minamgl statistical databases, where data
mining algorithms are analyzed for the side-effebty incur in data privacy. The main
consideration in privacy preserving data miningws fold. First, sensitive raw data like
identifiers, names, addresses and the like shoaldhbdified or trimmed out from the
original database, in order for the recipient of thata not to be able to compromise
another person’s privacy. Second, sensitive knogdedhich can be mined from a
database by using data mining algorithms should &le excluded, because such
knowledge can equally well compromise data privaay,we will indicate. The main
objective in privacy preserving data mining is &velop algorithms for modifying the
original data in some way, so that the private @aic private knowledge remain private
even after the mining process. The problem thaeanwvhen confidential information can
be derived from released data by unauthorized useralso commonly called the
“database inference” problem. In this report, wevpide a classification and an extended
description of the various techniques and methafletothat have been developed in the

area of privacy preserving data mining.



The following figure gives the framework of Privapggeserving data mining.
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Fig: 2.1
2.1 Classification of Privacy Preserving Techniques

There are many approaches which have been adapted\facy preserving data mining.
We can classify them based on the following dimemsi

* Data distribution

» Data modification

» Data mining algorithm

* Data or rule hiding

* Privacy preservation

The first dimension refers to the distribution @ftal Some of the approaches have been
developed for centralized data, while others rei@ra distributed data scenario.
Distributed data scenarios can also be classifecha@izontal data distribution and
vertical data distribution. Horizontal distributioefers to these cases where different
database records reside in different places, whalécal data distribution, refers to the
cases where all the values for different attribut=sde in different places. The second
dimension refers to the data modification schemeeneral, data modification is used in
order to modify the original values of a databds# heeds to be released to the public

and in this way to ensure high privacy protectibms important that a data modification



technique should be in concert with the privacyigyoladopted by an organization.
Methods of modification include:

* Perturbation, which is accomplished by the alteratof an attribute value by a new
value (i.e., changing a 1-value to a 0-value, airzginoise),

* blocking, which is the replacement of an existittglaute value with a “?”,

» Aggregation or merging which is the combinationseteral values into a coarser
category,

» Svapping that refers to interchanging values ofvittlial records, and

» Sampling, which refers to releasing data for onample of a population?

The third dimension refers to the data mining atpam, for which the data modification
is taking place. This is actually something thatas known beforehand, but it facilitates
the analysis and design of the data hiding algaritVe have included the problem of
hiding data for a combination of data mining alguns, into our future research agenda.
For the time being, various data mining algorithmse been considered in isolation of
each other. Among them, the most important ideas baen developed for classification
data mining algorithms, like decision tree induc@ssociation rule mining algorithms,
clustering algorithms, rough sets and Bayesian owdsv The fourth dimension refers to
whether raw data or aggregated data should be iid@lee complexityfor hiding
aggregated data in the form of rules is of counggédr, and for this reason, mostly
heuristics have been developed. The lesseningedairiount of public information causes
the data miner to produce weaker inference rulas whll not allow the inference of
confidential values. This process is also knowrirake confusion”. The last dimension
which is the most important refers to the privacgservation technique used for the
selective modification of the data. Selective migdtion is required in order to achieve
higher utility for the modified data given that thavacy is not jeopardized.

The techniques that have been applied for thisoreare:

* Heuristic-based techniques like adaptive modifarathat modifies only selected values

that minimize the utility loss rather than all daehie values.



* Cryptography-based techniques like secure mulipacbmputation where a
computation is secure if at the end of the compariaho party knows anything except its
own input and the results, and

» Reconstruction-based techniques where the origthsiribution of the data is
reconstructed from the randomized data.

It is important to realize that data modificatiogsults in degradation of the database
performance. In order to quantify the degradatibthe data, we mainly use two metrics.
The first one, measures the confidential data ptiate, while the second measures the

loss of functionality.

2.2 Review of Privacy Preserving Algorithms

2.2.1 Heuristic-Based Techniques

A number of technigues have been developed fongbeu of data mining techniques
like classification, association rule discovery a&hgstering, based on the premise that
selective data modification or sanitization is @+Nard problem, and for this reason,
heuristics can be used to address the complesiyess

2.2.1.1 Centralized Data Perturbation-Based Association Rule Confusion

A formal proof that the optimal sanitization is & Hard problem for the hiding of
sensitive large item sets in the context of assiociarules discovery. The specific
problem which was addressed in this work is théofahg one. LetD be the source
databaseR be a set of significant association rules thatlmamined fronD, and letRh

be a set of rules iR. How can we transform databd3ento a databasP , the released
database, so that all rulesRtan still be mined frond_, except for the rules IRh The
heuristic proposed for the modification of the datss based on data perturbation, and in
particular the procedure was to change a seleetedfdl-values to O-values, so that the
support of sensitive rules is lowered in such a tiay the utility of the released database
is kept to some maximum value. The utility in thierk is measured as the number of
non-sensitive rules that were hidden based on itteeedfects of the data modification
process. A subsequent work extends the sanitizatisensitive large item sets to the

sanitization of sensitive rules. The approachegtadbin this work was either to prevent



the sensitive rules from being generated by hidhegfrequent item sets from which they
are derived, or to reduce the confidence of theigea rules by bringing it below a user-

specified threshold. These two approaches led @ogneration of three strategies for
hiding sensitive rules. The important thing to ni@mtregarding these three strategies
was the possibility for both a 1-value in the bindatabase to turn into a O-value and a O-
value to turn into a 1-value. This flexibility irath modification had the side-effect that
apart from non-sensitive association rules thaevibecoming hidden; a non-frequent rule
could become a frequent one. We refer to theses rake “ghost rules”. Given that

sensitive rules are hidden, both non-sensitivesrulgich were hidden and non-frequent
rules that became frequent (ghost rules) countrasvene reduced utility of the released
database. For this reason, the heuristics usetii®olater work, must be more sensitive to

the utility issues, given that the security is cotnpromised.
2.2.1.2 Centralized Data Blocking-Based Association Rule Confusion

One of the data modification approaches which hiawen used for association rule
confusion is data blocking. The approach of blogkgimplemented by replacing certain
attributes of some data items with a question mlrls sometimes more desirable for
specific applications (i.e., medical applicatiobs)replace a real value by an unknown
value instead of placing a false value. The intotidum of this new special value in the
data set imposes some changes on the definitidheoSupport and confidence of an
association rule. In this regard, the minimum suppod minimum confidence will be
altered into a minimum support interval and a mimm confidence interval
correspondingly. As long as the support and/or dbefidence of a sensitive rule lie
below the middle in these two ranges of values) the expect that the confidentiality of
data is not violated. Notice that for an algorithised for rule confusion in such a case,
both 1-values and 0O-values should be mapped totignemarks in an interleaved

fashion; otherwise, the origin of the question nsaskll be obvious.



2.2.1.3 Centralized Data Blocking-Based Classification Rule Confusion

In the classification rule framework, the data auisirator has as a goal to block values
for the class label. By doing this, the receivetha information, will be unable to build
informative models for the data that is not downga Parsimonious downgrading is a
framework for formalizing the phenomenon of trimgniout information from a data set
for downgrading information from a secure environm@t is referred to as High) to a
public one (it is referred to as Low), given theiseaence of inference channels. In
parsimonious downgrading a cost measure is assigmethe potential downgraded
information that it is not sent to Low. The mainajto be accomplished in this work, is
to find out whether the loss of functionality asated with not downgrading the data, is
worth the extra confidentiality. Classification esl and in particular decision trees are
used in the parsimonious downgrading context inlyaireg the potential inference
channels in the data that needs to be downgradedteChnique used for downgrading is
the creation of the so called parametric basdrsgtarticular, a. parametéf 0 <9 <1 is
placed instead of the value that is blocked. Thampater represents a probability for one
of the possible values that the attribute canDe. value of the initial entropy before the
blocking and the value of the entropy after theckiog is calculated. The difference in
the values of the entropy is compared to the deer@a the confidence of the rules
generated from the decision tree in order to dewitiether the increased security is
worth the reduced utility of the data the Low wdiceive. The system is composed of a
knowledge-based decision maker, to determine tles that may be inferred, a “guard”
to measure the amount of leaked information, apdraimonious down grader to modify
the initial downgrading decisions. The algorithnediso downgrade the data finds which
rules from those induced from the decision treeuation, are needed to classify the
private data. Any data that do not support thesrieind in this way, are excluded from
downgrading along with all the attributes that act represented in the rules clauses.
From the remaining data, the algorithm should decidhich values to transform into
missing values. This is done in order to optimize tule confusion. The “guard” system
determines the acceptable level of rule confusion.

10



2.2.1.4 Cryptography-Based Techniques

A number of cryptography-based approaches have degaloped in the context of
privacy preserving data mining algorithms, to sopreblems of the following nature.
Two or more parties want to conduct a computatiageld on their private inputs, but
neither party is willing to disclose its own outgatanybody else. The issue here is how
to conduct such a computation while preservingptieacy of the inputs. This problem is
referred to as the Secure Multiparty ComputatiodC$ problem. In particular, an SMS
problem deals with computing a probabilistic funntion any input, in a distributed
network where each participant holds one of thaitsipensuring independence of the
inputs, correctness of the computation, and thamooe information is revealed to a

participant in the computation than that’s parteips input and output.

2.2.2 Reconstruction-Based Techniques

A number of recently proposed techniques addresssdue of privacy preservation by
perturbing the data and reconstructing the didtioing at an aggregate level in order to

perform the mining. Below, we list and classify soof these techniques.

2.2.2.1 Reconstruction-Based Techniquesfor Numerical Data

The work presented addresses the problem of bgildirdecision tree classifier from
training data in which the values of individual oeds have been perturbed. While it is
not possible to accurately estimate original vaimesdividual data records, the authors
propose a reconstruction procedure to accuratéin&® the distribution of original data
values. By using the reconstructed distributiohsytare able to build classifiers whose
accuracy is comparable to the accuracy of classifeilt with the original data. For the
distortion of values, the authors have consideretiseretization approach and a value
distortion approach. For reconstructing the oribohiatribution, they have considered a
Bayesian approach and they proposed three algarifiembuilding accurate decision
trees that rely on reconstructed distributions. Twerk presented proposes an
improvement over the Bayesian-based reconstrugiioocedure by using an Expectation
Maximization (EM) algorithm for distribution recamsction. More specifically, the

11



authors prove that the EM algorithm converges @ rttaximum likelihood estimate of

the original distribution based on the perturbethddhey also show that when a large
amount of data is available the EM algorithm pregidobust estimates of the original
distribution. It is also shown, that the privacytimates had to be lowered when the
additional knowledge that the miner obtains from tbconstructed aggregate distribution

was included in the problem formulation.

2.2.2.2 Reconstruction-Based Techniquesfor Binary and Categorical Data

The work presented deal with binary and categoeah in the context of association
rule mining. Both papers consider randomizatiommégues that offer privacy while they

maintain high utility for the data set.

2.3 Evaluation of Privacy Preserving Algorithms

An important aspect in the development and assegsofealgorithms and tools, for

privacy preserving data mining is the identificatiof suitable evaluation criteria and the
development of related benchmarks. It is often ¢hse that no privacy preserving
algorithm exists that outperforms all the others alh possible criteria. Rather, an
algorithm may perform better that another one agcie criteria, such as performance
and/or data utility. It is thus important to progidsers with a set of metrics which will
enable them to select the most appropriate priyaegerving technique for the data at
hand; with respect to some specific parameters Hreyinterested in optimizing. A

preliminary list of evaluation parameters to bedusm assessing the quality of privacy

preserving data mining algorithms is given below:

» Theperformanceof the proposed algorithms in terms of time requeats, which is the
time needed by each algorithm to hide a specigtatsensitive information;

» The data utility after the application of the privacy preservinght@que, which is
equivalent with the minimization of the informatidoss or else the loss in the
functionality of the data;

» Thelevel of uncertaintyith which the sensitive information that has bééfden can

still be predicted;

12



* The resistanceaccomplished by the privacy algorithms, to différelata mining
techniques.

Below we refer to each one of these evaluationrpatars and we analyze them.

2.4 Performance of the proposed algorithms

A first approach in the assessment of the time irements of a privacy preserving
algorithm is to evaluate the computational costthis case, it is straightforward that an
algorithm having arD (n®) polynomial complexity is more efficient than ahet one
with O (€") exponential complexity. An alternative approacbuld be to evaluate the
time requirements in terms of the average numbespefrations, needed to reduce the
frequency of appearance of specific sensitive midron below a specified threshold.
This values, perhaps, does not provide an absoletesure, but it can be considered in
order to perform a fast comparison among diffeedgbrithms. Thecommunication cost
incurred during the exchange of information amonguanber of collaborating sites,
should also be considered. It is imperative thit¢bst must be kept to a minimum for a

distributed privacy preserving data mining algarith

2.5 Data Utility

The utility of the data, at the end of the privgrgserving process, is an important issue,
because in order for sensitive information to bddbn, the database is essentially
modified through the insertion of false informati@wapping of values is a side effect in
this case)or through the blocking of data valueg $Mould notice here that some of
privacy preserving techniques, like the use of damgpdo not modify the information
stored in the database, but still, the utility loé tdata falls, since the information is not
complete in this case. It is obvious that the ntbeechanges are made to the database,
the less the database reflects the domain of sitefderefore, an evaluation parameter
for the data utility should be the amount of infation that is lost after the application of
privacy preserving process. Of course, the meassgd to evaluate the information loss
depends on the specific data mining technique ve#ipect to which a privacy algorithm
is performed. For example, information loss in tdomtext of association rule mining

will be measured either in terms of the numberutds that were both remaining and lost

13



in the database after sanitization, or even in $esmthe reduction/increase in the support
and confidence of all the rules. For the case adsification, we can use metrics similar
to those used for association rules. Finally, foistering, the variance of the distances
among the clustered items in the original datalaaskthe sanitized database can be the

basis for evaluating information loss in this case.

2.6 Uncertainty L evel

The privacy preservation strategies operate by doading the information that we want
to protect below certain thresholds. The hidderormiation, however, can still be

inferred even though with some uncertainty levelsahitization algorithm then can be
evaluated on the basis of the uncertainty thaitibduces during the reconstruction of the
hidden information. From an operational point oéwj a scenario would be to set a
maximum to the perturbation of information, andrtleensider the degree of uncertainty
achieved by each sanitization algorithm under tosstraint. We expect that the
algorithm that will attain the maximum uncertaingvel will be the one which will be

preferred over all the rest.

2.7 Endurance of Resistance to different Data Mining techniques

The ultimate aim of hiding algorithms is the pratec of sensitive information against
unauthorized disclosure. In this case, it is imgatrrinot to forget, that intruders and data
terrorists will try to compromise information bying various data mining algorithms.
Consequently, a sanitization algorithm developedirs a particular data mining
technique that assures privacy of information, malyattain similar protection against all
possible data mining algorithms. In order to previtbr a complete evaluation of
sanitization algorithms, we need to measure itsiemte against data mining techniques
which are different from the technique that a saaiion algorithm has been developed
for. We call such a parameter tinansversal enduranc& he evaluation of this parameter
needs the consideration of a class of data minogyighms which are significant for our
test. Alternatively, we may need to develop a fdrfrmmework that upon testing of a
sanitization algorithm against pre-selected data, sge can transitively prove privacy

assurance for the whole class of sanitization @lyos.
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2.8 Distributed Data Mining

In contrast to the centralized model, the DisteloduData Mining (DDM) model assumes
that the data sources are distributed across reubipes. Algorithms developed within
this field address the problem of efficiently gegtithe mining results from all the data
across these distributed sources. Since the priifiianot only) focus is on efficiency,
most of the algorithms developed to date do nat tdcurity consideration into account.
With distributed data, the way the data is distiéoualso plays an important role in
defining the problem. Data could be partitionedoimhany parts either vertically or
horizontally.

2.8.1 Vertical Partitioning

Vertical partitioning (a.k.a. heterogeneous distidn) of data implies that though
different sites gather information about the samed entities, they collect different
feature sets. For example, financial transactidarmation is collected by banks, while
the IRS collects tax information for everyone.

The below figure gives a snapsiiatertically partitioned data.

-G-‘Iobal Database View

[ TID | Brain Tumor? | Diabetes? | Model | Battery |

"x__’__l_"u_'!ed]cal Records o ICell Phone Data

RPJ | Brain Tumor Diabetic RPJ 5210 Li‘lon

CAC Mo Tumor | Mon-Diabetic CAC none none
PTR Mo Tumor Diabetic PTHR 3650 MICd
— ] _________.-' i -..________ — B
RPJ has diabetes : CAC doesnt have a cell phone

Cell Phones with Licfon bafier.res lead fto brain =
S __turmors in diabetics —

Fig 2.2: Vertical Partitioning
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2.8.2 Horizontal Partitioning

In horizontal partitioning (a.k.a. homogeneous distribution), different sites collect
the same set of information, but about different entities. An example of that would
be grocery shopping data collected by different supermarkets (also known as
market-basket data in the data mining literature). These different partitionings
pose different problems, leading to different algorithms for privacy-preserving

data mining.

i --7GIDbaI DNDatabha s VIE‘U‘\;"

I | L | =2 | Steatuas | L = Sy |#Trar|5Elct51:hr“r5 | = I I

< Bank A (Credit Card)

[ 2= 9 =N | e e - Eele el — R = TS

 Bank B (Credit Coard)

o = g P assinee i Be e e ol — g =1

) O S et e = EBECECHOD | =1 OO MO T o

Fig 2.3: Horizontal Partitioning

2.9 Privacy Preserving Frequent Itemset Mining
Definition:

Let D be a transactional database, D* be a distorted database from D in order to
preserve individual privacy in D. It is this distorted database D* that is eventually
supplied to the data miner, along with a description of the distortion procedure.
The data miner mines the distorted database D* to estimate the frequent
itemsets with support count satisfying the minimal support in the original
database D, by virtue of the distribution procedure. Figure 2.4 illustrates the
process.
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Fig 2.4: Privacy preserving frequent itemset mining process
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Chapter 3

Randomization in Privacy Preserving Data Mining
(i) Background

(i) Privacy preservation of continuous and discreta dat
(i) Randomization
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3.1 Background

Randomization is an economical and efficient apgno#or privacy preserving data
mining (PPDM). In order to guarantee the perforneaotcdata mining and the protection
of individual privacy, optimal randomization schesneeed to be employed. Suppose
there are many clients, each having some persofamation, and one server, which is
interested only in aggregate, statistically siguwifit, properties of this information. The
clients can protect privacy of their data by pdytog it with a randomization algorithm
and then submitting the randomized version. Theloamzation algorithm is chosen so
that aggregate properties of the data can be restweith sufficient precision, while
individual entries are significantly distorted. Hawwch distortion is needed to protect
privacy can be determined using a privacy meassegeral possible privacy measures
are known; finding the best measure is an open tigmesMethods and results in
randomization for numerical and categorical darauch in focus. Suppose that some
company needs to construct an aggregate modek afustomer’s personal data. For
example, a retail store wants to know the age aodne of its customers who are more
likely to buy DVD players or mountain ski equipmeatmovie recommendation system
would like to learn users movie preferences in oribe make advertisements more
targeted; or an on-line business arranges its vagiegaccording to an aggregate model
of its website visitors. In all these cases, thisrene central server (the company), and
many clients (the customers), each having a pieeg@mation. The server collects this
information and builds its aggregate model using,example, a classification algorithm
for an algorithm for mining association rules. @ftéhe resulting model no longer
contains personally identifiable information, bohtains only averages over large groups
of clients. The usual solution to the above probtemsists in having all clients send their
personal information to the server. However, maegppgbe are becoming increasingly
concerned about the privacy of their personal det@y would like to avoid giving out
much more about themselves than is required tahein business with the company. If
all the company needs is the aggregate model, wi@olis preferred that reduces the
disclosure of private data while still allowing treerver to build the model. One

possibility is as follows: before sending its piemfedata, each client perturbs its own
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share of information so that some true informat®taken away and some false privacy
information is introduced. This approach is calfaddomization. Another possibility is
to decrease precision of the transmitted data lbmdimg, suppressing certain values,
replacing values with intervals, or replacing carétpl values by more general
categories up the taxonomical hierarchy. The usaigeandomization for preserving
privacy has been studied extensively in the frammkwad statistical databases. In that
case, the server has a complete and precise dataithghe information from its clients,
and it has to make a version of this database qufir others to work with. One
important example is census data: the governmenta afountry collects private
information about its inhabitants, and then hasuta this data into a tool for research
and economic planning. However, it is not assunied private records of any given
person should not be released nor be recoveraime vhat is released. In particular, a
company should not be able to match up recordeampublicly released database with
the corresponding records in the companies owrbdagof its customers. In the case of
statistical databases, however, the databasedsmarned when it is already fully known.
This is different from our problem, where the ramdzation procedure is run on the
client’s side, and must be decided upon beforel#ta is collected. A randomization for
a statistical database is usually chosen so thapréserves certain aggregate
characteristics (averages and covariance matracasuimerical data, or marginal totals in
contingency tables for categorical data), or chantfeem in a predetermined way.
Besides randomization, other privacy preservinqisi@mations are used such as

sampling and swapping values among records.

3.2 Privacy preservation of continuous and discrete data

Most security applications deal with heterogenedata from different sources. This
section considers some of the common data typdsthieae applications usually deal
with and discusses some of the existing randomugsation based privacy-preserving
data mining algorithms for each of these domaindirdt considers continuous valued

data and a random data perturbation technique rfigaqy preservation of this type of
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data. Next it considers discrete valued graph sirad and transaction data for privacy-

preserving applications.

3.2.1 Continuous Valued Data

Continuous valued data are widely prevalent amaffgrdnt data mining applications
and security applications are no exceptions. Sévarelomized techniques have been
proposed for privacy preserving data mining of camdus data. Random additive
perturbation is one of them that is directly releivio the work presented in this section.
This section presents a brief review of this tegbai It works by adding randomly
generated noise from a given distribution to théuem of sensitive attributes. The
following sections discuss the data perturbatiamméue and the estimation of density

functions from the perturbed data set.

3.2.2 Perturbing the data

The random additive perturbation method attemptpréserve privacy of the data by
modifying values of the sensitive attributes usingndomized process.

There are two approaches: —

(1) Value Class Membership

(2) Value Distribution

In the more popular value distribution, the ownka dataset returns a value u + v, where
u is the original data, and v is a random valuewdrdrom a certain distribution.
Estimating the density function is a common problamdata mining and security
applications are not an exception. The densityrmédion can be used for clustering,
classification, and other related problems. Peedrdata using additive noise allows
estimating the underlying density function reasdynalell. Association rule learning is a
widely popular technique for link analysis in dataing applications. Consider market
basket transaction data in Boolean representatodsa recently proposed randomized
perturbation technique for privacy preserving asgmn rule learning. Market basket
data is usually a collection of transactions, whesteh transaction contains some product

ids that are sold, and quantity sold. The transastcan be represented in a tabular form,
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where each column represents one product id, acll r@av represents one transaction.
For the sake of simplicity, let us consider tratisas that only keep track of whether or
not an item was purchased, not the quantity saidthbt case, we can represent a
transaction using an I-dimensional Boolean strirfterg | is the maximum number of
different items that are available to a custom@&he i-th bit will be set to O if the
corresponding item is not sold in that transactibwill be set to 1 otherwise. Therefore,
one can represent a collection of m transactiomsguan m | dimensional Boolean

matrix.

3.3 RANDOMIZATION

The problem of building classification models ov@ndomized data was addressed. Each
client has a numerical attribute, e.g. age, andsémeer wants to learn the distribution of
these attributes in order to build a classificatimodel. The clients randomize their
attributes by adding random distortion values drawdependently from a known
distribution such as a uniform distribution ovesesgment or a Gaussian distribution. The
server collects the values and reconstructs th&ildison using a version of the
Expectation Maximization (EM) algorithm that proWalconverges to the maximum
likelihood estimate of the desired original distition. The goal is to discover association
rules over randomized data. Each client has a fséems (called aransactior), e.qg.
product preferences, and here the server wantstesrdine all item sets whose support
(frequency of being a subset of a transactionjjisakto or above a certain threshold. To
preserve privacy, the transactions are randomiyetidrarding some items and inserting
new items, and then are transmitted to the serSttistical estimation of original
supports and variances given randomized suppddw/salthe server to adapt Apriori
algorithm to mining item sets frequent in the nandomized transactions by looking at

only randomized ones.
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Privacy:

It is not enough to simply concentrate on randotromaand recovery of the model. We
must also ensure that the randomization is sufficier preservingprivacy, as we
randomized in the first place to achieve privacy. &xample, suppose we randomize age
Xi by adding a random numberdrawn uniformly from a segment [-50, 50]. Assuming
that the server receives age 120 from a user, gril@somewhat compromised, as the
server can conclude that the real age of the wserat be less than 70 (otherwise x<

70 + 50=120). Thus the server has learned a patyntialuable piece of information

about the client information that is correct witb0% probability.

Example:

Suppose that private information x is a number betw

0 and 1000. This number is chosen as a randomblari such that 0 is 1% likely
whereas any non-zero is only about 0.1% likely

P[X=0] = 0.01

P[X=k] = 0.00099, k=1, 2, ... ,1000

Suppose we want to randomize such a number byaiaglé with

a new random number y=R(x) that retains some indion about the original number x.

Here are three possible ways to do it

1. Given x, let R(x) be x with 20% probability, and some other numigghosen
uniformly at random) with 80% probability.

2. Given x, let Rx) be x + € (mod 1001) where € is chosen uniforatlyandom in {-
100,.., 100}.

3. Given x, let B(X) be R(x) be with 50% probability and a uniformly randeamamber

otherwise.
We can see that randomization operatgrr@eals a lot of information about X when

Ri1(x) happens to equal zero: the server learns with probability that X originally was
zero. Without knowing that ) = 0, the server considers X=0 to be just 1%liik but
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when R(x) = 0 is revealed, X=0 becomes about 70% likélyis does not happen when
Ra(x) = 0 is revealed, the probability of X = 0 beasonly 4.8%.

iven: X =0 | X &{200,..., 800}
nothing 1% == 40.5%
By(X)=0 || =716% = 83.0%
R X)=0 || =48% 100%
Ra(X)=0 || =29% == 70.8%

Table 1: Prior and posterior (given R X ) = ()) probabilities for
properties in Example 1
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Chapter 4

Reconstructing the Original data
(i) Reconstruction of the continuous data set

(i) Reconstruction of the discrete data set
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Concept

For the concept of using value distortion to protaivacy to be useful, we need to be
able to reconstruct the original data distributioom the randomized data. Note that we
reconstruct distributions, not values in individuatords. We view the n original data

values x, Xo. Xn Of a one-dimensional distribution as realizatiohs andependent

identically distributed random variables X, ... X, each with the same distribution
as the random variable X. To hide these data valuesdependent random variables Y
,,,,,,,,,, Y » have been used, each with the same distributioa ddgferent random

variable Y. Given X+ y1, X+ Y2, ..., X n+ Y n and the cumulative distribution function

Fy of Y, we would like to estimate the cumulative distition function ik for X.

Reconstruction Problem:
Given a cumulative distribution functiory Fand the realizations of nd random samples

X1+ Y1, X2 +Y2, Xn+ Yy, estimate k.

Reconstruction of the continuous data set:
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Fy (a)
= [ mmGIXivi=w)d
fﬂ f11+‘i’:("“-'1 Exl = z}fxl{z} dz

fx v, (wi)
{using Bayes’ rule for density functions)

“ Fxyr (wr | Xn = 2) fx, (2) A=
—o0 S oo X (Wi | Xy = 2') fx, (=) d2’
(expanding the denominator)
I o Fxuiv: (wa | Xy = 2) fx,(2) dz
S o Fxpir (wa | Xy = 2) fx,(2) d=
(inner integral is independent of outer)
ffm Sy, (wy —2) fx, (z) d=z
Joo Frilwy —2) fx, (=) d=
(since ¥3 i1s independent of X,;)
J2 .. Fr(swn—2) fx(2) d=
Sl Fr(wy—z) fx (2) d=

(since fx, = fx and fi, = fv)

To estimate the posterior distribution function F3
given ®; + ¥1,®z + Yz2,.-.,8n + ¥n, We average the
distribution functions for each of the X;.

1O, 1O [0 fr(ws — 2) fx(z) s
FX(“}— ﬂng‘ T n E ‘rfﬂm fY{wi'-ﬁj fx(z}iﬂ

The corresponding posterior density function, f% is
obtained by differentiating Fy:

ey L3 fy(ws —a) fx(a)
fx{a}*ﬂgﬁmh{wﬁ‘;}fx[z}dz m

Given a sufficiently large number of samples, we expect
f% in the above equation to be wvery close to the
real density function fx. However, although we know
Ffr.! we do not know fx. Hence we use the uniform
distribution as the initial estimate f%, and iteratively
refine this estimate by applying Equation 1. This
algorithm is sketched out in Figure 1.
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Let W{[I;) be the number of points that lie in interval f,
(i.e. number of elements in the set {wi|w; € I, }. Since
mfw;} is the same for points that lie within the same
interval,

Fxldp) =
;.
E E NI} x Sy (mds ) —mi{lp ) Fx(1p)
e =1 Ef:l fr[m{f,]—-ml:fg })fI(It}Lt
Finally, let Pr'{X & I,) be the posterior probability of
X belonging to interval Iy, ie. Pr'(X € I) = fy () x

Ly . Multiplying both sides of the above equation by
Ly, and using Pr(X € I,) = fx{fp) x Ly, we get:

Pr'(X € I,} = (3)
LS~ Ny x X mIs) = mlp)) Pr(X € Ip)
ni= S fr(m(l,) — m(&)) Pr(X € L)

We can now substitute Equation 3 in step 3 of the
algorithm (Figure 1), and compute step 3 in O(m?)
time.?

Stopping Criterion With omniscience, we would
stop when the reconstructed distribution was statisti-
cally the same as the original distribution (using, say,
the x? goodness-of-fit test [Cra46]). An alternative is to
compare the observed randomized distribution with the
result of randomising the current estimate of the origi-
nal distribution, and stop when these two distributions
are statistically the same. The intuition i1s that if these
two distributions are close to each other, we expect our
estimate of the original distribution to also be close to
the real distribution. Unfortunately, we found empir-
ically that the difference between the two randomazed
distributions is not a reliable indicator of the difference
between the origimal and reconstructed distributions.
Instead, we compare successive estimates of the
original Jdistribution, and stop when the difference
between successive estimates becomes very small (1%
of the threshold of the x? test in our implementation}.
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Reconstruction of discrete data set
P(X=x) =f X (x) ----Given
P(Y=y) =Fy (y) ---Given

P (Z=z) =f Z (z) ---Given

f (X/1Z) = P(X=x | Z=2)

= P(X=x, Z=2)/P (Z=z)

= P(X=x, X+Y=2)/fZ (2)
=P(X=x, Y=Z-X)/ fZ (2)

= P(X=x)*P(Y=2Z-X)/ f Z (2)

= P(X=x)*P(Y=y)/ f Z (2)
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Chapter 5

RESULTS



The following were the results obtained after rangmation and reconstruction for two

uniform distributions — Poisson and Binomial:

2.168.1.116 - PuTTY

8.1 116 - PuTTy

Fig 5.1: Poisson distribution
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Fig 5.1: Binomial distribution
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Fig 5.3: The variation of the original, randomized and reconstructed data for two

distributions- Uniform and Gaussian.
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Chapter 6

CONCLUSION



CONCLUSION

In this project, we studied the technical feasipibf realizing privacy preserving data
mining. The basic premise was that the sensitiglies in a user’'s record will be
perturbed using a randomizing function so that tbaynot be estimated with sufficient
precision. Randomization can be done using Gaussia@nUniform perturbations. The
guestion we addressed was whether given a largebewuraf users who do this
perturbation, can we still construct sufficientlccarate predictive models. We
implemented data perturbation at the client's sideng randomization operators and
applied reconstruction algorithm at the server sadget an approximate of the client’s
original data set. The degree of distortion wasesssd using some predefined

performance metrics along with the extent of accyra the reconstruction.
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