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Flatness Based Trajectory Generation
For A Helicopter UAV

Skander Taamallah∗†
National Aerospace Laboratory (NLR), 1059CM Amsterdam, The Netherlands

A main challenge, in the realm of vehicle guidance systems, consists in the on-line computation of accurate optimal trajectories. In particular, for high-bandwidth plants such as helicopter Unmanned Aerial Vehicles (UAVs), stringent real-time timing constraints may often need to be met. Hence it is the purpose of this paper to present such a novel trajectory planner framework, anchored in the combined paradigms of differential flatness and neural networks, and allowing for computationally tractable optimal control problems. We conclude by presenting simulation examples, for the case of a helicopter UAV in autorotation, that demonstrates the applicability of our proposed approach.

I. Introduction

Designing an advanced vehicle guidance system, or Trajectory Planner (TP), may often be tantamount to solving complex optimization problems. For complex plants, most nonlinear constrained optimization problems are typically computationally intensive (real-time computation), and/or memory intensive (offline computation), hence solving such optimization problems may often lead to computational difficulties or intractability.1 Hence a plethora of technical avenues, addressing these planning problems, have been researched over the past years, such as: (i) cell decomposition, (ii) potential fields, (iii) roadmaps and hybrid systems, (iv) inverse dynamics and differential flatness, (v) Mixed Integer Linear Programming (MILP), (vi) Receding Horizon Control (RHC), (vii) optimal control, and (viii) evolutionary/genetic algorithms, with specific benefits for each method.2–6

In this paper, we have chosen to base our TP upon the concept of differential flatness. The seminal ideas of differential flatness were introduced in the early 90s in Ref. 7–9 as part of a paradigm in which certain differential algebraic representations of dynamical systems are equivalent. Indeed, flatness can be seen as a subclass of the set of controllable nonlinear systems,10 or as a system’s geometric property,11 independent of coordinate choice, or as a Lie-Backlund equivalence property,12, 13 where a complete parametrization of all system variables - inputs, states, and outputs - may be given in terms of a finite set of independent variables, called flat outputs, and a finite number of their derivatives.13, 14

Flatness comes with two important benefits. First, it offers a particularly well adapted framework for solving inverse dynamics problems.11,15 Indeed, flatness implies the absence of so-called zero dynamics, allowing for a one-to-one correspondence between trajectories of the input-state system and trajectories of the flat output, in which case the nonlinear system can be feedback linearized using endogenous dynamic feedback.12 This allows trajectory generation and tracking for non-minimum phase systems by exact linearization.16, 17 Second, and in the framework of nonlinear optimal control, flat parameterizations result in optimization problems with fewer variables,18 i.e. by the complete elimination of the dynamical constraints. In this case, a trajectory generation problem is transformed from a dynamic to an algebraic one, in which the flat outputs are parametrized over a space of basis functions, for which the generation of feasible trajectories is reduced to a classical algebraic interpolation or collocation problem.11, 19 This allows, in principle, for
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significant computational advantage. It is in general difficult to determine whether a given nonlinear system is flat, although several methods for constructing flat outputs have been documented in the literature. As an example it is known that a system’s Huygens center of oscillations may qualify as a flat output. Further rules include also the following: (i) all linear systems are flat, (ii) all nonlinear systems which are static and dynamic feedback linearizable are flat, (iii) fully actuated systems are flat, and (iv) finally under-actuated systems may or may not be flat. With regard to applications, it was shown that simplified dynamics of aircraft and Vertical Take-Off and Landing (VTOL) aircraft are flat, simplified helicopter dynamics is flat, simplified quadrotor dynamics is flat, simplified planetary lander dynamics is flat, and simplified reentry vehicle dynamics is also flat, whereas more realistic vehicle models are in general non-differentially flat, e.g. Ref. 10, 14 for the helicopter case. For additional interesting contributions in the application of flatness towards trajectory planning, the reader is referred to: (i) Ref. 40 for a multi-vehicle system, (ii) Ref. 9, 41 for the case where the motion is not subject to inequality constraints, and (iii) Ref. 42–44 for the case where inequality constraints have been added.

I.A. Problem Statement

The purpose of this paper is to present a TP concept, based on a high-fidelity model plant, that computes optimal trajectories subject to system and environment constraints, with the following specifications

1. The model shall be such that accurate Open-Loop (OL) optimal trajectories may be obtained.
2. The TP shall be based upon the concept of differential flatness, as to retain high computational efficiency, e.g. for on-line use in a hard real-time environment where stringent timing constraints may need to be met, especially for high-bandwidth systems.

Our model is defined by a low-order thirteen-states vector

$$\mathbf{x} = \begin{pmatrix} x_N & x_E & x_Z & \phi & \theta & \psi & u & v & w & p & q & r & \Omega_{MR} \end{pmatrix}^T$$

with the states being defined in Appendix A. Here, we have only retained the rigid-body equations of motions and the main rotor RPM (to allow for the computation of autorotative flight conditions). Indeed, the higher-order main rotor phenomena (dynamic inflow and blade flap/lag) may be taken into account through either (i) their corresponding steady-state expressions, and/or (ii) the addition of empirical coefficients resulting in a grey-box modeling paradigm. By so doing we have reduced the model order, with the obvious advantage of great computational savings, see also our discussion in Ref. 49. The bandwidth of the neglected dynamics is generally higher than the bandwidth of the vehicle flight mechanics, and higher than any flight mechanics closed-loop controller bandwidth. Hence, and on the grounds of this time-scale separation principle, the lack of high frequency modeling detail becomes typically justifiable and acceptable for flight mechanics applications, while enduring a minimal loss in accuracy and fidelity.

Regarding the inputs, a helicopter uses four control inputs defined as

$$\mathbf{u}_9 = \begin{pmatrix} \theta_0 & \theta_{TR} & \theta_{1c} & \theta_{1s} \end{pmatrix}^T$$

also given in Appendix A. Now, and even with the modeling simplifications outlined here-above, high-fidelity helicopter models may still be rather complex. In fact, high-fidelity helicopter models based on the states given in \(\mathbf{x}\), and plant inputs \(\mathbf{u}_9\), are known to be non-differentially flat. To circumvent this difficulty, a standard approach has often consisted in progressively simplifying the model until it indeed becomes flat. Now, rather than generating optimal trajectories based upon such simplified representations,

\[\text{Note that, in the presence of constraints, flatness parameterization implies a path constraint on the flat outputs, resulting from complex transformations of the control and/or state regions. These transformations may lead to a loss of convexity, which may be detrimental to real-time optimal control computations. However, it is our experience that for complex, high-order, highly nonlinear plants, the benefits from the elimination of the dynamical constraints outweigh the disadvantages due to path constraints on the flat outputs.}\]

\[\text{Vectors in this paper are printed in boldface.}\]
we propose here an alternative and novel approach, consisting in (i) using total aerodynamic forces and moments as plant inputs, resulting in a system which is exactly flat, and (ii) relying upon a separate model - a simplified Inverse-Simulation (IS),\cite{51,52,59,60} Neural Networks (NN)\cite{54,55} based transcription - to account for the relationship between $u_b$ and the plant’s total forces and moments. This approach will be illustrated for the more demanding case of helicopter UAV autorotation,\cite{56} although the outlined machinery may easily be transposed to any other trajectory problem.

## II. Modeling

As mentioned in the previous section, to derive the flat parametrization we will use a model having total aerodynamic forces and moments as plant inputs. For the three-Dimensional (3D) aerodynamic forces experienced by the fuselage Center of Gravity (CG), in the body frame $F_b$, we have

$$F^{b}_{aero,Fus} = (F^b_{X,aero,Fus}, F^b_{Y,aero,Fus}, F^b_{Z,aero,Fus})^T$$

(3)

Similarly, the total 3D moments, expressed at the fuselage CG, in frame $F_b$, are given by

$$M^{b}_{Fus} = (M^b_{X,Fus}, M^b_{Y,Fus}, (N^b_{(MR)} + \bar{N}^b_{(MR)}))^T$$

(4)

with the total yaw term $M^b_{Z,Fus} = (N^b_{(MR)} + \bar{N}^b_{(MR)})$, where the component $N^b_{(MR)}$ represents the torque contribution from the Main Rotor (MR) only, i.e. a torque induced by the blade lift and drag projections in the plane of rotation, and $\bar{N}^b_{(MR)}$ being the contribution from all other sub-systems. This sub-division is necessary to later be able to account for MR Rotations per Minute (RPM) dynamics. Hence, we can define a seven-inputs control vector as

$$u = \begin{pmatrix} F^{b}_{X,aero,Fus} & F^{b}_{Y,aero,Fus} & F^{b}_{Z,aero,Fus} & M^{b}_{X,Fus} & M^{b}_{Y,Fus} & N^{b}_{(MR)} & \bar{N}^{b}_{(MR)} \end{pmatrix}^T$$

(5)

Now, classical Newtonian mechanics and the fundamental relationship of kinematics provide us with the standard twelve-state rigid body equations of motion. Following notations of Ref. 57, we get

$$\begin{pmatrix} \dot{x}_N \cr \dot{x}_E \cr \dot{x}_Z \cr \dot{u} \cr \dot{v} \cr \dot{w} \cr \dot{p} \cr \dot{q} \cr \dot{r} \cr \dot{\phi} \cr \dot{\theta} \cr \dot{\psi} \end{pmatrix} = \begin{pmatrix} V_N \cr V_E \cr V_Z \cr r.w - r.v \cr r.a - p.w \cr p.v - q.u \cr -\sin \theta \cr -\cos \theta \sin \phi \cr -\cos \theta \cos \phi \cr 1 \sin \theta \sin \phi \cos \theta \cr 0 \cos \phi \sin \theta \cos \phi \cr 0 \sin \phi \cos \theta \end{pmatrix} + \frac{F^{aero,Fus}_{b}}{m_{Fus}}$$

(6)

$$\begin{pmatrix} p \cr q \cr r \cr \phi \cr \theta \cr \psi \end{pmatrix} = I^{-1}_{Fus} \left( \begin{pmatrix} p \cr q \cr r \end{pmatrix} - \begin{pmatrix} M^{b}_{Fus} \end{pmatrix} - \frac{F^{aero,Fus}_{b}}{m_{Fus}} \right)$$

(7)

$$\begin{pmatrix} \dot{p} \cr \dot{q} \cr \dot{r} \cr \dot{\phi} \cr \dot{\theta} \cr \dot{\psi} \end{pmatrix} = \begin{pmatrix} 1 \sin \theta \sin \phi \cos \theta \cr 0 \cos \phi \sin \theta \cos \phi \cr 0 \sin \phi \cos \theta \end{pmatrix} \begin{pmatrix} p \cr q \cr r \end{pmatrix}$$

(8)

\footnote{Note that fuselage inertia and fuselage CG are used here rather than vehicle inertia and vehicle CG, since in the moments term $M^{b}_{Fus}$ we have already accounted for rotor moments due to main rotor inertial loads.}
Tail (VT), and Horizontal Tail (HT) CG and fuselage CG, are given by

\[
T_{ob} = \begin{bmatrix}
\cos \theta \cos \psi & \sin \theta \sin \phi \cos \psi - \sin \psi \cos \phi & \cos \psi \sin \theta \cos \phi + \sin \phi \sin \psi \\
\sin \psi \cos \theta & \sin \theta \sin \phi \sin \psi + \cos \psi \cos \phi & \sin \theta \cos \phi \sin \psi - \sin \phi \cos \psi \\
-\sin \theta & \cos \theta \sin \phi & \cos \theta \cos \phi
\end{bmatrix}
\]  

(10)

with the states and parameters being defined in Appendix A.

Further, the total forces can be split into contributions from the Tail Rotor (TR), Fuselage (Fus), Vertical Tail (VT), and Horizontal Tail (HT)

\[
F_{aero,Fus}^b = \begin{bmatrix}
F_{Xaero,Fus}^b \\
F_{Yaero,Fus}^b \\
F_{Zaero,Fus}^b
\end{bmatrix} = \begin{bmatrix}
F_{xMR}^b \\
F_{yMR}^b \\
F_{zMR}^b
\end{bmatrix} + \begin{bmatrix}
F_{xTR}^b \\
F_{yTR}^b \\
F_{zTR}^b
\end{bmatrix} + \begin{bmatrix}
F_{xFus}^b \\
F_{yFus}^b \\
F_{zFus}^b
\end{bmatrix} + \begin{bmatrix}
F_{zVT}^b \\
F_{yVT}^b \\
F_{zVT}^b
\end{bmatrix} + \begin{bmatrix}
F_{zHT}^b \\
F_{yHT}^b \\
F_{zHT}^b
\end{bmatrix}
\]  

(11)

Whereas the total moments, which also include the components due to the non-collocation of the vehicle CG and fuselage CG, are given by

\[
M_{Fus}^b = \begin{bmatrix}
M_{X,Fus}^b \\
M_{Y,Fus}^b \\
M_{Z,Fus}^b
\end{bmatrix} = \begin{bmatrix}
M_{xMR}^b \\
M_{yMR}^b \\
M_{zMR}^b
\end{bmatrix} + \begin{bmatrix}
M_{xTR}^b \\
M_{yTR}^b \\
M_{zTR}^b
\end{bmatrix} + \begin{bmatrix}
M_{xFus}^b \\
M_{yFus}^b \\
M_{zFus}^b
\end{bmatrix} + \begin{bmatrix}
M_{xVT}^b \\
M_{yVT}^b \\
M_{zVT}^b
\end{bmatrix} + \begin{bmatrix}
M_{xHT}^b \\
M_{yHT}^b \\
M_{zHT}^b
\end{bmatrix}
\]  

(12)

These forces and moments may be computed from comprehensive helicopter models, such as in Ref. 45–47.

Next, the MR yaw-moment \( M_{zMR}^b \) component includes also terms due to the non-alignment, in the body \((x, y)\) plane, between the main rotor hub and the fuselage CG.

\[
M_{zMR}^b = N_{(MR)}^b + x_H F_{yMR}^b - y_H F_{xMR}^b
\]  

(13)

Now we rewrite Eq (12), using Eq (13), as

\[
M_{Fus}^b = \begin{bmatrix}
M_{X,Fus}^b \\
M_{Y,Fus}^b \\
M_{Z,Fus}^b
\end{bmatrix} = \begin{bmatrix}
M_{X,Fus}^b \\
M_{Y,Fus}^b \\
N_{(MR)}^b + \hat{N}_{(MR)}^b
\end{bmatrix}
\]  

(14)

with

\[
\hat{N}_{(MR)}^b = x_H F_{yMR}^b - y_H F_{xMR}^b + M_{zTR}^b + M_{xFus}^b + M_{zVT}^b - x_{Fus} F_{y,aero,Fus}^b + y_{Fus} F_{x,aero,Fus}^b
\]  

(15)

Next, the main rotor RPM dynamics is related to the available and required power by the following expression\textsuperscript{58}

\[
N_b I_b \Omega_{MR} \dot{\Omega}_{MR} = P_{shaft} - P_{req}
\]  

(16)
with \( P_{shaft} \) being the available shaft power, \( P_{req} \) the required power to keep the vehicle aloft, and all other terms defined in Appendix A. This latter is the sum of MR induced and profile power, TR induced and profile power, power plant transmission losses, vehicle parasite power (i.e. drag due to fuselage, landing skids, rotor hub, etc), and finally MR, TR, and fuselage aerodynamic interference losses.\(^{59}\)

For the case of autorotation, following for instance an engine failure, a first-order response in \( P_{shaft} \) is generally assumed to represent the power decay,\(^{60,61}\) we have

\[
P_{shaft} = -\frac{P_{shaft}}{\tau_p}
\]

with \( \tau_p \) a to-be-identified time constant. For the required power \( P_{req} \), we simplify the model by only considering the contributions from the MR as

\[
P_{req} \simeq P_{MR} = N_{(MR)} \Omega_{MR}
\]

If, at engine failure, we were to assume instantaneous power loss \( P_{shaft} = 0 \), then from Eq (16) and Eq (18) we obtain

\[
\dot{\Omega}_{MR} = -\frac{N_{(MR)}}{N_b I_b}
\]

II.A. Helicopter Control Inputs: Inverse-Simulation Based Neural Networks Model

A trajectory optimization based on a flat parametrization of the problem at hand will allow us to put trajectory constraints and additional bounds on the plant states \( \mathbf{x} \), as defined in Eq (1), and on the inputs to the flat model \( \mathbf{u} \), as defined in Eq (5), as both \( \mathbf{x} \) and \( \mathbf{u} \) depend on the flat outputs. However, rather than bounding \( \mathbf{u} \), we actually need to be able to bound the helicopter control inputs \( \mathbf{u}_\theta \), as defined in Eq (2). Hence, the idea here consists in finding a relation between \( \mathbf{u}_\theta \) and the flat outputs, by expressing \( \mathbf{u}_\theta \) as a function of \( \mathbf{u} \) and possibly \( \mathbf{x} \). In other words, we aim at finding smooth and continuous-time nonlinear mappings, \( g_{\theta_0}(\cdot) \), \( g_{\theta_{TR}}(\cdot) \), \( g_{\theta_{1c}}(\cdot) \), and \( g_{\theta_{1s}}(\cdot) \) s.t.

\[
\mathbf{u}_\theta = \begin{pmatrix}
\theta_0(t) \\
\theta_{TR}(t) \\
\theta_{1c}(t) \\
\theta_{1s}(t)
\end{pmatrix} = \begin{pmatrix}
g_{\theta_0}(\tilde{x}(t), \tilde{u}(t)) \\
g_{\theta_{TR}}(\tilde{x}(t), \tilde{u}(t)) \\
g_{\theta_{1c}}(\tilde{x}(t), \tilde{u}(t)) \\
g_{\theta_{1s}}(\tilde{x}(t), \tilde{u}(t))
\end{pmatrix}
\]

with \( \tilde{x} \in \mathbb{R}^n_x, \tilde{u} \in \mathbb{R}^n_u, \tilde{n}_x \leq 13, \tilde{n}_u \leq 7 \) representing either, the full state and control vectors respectively as given in Eq (1) and Eq (5), or a subset of these vectors. As can be seen from Eq (20), the chosen framework is somewhat reminiscent of Inverse-Simulation (IS) schemes, namely determining the control inputs that allow a helicopter model to fly a specified maneuver. A wide plethora of highly-effective, yet computationally intensive, IS methods have been devised over the years, i.e. so-called differential, integration-based, or global methods.\(^{51–53,62}\) They generally consist in solving non-linear optimization problems, subject to system’s dynamical constraints and desired trajectories.

In our case we are interested in finding a computationally tractable approach to Eq (20), since this latter will be used during the trajectory optimization process. The approach chosen in this paper is to base Eq (20) on a simple, static, approximate, yet computationally fast, Neural Networks (NN) model. These latter have indeed found a wide range of applications in control theory. Moreover, under mild assumptions on continuity and boundedness, a network of two layers, the first being hidden sigmoid and the second linear, can be trained to approximate any Input-Output (IO) relationship arbitrarily well, provided the number of neurons \( L \) in the hidden layer is high enough.\(^{54,55}\) Hence, we propose here to anchor the \( g_{\theta_i}(\cdot), i \in \{0, TR, 1c, 1s\} \) modeling within the NN paradigm, as follows
\[ \forall i \in \{0, TR, 1c, 1s\} \]
\[ \theta_i(t) = g_{\theta_i}(\bar{x}(t), \bar{u}(t)) = \kappa_{\theta_i}(t) \]
\[ s_\theta(t) = W_{s_\theta} \kappa(W_{\bar{s}_\theta} \bar{x}(t) + W_u \bar{u}(t) + W_b) \]

where \( W_{\theta_i} \in \mathbb{R}^{1 \times L} \) and \( W_{s_\theta} \in \mathbb{R}^{L \times \tilde{n}_u} \), \( W_u \in \mathbb{R}^{L \times \tilde{n}_u} \) contain the output and hidden layer weights respectively. Further, \( W_{\theta_i} \in \mathbb{R}^{L} \) contains the sets of biases in the hidden layer, \( \theta_0 \in \mathbb{R} \) contains the output linear map, and \( \kappa(\cdot) \) is the activation function, taken as a continuous, diagonal, differentiable, and bounded static sigmoid nonlinearity.

### III. Flatness Formulation

We suppose that a plant’s Nonlinear Model (NM), derived from first-principles, is available and given by

\[ \forall t \geq 0 \quad x(t) = f(x(t), u(t)) \quad y(t) = x(t) \quad (22) \]

with \( f(\cdot) \) a deterministic, Continuous-Time (CT) function of class \( C^\infty \). Further, we have \( x(t) \in \mathcal{P}_x \subset \mathbb{R}^{n_x} \) the plant state, \( y(t) \in \mathcal{P}_y \subset \mathbb{R}^{n_y} \) the plant output, \( u(t) \in \mathcal{P}_u \subset \mathbb{R}^{n_u} \) the control input, \( t \) the time variable, and \( (\mathcal{P}_x, \mathcal{P}_y, \mathcal{P}_u) \) some compact sets. In this paper we will encompass our discussion within the CT framework since flatness has originally been defined in this framework.

**Definition 1 (Ref. 13)** The explicit system given by Eq (22) is differentially flat if and only if there exists a flat output \( z(t) \in \mathcal{P}_z \subset \mathbb{R}^{n_z}, \) two integers \( r \) and \( s, \) a mapping \( \psi : \mathbb{R}^{n_z} \times (\mathbb{R}^{n_u})^{r+1} \rightarrow \mathbb{R}^{n_u} \) of rank \( n_u \) in a suitably chosen open subset, a mapping \( \phi_0 : (\mathbb{R}^{n_z})^{r+2} \rightarrow \mathbb{R}^{n_u} \) of rank \( n_u \) in a suitably chosen open subset, such that \( z = \psi(x, u, u, \ldots, u) \) implies that \( x = \phi_0(z, \dot{z}, \ldots, \dot{z}^{(r)}) \), \( u = \phi_1(z, \dot{z}, \ldots, \dot{z}^{(r+1)}) \), and the differential equation \( \frac{d\phi_0(\cdot)}{dt} = f(\phi_0(\cdot), \phi_1(\cdot)) \) are identically satisfied.

Next, we show that our helicopter model, as outlined in Section II, becomes flat with the following seven states as flat outputs

\[ z = \left( x_N \ x_E \ x_Z \ \phi \ \theta \ \psi \ \Omega_{MR} \right)^T \quad (23) \]

With this choice, the remaining six states of \( x \) in Eq (1), and all seven inputs of \( u \) in Eq (5), can be expressed in terms of the flat outputs \( z \) and their derivatives.

From Eq (6) and Eq (10) we obtain

\[
\begin{pmatrix}
u \\
b \\
\end{pmatrix} =
\begin{pmatrix}
-V_Z \sin \theta + V_N \cos \theta \cos \psi + V_E \cos \theta \sin \psi \\
-V_N \sin \phi \cos \phi + V_E \cos \psi \cos \phi + V_N \sin \theta \sin \phi \cos \psi + V_E \sin \theta \sin \phi \sin \psi + V_Z \sin \phi \sin \theta \\
V_Z \cos \phi \cos \theta + V_N \sin \phi \sin \theta - V_E \sin \phi \cos \psi + V_N \sin \theta \cos \psi \cos \phi + V_E \sin \theta \sin \psi \cos \phi
\end{pmatrix} 
\]

where, we have used \([\dot{x}_N \ \dot{x}_E \ \dot{x}_Z]^T = [V_N \ V_E \ V_Z]^T \). Now, from Eq (9) we get

\[
\begin{pmatrix}
p \\
q \\
r \\
\end{pmatrix} =
\begin{pmatrix}
\dot{\phi} - \dot{\psi} \sin \theta \\
\dot{\phi} \cos \phi + \dot{\psi} \sin \phi \cos \theta \\
-\dot{\theta} \sin \phi + \dot{\phi} \cos \phi \cos \theta
\end{pmatrix} 
\]

From Eq (7) and Eq (24), and further using the derivative of Eq (24), we obtain for the force inputs
\[
\begin{pmatrix}
F_{X \text{acro}, G_{\text{r.m.s.}}} \\
F_{Y \text{acro}, G_{\text{r.m.s.}}} \\
F_{Z \text{acro}, G_{\text{r.m.s.}}}
\end{pmatrix}^b = ... \\
m_{F_{\text{r.m.s.}}} = \begin{pmatrix}
g. \sin \theta - V_Z \sin \theta + V_E \cos \theta \sin \psi + V_N \cos \theta \cos \psi \\
-g. \sin \phi \cos \theta - V_N \sin \psi \cos \phi + V_Z \sin \phi \cos \theta + V_E \sin \theta \sin \phi \sin \psi + V_N \sin \theta \sin \phi \cos \psi \\
-g. \cos \phi \cos \theta + V_Z \cos \phi \cos \theta + V_N \sin \phi \sin \psi - V_E \sin \phi \cos \psi + V_N \sin \theta \cos \psi \cos \phi + V_E \sin \theta \sin \psi \cos \phi
\end{pmatrix}
\]

(26)

Now from Eq (8) and Eq (25), and further taking the derivative of Eq (25), we obtain for the moments inputs

\[
M^b_{X,G_{\text{r.m.s.}}} = A.(\ddot{\phi} - \dot{\theta} \dot{\psi} \cos \theta - \ddot{\psi} \sin \theta) \\
-F.(\ddot{\theta} \cos \phi - \dot{\psi} \sin \phi \cos \theta - \dot{\theta} \sin \phi + \dot{\psi}(\dot{\phi} \cos \phi \cos \theta - \dot{\theta} \sin \phi \sin \theta)) \\
-E.(\ddot{\psi} \sin \phi \cos \theta - \psi \cos \phi \cos \theta - \ddot{\theta} \sin \phi \cos \theta + \ddot{\psi}(\ddot{\phi} \sin \phi \cos \theta + \ddot{\theta} \cos \phi \cos \theta)) \\
+(\dot{\theta} \cos \phi + \ddot{\psi} \sin \phi \cos \theta - \dot{\theta} \sin \phi + \ddot{\theta} \dot{\phi} \cos \phi \cos \theta - \ddot{\theta} \dot{\theta} \sin \phi \cos \theta + \ddot{\theta} \ddot{\phi} \cos \phi \cos \theta) \\
-(\dot{\theta} \sin \phi + \ddot{\theta} \ddot{\phi} \sin \phi \cos \theta - \dot{\theta} \sin \phi \cos \theta - \ddot{\theta} \dot{\phi} \sin \phi \cos \theta + \ddot{\theta} \dot{\theta} \cos \phi \cos \theta)
\]

(27)

And using Eq (14) and Eq (19) we get

\[
N^b_{(\text{MR})} = -N_b I_b \dot{\Omega}_{\text{MR}}
\]

(29)

\[
\frac{\dot{N}^b_{(\text{MR})}}{N_b I_b \dot{\Omega}_{\text{MR}}} = -E.(\ddot{\theta} \cos \phi + \ddot{\phi} \sin \phi \cos \theta - \dot{\theta} \ddot{\phi} \sin \phi \cos \theta + \ddot{\phi}(\dot{\phi} \cos \phi \cos \theta - \dot{\theta} \sin \phi \sin \theta)) \\
+D.(\dot{\theta} \cos \phi + \ddot{\phi} \sin \phi \cos \theta - \dot{\theta} \ddot{\phi} \sin \phi \cos \theta + \ddot{\phi}(\dot{\phi} \cos \phi \cos \theta - \dot{\theta} \sin \phi \sin \theta)) \\
+(\dot{\phi} \dot{\phi} \sin \phi \cos \theta - \dot{\phi}(\dot{\phi} \cos \phi \cos \theta - \dot{\theta} \sin \phi \sin \theta)) \\
-(\dot{\theta} \cos \phi + \ddot{\phi} \sin \phi \cos \theta - \dot{\theta} \ddot{\phi} \sin \phi \cos \theta + \ddot{\phi}(\dot{\phi} \cos \phi \cos \theta - \dot{\theta} \sin \phi \sin \theta)) \\
+N_b I_b \dot{\Omega}_{\text{MR}}
\]

(30)

III.A. Flat Output Parametrization

To transform the problem from an infinite-dimensional one to a finite-one, a parametrization of the flat outputs over a space of basis functions is required. Here numerous alternatives are available, e.g. generic polynomial parameterizations have been addressed in Ref. 13, 14, 63, 64, spline parameterizations have been applied in Ref. 34, 43, 68–72, whereas pseudospectral parameterizations have been used in Ref. 20, 38. In this paper, and with a view to using the most straightforward approach, we simply apply elementary polynomials parametrization as done in Ref. 13, 14. We get
\[ z(t) = \left( \sum_{i=0}^{n} a_{i,j} t^i, \ldots, \sum_{i=0}^{n} a_{i,n_u} t^i \right)^T \]  

(31)

with \( t \) the time, and \( a_{i,j}, i = 0, \ldots, n, j = 1, \ldots, n_u \) the to-be-identified polynomial coefficients, where from Ref. 13 we have \( n \geq 2(r+1)+1 \), with \( r \) as given in Definition 1. For our helicopter model, as outlined in Section II with \( n_u = 7 \), and for the flat outputs, as given in Eq (23), we obtain \( n = 5 \) for each one of the first six flat outputs, and \( n = 3 \) for flat output \( \Omega_{MR} \).

**IV. Optimal Trajectory Generation**

We consider the following problem, consisting in minimizing a cost functional \( J(a_{i,j}, u_\theta, T_o, T_f) \), with the coefficients \( a_{i,j}, i = 0, \ldots, n, j = 1, \ldots, n_u \) given in Eq (31), and the control inputs \( u_\theta \) defined in Eq (2), and computed from Eq (21). Further, the independent time variable \( t \) is defined over the time domain \( \Omega = (T_o, T_f) \), where the final time \( T_f \) may be free or fixed. In the general problem formulation, the cost functional \( J(\cdot) \) has contributions from a fixed cost \( \Phi(\cdot) \), a running cost over time \( \int_\Omega \Psi(\cdot) \mathrm{d}t \), and is defined as

\[
J(x(z), u(z), u_\theta, T_o, T_f) := \Phi(x(z), u(z), u_\theta, T_o, T_f) + \int_\Omega \Psi(x(z), u(z), u_\theta, t) \mathrm{d}t
\]

(32)

where, in this paper, the running cost \( \int_\Omega \Psi(\cdot) \mathrm{d}t \) is approximated by computing it at \( K \) collocation points, evenly spaced on \( \Omega \), resulting in set \( \Omega_K \). Next, the cost functional \( J(\cdot) \) is subject to initial and final-time boundary inequality conditions given by

\[
\begin{align*}
B_o(x(a_{i,j}, T_o)), u(z(a_{i,j}, T_o)), u_\theta(T_o)) & \leq 0 \\
z(a_{i,j}, T_o) & = \left( \sum_{i=0}^{n} a_{i,1} t^i, \ldots, \sum_{i=0}^{n} a_{i,n_u} t^i \right)^T \\
B_f(x(z(a_{i,j}, T_f)), u(z(a_{i,j}, T_f)), u_\theta(T_f)) & \leq 0 \\
z(a_{i,j}, T_f) & = \left( \sum_{i=0}^{n} a_{i,1} T_f^i, \ldots, \sum_{i=0}^{n} a_{i,n_u} T_f^i \right)^T
\end{align*}
\]

(33)

which may describe the initial and final trimmed flight conditions, while checking for actuators range limitations. Conjointly any algebraic trajectory inequality constraints, derived from the \( K \) collocation points, are given by

\[
\begin{align*}
T(x(z(a_{i,j}, t_k)), u(z(a_{i,j}, t_k)), u_\theta(t_k)) & \leq 0 \quad t_k \in \Omega_K \\
z(a_{i,j}, t_k) & = \left( \sum_{i=0}^{n} a_{i,1} t_k^i, \ldots, \sum_{i=0}^{n} a_{i,n_u} t_k^i \right)^T \\
& \quad k = 1, \ldots, K
\end{align*}
\]

(34)

For generality, the boundary and trajectory constraints Eq (33)-Eq (34) have been expressed as inequality constraints, equality constraints may simply be enforced by equating upper and lower bounds. Further, in Eq (32)-Eq (34) the functions \( \Phi(\cdot), \Psi(\cdot), B_o(\cdot), B_f(\cdot), \) and \( T(\cdot) \) are assumed to be sufficiently smooth, i.e. at least \( C^2 \).

Note that the trajectory constraints, presented here-above, have a threefold objective: (i) account for vehicle’s inherent physical and flight envelope limitations (bounds on speeds, attitude, and main rotor RPM), (ii) account for environmental constraints (the helicopter cannot descend below ground), and (iii) check for actuators dynamic and range limitations.

Finally, the solution to the trajectory planning gives the flat output polynomial coefficients \( a_{i,j}, i = 0, \ldots, n, j = 1, \ldots, n_u \), which minimize the cost functional \( J(\cdot) \), while enforcing the here-above predefined constraints Eq (33)-Eq (34)

\[
\begin{align*}
\hat{a}_{i,j} & := \arg \min_{a_{i,j} \in \mathbb{R}} J(x(z), u(z), u_\theta, T_o, T_f) \\
z(a_{i,j}, t) & = \left( \sum_{i=0}^{n} a_{i,1} t^i, \ldots, \sum_{i=0}^{n} a_{i,n_u} t^i \right)^T
\end{align*}
\]

(35)
V. Simulation Results

We implemented our trajectory planner in a MATLAB® environment,\textsuperscript{73} for the case of a two-bladed Align T-REX helicopter, with a 0.9 m rotor radius and a total mass of 7.75 kg, see Appendix B. First, the NN model for Eq (21) is chosen to be based upon the following inputs

$$
\begin{align*}
\theta_0 &:= g_{\theta_0}(w, \Omega_{MR}, F_{\text{acero,G fus}}^b, N_{(MR)}^b) \\
\theta_{TR} &:= g_{\theta_{TR}}(v, p, r, \phi, F_{\text{acero,G fus}}^b, M_{X,G fus}^b, \bar{N}_{(MR)}^b) \\
\theta_{1c} &:= g_{\theta_{1c}}(u, v, p, q, \phi, \theta, \Omega_{MR}, F_{\text{acero,G fus}}^b, F_{Y\text{acero,G fus}}^b, M_{X,G fus}^b, M_{Y,G fus}^b) \\
\theta_{1s} &:= g_{\theta_{1s}}(u, v, p, q, \phi, \theta, \Omega_{MR}, F_{\text{acero,G fus}}^b, F_{Y\text{acero,G fus}}^b, M_{X,G fus}^b, M_{Y,G fus}^b)
\end{align*}
$$

with 4-neurons for \(g_{\theta_0}()\), 7-neurons for \(g_{\theta_{TR}}()\), and 11-neurons each for \(g_{\theta_{1c}}()\) and \(g_{\theta_{1s}}()\), and all these functions being based upon feedforward networks, with a hyperbolic tangent activation transfer function in the hidden layer, and backpropagation training for the weights and biases.

To train the NN model, we have used a high-order, nonlinear, helicopter flight dynamics model, based upon the work done in Ref. 45, 46, although a Flightlab\textsuperscript{74} model applies equally well. We simulate an instantaneous engine failure starting from hover\textsuperscript{4}, and then apply several sine-sweeps from 0.1 to 3 Hz, with varying amplitudes, for a duration of 3 seconds, on each control input channel separately. Now, the very low vehicle roll inertia, and the low pitch inertia (see Appendix B) have resulted in very noisy roll and pitch rates, due to blade flapping. Indeed, a power spectral density analysis revealed the presence of a high energy component around the (Nb=2)/Rev harmonic\textsuperscript{e}. While the nominal RPM is of 1350, resulting in a 45 Hz 2/Rev frequency, the main rotor RPM is expected to reach the [750 - 1000] lower RPM range during autorotation. In that case a 750 RPM would result in vibrations at around 25 Hz frequency.

Hence, to facilitate the NN training, we had to low-pass the noisy roll and pitch rates, and the x- and y-forces and moments, with a zero-phase shift\textsuperscript{f}, digital Butterworth filter. Based upon the previous discussion, we decided to have less than 3 dB of ripple in the passband, defined from 0 to 20 Hz, and at least 30 dB of attenuation in the stopband, defined from 25 Hz to the Nyquist frequency (here 50 Hz in our case), which resulted in an 11th order Butterworth filter.\textsuperscript{76}

Note that the NN model obtained in Eq (36) is rather approximate. First, due to the few, and relatively short, trajectories used to train the NN, and second, because of its simplistic, and static nature. Hence, we will only make use of this NN model during the trajectory optimization process, namely only to check the boundary conditions of helicopter control inputs as defined by Eq (33) and Eq (34). In other words, once the optimal trajectory has been computed, we will not generate the corresponding optimal input in order to use it in a feedforward control scheme. Only the optimal states will subsequently be used as reference setpoints for a feedback trajectory tracker.

The nonlinear optimization of Section IV may be chosen to minimize the rates of input \(u\) (as a reminder \(u\) is the input to the flat model, defined in Eq (5)), even though the presence of such a cost objective is not mandatory. Indeed, we noticed that the computational time can be substantially reduced if one were to search for feasible trajectories only, rather than optimal ones. Hence, in the sequel only feasible trajectories will be presented. Further we use \(K = 6\) collocation points, evenly spaced between the initial and final times, to enforce various trajectory constraints on states (e.g. tail rotor clearance when flaring) and control inputs. For a more in-depth review of cost objectives and trajectory constraints, see the results presented in Ref. 49, 77. Further, the optimization problem of Eq (35) is solved with the MATLAB function \texttt{fmincon} of the Optimization Toolbox, based upon an Interior Point (IP) method.\textsuperscript{78-84}

We present next simulation results for an autorotative landing, with engine failure starting from a hover initial condition. The following constraints on initial states \(x_i\), final states \(x_f\), and trajectory, have also been

\textsuperscript{d}To enhance the NN modeling accuracy, one should gather additional data corresponding to a range of starting conditions, by gridding the flight envelope domain.

\textsuperscript{e}The harmonic is approximately at Nb/Rev since our main rotor is modeled as an articulated rotor, with hinge stiffness and offsets. These latter aspects will slightly shift the natural frequency of the flap motion away from its nominal Nb/Rev value.\textsuperscript{75}

\textsuperscript{f}To avoid the introduction of delays
added. Initial $\mathbf{x}_i$ and final $\mathbf{x}_f$ states are given by

$$
\mathbf{x}_i = \begin{pmatrix} 0m & 0m & 30m & 0^\circ & 0^\circ & 0m/s & 0m/s & 0^\circ/s & 0^\circ/s & 0^\circ/s & 1350\text{RPM} \end{pmatrix}^T
$$

$$
\mathbf{x}_f = \begin{pmatrix} \text{Free} & \text{Free} & 0.5m & 0^\circ & 0^\circ & 180^\circ & 0m/s & 0m/s & 0^\circ/s & 0^\circ/s & \text{Free} \end{pmatrix}^T
$$

with the following states constraints

$$
\mathbf{x}_{\text{min}} = \begin{pmatrix} -200m & -200m & 0.5m & -48^\circ & -48^\circ & -360^\circ & -5m/s & -2m/s & -10m/s & -100^\circ/s & -100^\circ/s & 945\text{RPM} (= 70\% \Omega_{\text{MR100\%}}) \end{pmatrix}^T
$$

$$
\mathbf{x}_{\text{max}} = \begin{pmatrix} 200m & 200m & 50m & 48^\circ & 48^\circ & 360^\circ & 20m/s & 2m/s & 15m/s & 100^\circ/s & 100^\circ/s & 1485\text{RPM} (= 110\% \Omega_{\text{MR100\%}}) \end{pmatrix}^T
$$

and for both cases, we have the input constraints

$$
\mathbf{u}_{\text{min}} = \begin{pmatrix} -5^\circ & -30^\circ & -7^\circ & -7^\circ \end{pmatrix}^T
$$

$$
\mathbf{u}_{\text{max}} = \begin{pmatrix} 15^\circ & 31^\circ & 8^\circ & 8^\circ \end{pmatrix}^T
$$

Figure 1 and Figure 2 show the evolution of the body states and corresponding inertial components, Figure 3 shows the evolution of the main rotor RPM, whereas Figure 4 and Figure 5 visualize the required control inputs. A quick scan of the control input time-histories reveals that the identified NN model is rather inaccurate, in particular the tail rotor collective input is too high. Hence, additional training data need to be included, e.g. by adding trajectories starting from autorotative initial conditions (the current model is based on only four very short trajectories, starting from hover). On the other hand, the states behave as expected, e.g. the 180° yaw turn is clearly recognizable.

VI. Conclusion

In this paper we have presented a novel trajectory planner framework, anchored in the combined paradigms of differential flatness and Neural Network (NN), and allowing for a computationally tractable determination of optimal trajectories. The proposed approach was tested for the case of power-off, or autorotative, landing trajectories for a small-scale helicopter UAV. Our preliminary encouraging results invite further application of the here-presented approach. In particular, the required accuracy of the NN model warrants further investigations. Indeed, how to obtain just sufficiently rich data sets, for NN training, remains an open issue. Further research will also be dedicated towards the design of feedback trajectory trackers, in order to evaluate the complete guidance and control system.
Appendix A: Nomenclature

Vectors in this paper are printed in boldface \textbf{X} and are defined in $\mathbb{R}^3$. A vector is qualified by its subscript while its superscript denotes the projection frame. Matrices are written in outline type \textit{M}. All frames are 3-D orthogonal and right-handed. Transformation matrices are denoted as $T_{ij}$, with the two suffices signifying from frame $F_j$ to frame $F_i$.

- **Frames**
  - $F_o$ Vehicle carried normal earth frame (z-axis > 0 up)
  - $F_b$ Body (vehicle) frame (z-axis > 0 down)

- **Angles between frames**
  - $\psi$ Azimuth angle (yaw angle, heading)
  - $\theta$ Inclination angle (pitch angle, or elevation)
  - $\phi$ Bank angle (roll angle)

- **Position**
  - $x_N, x_E, x_Z$ Coordinates of vehicle Center of Gravity (CG) in $F_o$ frame
  - $x_H, y_H, z_H$ Position of MR hub wrt fuselage CG in $F_b$ frame
  - $x_{Fus}, y_{Fus}, z_{Fus}$ Position of fuselage CG wrt vehicle CG in $F_b$ frame

- **Linear velocities** are denoted $V$ and their components $u, v, w$
  - $V_{k,G}$ Kinematic velocity of the vehicle CG
  - $u^k_{k} = V_N$ x component of $V_{k,G}$ on $F_o$, $V_N$ North velocity
  - $v^k_{k} = V_E$ y component of $V_{k,G}$ on $F_o$, $V_E$ East velocity
  - $w^k_{k} = V_Z$ z component of $V_{k,G}$ on $F_o$, $V_Z$ Vertical velocity
  - $u^b_{k} = u$ x component of $V_{k,G}$ on body frame $F_b$
  - $v^b_{k} = v$ y component of $V_{k,G}$ on body frame $F_b$
  - $w^b_{k} = w$ z component of $V_{k,G}$ on body frame $F_b$

- **Angular velocities** are denoted $\Omega$ and their components $p, q, r$
  - $p^k_{k} = p$ Roll velocity (roll rate) of the vehicle relative to the earth (frame $F_E$)
  - $q^k_{k} = q$ Pitch velocity (pitch rate) of the vehicle relative to the earth
  - $r^k_{k} = r$ Yaw velocity (yaw rate) of the vehicle relative to the earth
  - $\Omega_{MR}$ MR instantaneous angular velocity

- **Acceleration**
  - $g$ Acceleration due to gravity

- **Mass and Inertia**
  - $m_{Fus}$ Fuselage mass
  - $I_{Fus} = \begin{bmatrix} A & -F & -E \\ -F & B & -D \\ -E & -D & C \end{bmatrix}$ Fuselage inertia

- **Main Rotor (MR) properties**
  - $N_b$ Number of blades
  - $I_b$ Blade 2nd mass moment (inertia about rotor shaft)

- **Control Inputs**
  - $\theta_0$ MR blade root collective pitch
  - $\theta_{1c}$ MR lateral cyclic pitch
  - $\theta_{1s}$ MR longitudinal cyclic pitch
  - $\theta_{TR}$ TR blade pitch angle
## Appendix B: Align T-REX Physical Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Environment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air density</td>
<td>( \rho )</td>
<td>1.2367</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Static temperature</td>
<td>( T )</td>
<td>273.15 + 15</td>
<td>K</td>
</tr>
<tr>
<td>Specific heat ratio (air)</td>
<td>( \gamma )</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Gas constant (air)</td>
<td>( R )</td>
<td>287.05</td>
<td>J/kg.K</td>
</tr>
<tr>
<td>Gravity constant</td>
<td>( g )</td>
<td>9.812</td>
<td>m/s(^2)</td>
</tr>
<tr>
<td><strong>Vehicle</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total mass</td>
<td>( m )</td>
<td>7.75</td>
<td>kg</td>
</tr>
<tr>
<td>Inertia moment wrt ( x_b )</td>
<td>( A )</td>
<td>0.0705</td>
<td>kg.m(^2)</td>
</tr>
<tr>
<td>Inertia moment wrt ( y_b )</td>
<td>( B )</td>
<td>0.4760</td>
<td>kg.m(^2)</td>
</tr>
<tr>
<td>Inertia moment wrt ( z_b )</td>
<td>( C )</td>
<td>0.2855</td>
<td>kg.m(^2)</td>
</tr>
<tr>
<td>Inertia product wrt ( x_b )</td>
<td>( D )</td>
<td>0</td>
<td>kg.m(^2)</td>
</tr>
<tr>
<td>Inertia product wrt ( y_b )</td>
<td>( E )</td>
<td>0.0018</td>
<td>kg.m(^2)</td>
</tr>
<tr>
<td>Inertia product wrt ( z_b )</td>
<td>( F )</td>
<td>0</td>
<td>kg.m(^2)</td>
</tr>
<tr>
<td><strong>Main Rotor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direction of rotation</td>
<td>( \Gamma )</td>
<td>CW (-1)</td>
<td></td>
</tr>
<tr>
<td>Number of blades</td>
<td>( N_b )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Nominal angular velocity</td>
<td>( \Omega_{MR100%} )</td>
<td>131.37</td>
<td>rad/s</td>
</tr>
<tr>
<td>Rotor radius from hub</td>
<td>( R_{rot} )</td>
<td>0.9</td>
<td>m</td>
</tr>
<tr>
<td>Blade mass</td>
<td>( M_{Bl} )</td>
<td>0.208</td>
<td>kg</td>
</tr>
<tr>
<td>Spring restraint coef. due to flap</td>
<td>( K_{S\beta} )</td>
<td>163.8</td>
<td>N.m/rad</td>
</tr>
<tr>
<td>Distance between hub and flap hinge</td>
<td>( \Delta_e )</td>
<td>0.32</td>
<td>m</td>
</tr>
<tr>
<td><strong>Tail Rotor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of blades</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal angular velocity</td>
<td>( \Omega_{TR100%} )</td>
<td>612.61</td>
<td>rad/s</td>
</tr>
<tr>
<td>Rotor radius from rotor hub</td>
<td>( R_{rotTR} )</td>
<td>0.14</td>
<td>m</td>
</tr>
<tr>
<td><strong>Actuators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR collective</td>
<td>( \theta_0 )</td>
<td>[-5.15, \pi/180]</td>
<td>rad</td>
</tr>
<tr>
<td>TR collective</td>
<td>( \theta_{TR} )</td>
<td>[-30.31, \pi/180]</td>
<td>rad</td>
</tr>
<tr>
<td>MR lateral cyclic</td>
<td>( \theta_{1c} )</td>
<td>[-7.8, \pi/180]</td>
<td>rad</td>
</tr>
<tr>
<td>MR longitudinal cyclic</td>
<td>( \theta_{1s} )</td>
<td>[-7.8, \pi/180]</td>
<td>rad</td>
</tr>
<tr>
<td>MR collective rate</td>
<td>( \dot{\theta}_0 )</td>
<td>[-52.52, \pi/180]</td>
<td>rad/s</td>
</tr>
<tr>
<td>TR collective rate</td>
<td>( \dot{\theta}_{TR} )</td>
<td>[-120,120, \pi/180]</td>
<td>rad/s</td>
</tr>
<tr>
<td>MR lateral cyclic rate</td>
<td>( \dot{\theta}_{1c} )</td>
<td>[-56.56, \pi/180]</td>
<td>rad/s</td>
</tr>
<tr>
<td>MR longitudinal cyclic rate</td>
<td>( \dot{\theta}_{1s} )</td>
<td>[-56.56, \pi/180]</td>
<td>rad/s</td>
</tr>
</tbody>
</table>
Appendix C: Simulation Results

Figure 1. Vehicle response in body frame
Figure 2. Vehicle response in inertial frame
Figure 3. MR RPM

Figure 4. MR & TR collective control inputs
Figure 5. MR Lat./Long. cyclic control inputs
References


