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Abstract

New kinds of documents such as handwritten online documents are emerging, which are produced by digital devices such as Tablet PC, personal handheld devices or digital paper coupled with digital pens. The rapid increase in the number of such handwritten online documents leads to mounting pressure on finding innovative solutions towards faster processing, indexing and retrieval of the documents from databases. One such method is to extract writer information derived from the raw ink signal for indexing and retrieval of the documents. This paper proposes a text independent method that does not place any constraints on the content being written or writing styles of the writers. We subsequently extract writer information at the character level from online handwritten documents and present a fuzzy c-means approach to cluster and classify the character prototypes for writer identification. The proposed system attained an accuracy of 97.6% on 82 writers and an accuracy of 98.3% when retrieved from a scaled up larger database of 120 writers.
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1. Introduction

Technology has become an integral part of modern lifestyles that our lives are becoming intertwined with technology itself. Numerous initiatives have been funded to research and develop more efficient algorithms, software and computing platforms to handle the surge in demand for seamless interaction and to deliver interactive environments with a new level of intelligence [1, 2]. All these led to the emergence and proliferation of a kind of document: handwritten on-line documents. They are produced by state-of-the-art devices such as Tablet PC, personal handheld devices or digital paper coupled with digital stylus pens [3]. The rapid increase in the number of such documents requires efficient management tools for proper indexing and retrieving from databases.

Online handwritten digital documents are defined as those digital documents that not only provide information obtainable from offline digital documents, but also contain temporal information of the handwriting process [4]. Such additional information provides vital clues as to the identities of the writer. Writer identification systems must be clearly distinguished from writer verification systems. Writer verification performs a one-to-one matching between a test writer and a database of writers and attempts to ascertain the authenticity of the test writer. On the other hand, writer identification involves executing a one-to-many match and returns a ranked list of results for the search. The difference, though subtle, lies in the applications in which they can be utilized in.

Online document indexing using writer information provides two-fold distinct advantages. Firstly, from information security’s point of view, writer identification has ubiquitous applications in digital rights management and forensic analysis in the prevention of fraud and identity theft cases. Secondly, in environments where large amounts of documents, forms, notes and meeting minutes are constantly being processed and managed, knowing the identity of the writer would provide an additional value. One such application is to process and retrieve the identities of students for subsequent verification purposes.

Online writer recognition systems can make use of global features such as texture, curvature and slant features [5, 6] as well as a combination of local features such as graphemes, allographs1 and connected components [7, 8]. They can be generally classified into text-dependent or text-independent techniques. Previous works for online writer recognition such as the method proposed by Pitak et al. [9] adopted a Fourier transformation approach. The extracted features are the velocities of the barycenter of the pen movements and they are transformed into the frequency domain using Fourier transform. The advantage in adopting such a model is that it is text-independent, but
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1 Allographs are different shapes and forms of the same alphabet.
at the expense of a lower noise tolerance. The noise must be filtered out as much as possible in the pre-processing stage, otherwise the noise might be mistaken for high velocity components once the features are transformed into the frequency domain. Bensefia et al. [10, 11] proposed using a sequential clustering approach at the grapheme level to categorize different writers for their writer identification system. This approach attained an identification rate of 86% on a test set of 150 writers. The advantage of this method is that it does not depend on any lexicon and is therefore language independent. Works using allograph based methods are also popular in writer identification. Niels et al. used a dynamic time warping approach [4, 19, 20] to hierarchically cluster allographs and build a set of membership vectors, which contains the frequency of occurrence of each allograph for each character. This prototypic template of membership vectors then represents the handwriting styles of the different writers. Niels et al. reported a top1 accuracy of 89% based on this method [20]. Chan et al. [12] also made use of a character prototype distribution to model the specific allographs used by a given writer. They managed to achieve a top1 accuracy of 95% based on this text-independent approach. Even though working at the character level as opposed to using the grapheme or word level appears to be quite challenging, character prototype approaches are able to produce a more consistent set of templates for writer identification. Our proposed work further improves upon the work done by Chan et al. by adopting a fuzzy c-means algorithm, resulting in significant improvements in the performance.

The remainder of this paper is organized as follows: Section 2 describes the proposed methodology and experimental setup. Preprocessing such as normalization and resampling and our proposed fuzzy c-means algorithm is discussed here. Section 3 then presents the experimental results. Finally, discussions and future areas to explore are given in section 4.

2. Proposed Writer Identification Method

The writer identification can be divided into three stages, namely the prototype training stage, the reference and test document labeling stage and finally, the classification stage. During the prototype training stage, prototypes built at the character level are trained using the IRONOFF database [13] of 16585 isolated French words written by 373 subjects. The purpose of this stage is to build a set of character prototypes using the 16585 isolated words to model the different allographs of the 26 Latin alphabets (‘a’ to ‘z’). Following this, in the document labeling stage, automatically segmented characters from a set of 82 French reference and 82 test documents (extended later to 120 reference and 120 test documents) are then mapped to the set of prototypes built previously and transformed into a distribution of frequency vectors. These reference and test documents that we collected belong to a separate dataset from the IRONOFF dataset. A separate dataset needed to be collected because the IRONOFF dataset contains only isolated words and hence are not representative of actual online documents. Finally, the frequency vectors are used for classification in order to identify the writer corresponding to the test document. A detailed account of each of the three stages is given in [12]. Figure 1 shows the block diagram of the entire writer identification process.

One key point of the method relies on the automatic segmentation and labeling of the text, which is performed at the character level. This has to be done to extract and define the allographic prototypes from an independent word database (IRONOFF) and subsequently on all the reference documents and test documents to assess the writer retrieval performance of the proposed method. An industrial character segmentation and recognition engine, “MyScript SDK” [14], with the French linguistic resource attached for increased accuracy, has been used for this purpose. After the characters are segmented, the segmented characters then underwent further preprocessing where the size of each segmented character is normalized and resampled to 30 points. A process of feature extraction on each of the resampled points is then carried out. The features being used are the x and y co-
ordinates, the directions of x and y co-ordinates, the curvatures of x and y co-ordinates and the Pen-up or Pen-down information [12]. Accordingly, the matching process between a character extracted from a document and a prototype is carried in a feature space of dimension: 30 points × 7 features = 210.

In this paper, we propose a fuzzy c-means algorithm in the document labeling stage. The prototype training stage serves to identify common individual handwriting styles into individual prototypes at the character level. Following this, the document labeling stage then utilizes these prototypes to create individual distributions of handwriting styles for each of the test and reference documents in the database. Based on the results of the distributions, they provide statistical information about the handwriting styles of each writer. Our proposed method adopts a fuzzy c-means algorithm [15] which uses an exponential kernel function as described in Eq. 1 to create these individual distributions of handwriting styles.

\[
C_{\alpha_{ki}} = \frac{\sum_{p=1}^{M} \exp\left(-\beta \times \text{dist}(x_{\alpha_k}, x_{\alpha_p})\right)}{\sum_{k=1}^{N} \exp\left(-\beta \times \text{dist}(x_{\alpha_k}, x_{\alpha_p})\right)} \tag{1}
\]

where \(C_{\alpha_{ki}}\) is the total amount of characters from alphabet \(\alpha, \alpha \in \{'a', 'b', ..., 'z'\}\), that is assigned to prototype \(k\) from writer \(i\). In Eq. 1, \(p\) represents a given segmented character that has been recognized as of the alphabet \(\alpha\), \(p \in \{1,2,3, ..., M\}\), with \(M\) being the number of characters corresponding to alphabet \(\alpha\). \(\text{dist}(x_{\alpha_k}, x_{\alpha_p})\) is the Euclidean distance between the feature vector \(x\) for point \(p\) of alphabet \(\alpha\) and the feature vector \(x\) for prototype \(k\) of alphabet \(\alpha\). In Eq. 1, \(\beta\) is a tuning parameter which is set to be 0.01 in our experiments.

Characters from the reference and test documents are then assigned a partial membership to the prototypes based on their distance metric to the prototypes. Therefore, characters which lie further away from certain prototypes are assigned a lesser degree to that particular prototype. \(C_{\alpha_{ki}}\) is then used to calculate the distribution of frequency vectors [12] to be used during classification.

It can be seen that a character does not need to be labeled to one particular prototype. There should be a fuzzy logic behind labeling the character to all the prototypes that are present and then building a distribution based on this fuzzy logic. The experimental results obtained serves as strong evidence to attest that our proposed fuzzy c-means approach for clustering into prototypes during the document labeling stage yielded a higher level of accuracy.

3. Experimental Results

The first set of experiments was initially conducted on a smaller set of 82 test and 82 reference documents from 82 different writers. As presented in Table 1, the proposed methodology using fuzzy c-means to label the test and reference documents to the prototypes resulted in a high accuracy of 97.6% for writers that are ranked correctly in the top 1 position. This translates into a misclassification error of 2 misclassified writers out of 82, with both of them being misclassified in the top 2 position. This indicates that the writer identification system has confused the misclassified documents with only 1 other document from a different writer. Comparisons with previous results obtained by Siew et al. [12], who also performed writer identification based on character prototyping, show a significant improvement over their proposed methodology. An accuracy of 95.1% (4 misclassified writers out of 82) was reported in their method where the four writers were wrongly identified ranked at top 2, 4, 9, and 12 positions. This means that their writer identification system has confused the misclassified documents with up to 11 other documents. Therefore, our proposed methodology is able to perform with significantly higher accuracies.

<table>
<thead>
<tr>
<th>Size of reference document database</th>
<th>INN$^1$</th>
<th>Euclidean as distance metric</th>
<th>KL divergence$^2$ as distance metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>82</td>
<td>95.1%</td>
<td>97.6%</td>
<td>87.8%</td>
</tr>
<tr>
<td>120</td>
<td>96.7%</td>
<td>98.3%</td>
<td>91.7%</td>
</tr>
</tbody>
</table>

This improvement over Siew et al.’s results can be explained as follows. Their methodology hinges on the concept that each character can only be assigned to one particular prototype for which a distribution of handwriting styles is built. This is flawed in reality because there often exist overlapping handwriting styles for different writers. Our observations reveal that there are numerous instances when the characters are close to more than one prototype in the vector space. This can be explained by the fact that a writer can have strong, dominant handwriting style and weak handwriting styles. Weak handwriting styles change according to various circumstantial and temporal states [16], which can affect
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1. 1-Nearest Neighbor algorithm adopted by Siew et al. [12]
2. Kullback-Leibler divergence
the strong dominant handwriting style and lead to reminiscence of multiple overlapping handwriting styles. Therefore, in our proposed methodology, each character is not just assigned to one particular prototype, but rather, each character is assigned a certain degree of all the prototypes depending on how close they are to that prototype. The more similar the character is to a certain prototype, the greater the degree that prototype has on the character. For example, one character might be attributed among three different prototypes if the character shares common traits of all three handwriting styles.

Experiments were also performed using the Kullback-Leibler (KL) divergence [17] as a different metric for the fuzzy c-means algorithm to determine the best performing metric for our writer identification system. We can observe from Table 1 that using KL divergence resulted in a low 87.8% identification rate. This can be attributed to the asymmetric nature of the KL divergence. Therefore, in our system, the better performing metric to use for our fuzzy c-means algorithm is the Euclidean distance metric.

The database was subsequently enlarged to 120 test and 120 reference documents from 120 different writers. The purpose of this experiment was to investigate the scalability of the system as to whether it can handle larger loads on an enlarged database. Table 1 show that a top 1 accuracy of 98.3% (2 misclassified writers out of 120) was obtained with both the remaining two wrongly classified writers at the top 2 positions. This indicates that the proposed methodology is indeed scalable and can handle applications where scalability is critical in designing the system.

### 3.1. Fuzzy C-means Kernel Design

Experiments were also conducted using different kernel functions [18] for the fuzzy c-means algorithm to determine the kernel function that can perform best in our writer identification system.

1. Gaussian kernel function: The distribution of the feature vectors was assumed to be Gaussian with zero mean and unit variance.

2. Inverse kernel function: Eq.2 describes the formulation for the inverse kernel function where the notations have the same meaning as that shown in Eq. 1.

\[
C_{\alpha_i} = \frac{1}{\sum_{p=1}^{N} \sum_{k=1}^{M} \frac{1}{\text{dist}(x_{a_p}, x_{\alpha_i})}} \sum_{p=1}^{N} \sum_{k=1}^{M} \text{dist}(x_{a_p}, x_{\alpha_i})
\]  

Table 2 shows the comparison in performance of the writer identification among using the three different kernel functions. It can be seen that the inverse kernel function performs poorly, which can be explained by the poor behavior of such kernel functions as it approaches the centroids of the prototypes. The results obtained using the Gaussian kernel function is similar to that for the exponential kernel function. We believe that adjustments in the mean and variance parameters will allow the Gaussian kernel function to achieve the same results as the exponential kernel function since Gaussian functions are essentially exponential in nature.

#### Table 2. Performance of the Fuzzy c-means algorithm using different kernel functions.

| Identification rate using exponential kernel function (Eq. 1) | 98.3% |
| Identification rate using Gaussian kernel function | 97.5% |
| Identification rate using inverse kernel function (Eq. 2) | 96.7% |

### 3.2. Effect of number of Character Prototypes on Accuracy

It is hypothesized that different alphabets require different number of prototypes to effectively model all the possible writing styles of that character. For example, there are more ways and styles to write the alphabet ‘f’ than to write the alphabet ‘c’. A preliminary level of analysis has been performed to find a global optimal value for the number of prototypes needed.

Figure 2 shows the achievable by varying the number of global prototypes used for every letter of the alphabet. As seen from figure 2, the identification rate is highest when the number of prototypes varies from 10 to 30.
Additional number of prototypes beyond the 30 prototypes will result in a drop in the performance of the identification system. This can be explained by the principle of Occam’s razor. A large number of prototypes create sparse dimensionality which deteriorates the performance of the classification. Likewise, insufficient number of prototypes will be unable to effectively separate between intra-class variations. Based on the above analysis, the optimum number of global prototypes is taken to be 10 in the experiment.

4. Discussions

From the experimental results, the proposed methodology is able to generate high accuracies of 97.6% (two misclassified writers out of 82) for the identification of 82 different writers, with both the misclassified writers being identified correctly in the rank 2nd position. This is a remarkable improvement over Siew et al.’s [12] methodology which only attained a top 1 accuracy of 95.12% (four misclassified writers out of 82), with all the misclassified writers only being correctly identified in the rank 11th position. This can be explained by the fact that our proposed methodology is based on fuzzy logic that mimics the fact that a writer’s handwriting style has reminiscence of multiple overlapping handwriting styles. Furthermore, when we further increase the size of the reference database to 120 different writers, a similar result of having only two misclassified writers out of 120 was attained, leading to a top 1 accuracy of 98.3%. This concludes that the system can provide high accuracies in identifying writers and is highly scalable as well. Our results also indicated that KL divergence performed poorly in our writer identification system. This might be due to the fact that KL divergence itself is asymmetric. Furthermore, we have also showed that the optimum number of prototypes to use for our writer identification system is 10.

One main area of improvement to be explored is to investigate how different alphabets affect the character prototypes. Certain alphabets have more writing styles than others and are more discriminatory in writer identification. For instance, character shapes like ‘f’, ‘h’ or ‘t’ have more variability than others like ‘e’ or ‘c’. In this paper, we have presented the global optimum number of prototypes to use. However, we can go one step further in future to investigate a variable number of prototypes required to effectively model each alphabet, which may yield even better performance. Furthermore, more work needs to be done to investigate the extent of impact that different alphabets have on the accuracy of writer identification. In this way, a dynamic algorithm can then be proposed to handle and create an alphabet matrix for each writer. The alphabet matrix will be constructed based on the discriminative power of different alphabets for each writer and will then determine if certain alphabets can be ignored for writer identification. This will result in a smaller feature vector set being used, which will thus reduce the computational complexity of the system.
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