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I. INTRODUCTION

This contribution further develops recent works on discrete-time parameter identification (see [14] and [6]). It is a counter-part, augmented with application issues, of [4], [5], which permits for linear time-invariant continuous-time systems, thanks to algebraic methods, to achieve

- on-line parametric identification,
- robustness with respect to noisy data without knowing the statistical properties of the corrupting noises (see [2] for further details).

Remark 1.1 See, e.g., [2] for references on related results in various fields such as state and parameter estimation for nonlinear systems, linear and nonlinear fault diagnosis, signal and image processing.

In accordance to the continuous-time framework, the operational representation of the discrete-time constant linear system (in the \(z\)-domain) is considered. Initial conditions are allowed to be ignored by taking derivatives with respect to the shift operator \(z\). To determine the unknown system parameters, subsequent iterated summations of the discrete-time counterpart of the resulting operational equation are carried out to set up a system of linear equations, referred to as linear identifier. The presentation is evolved for a general \(n\)-th order
discrete-time constant linear dynamics. To cope with measurement noise, besides the possibility of a straightforward incorporation of linear filters, the setup of an over-determined system of linear equations by means of additional iterated summations qualifies to be suitable.

On the basis of a fifth-order model of a drive-train, which is available as a laboratory experiment, the problem of inaccurate estimation of those system zeros, which have only minor effect on the system response, and, hence, are difficult to estimate in presence of noise, is illustrated. Additionally, it is found that the identifier parameterized in terms of the z-domain parameters, i.e., the coefficients of the system’s difference equation, exhibits increasingly poor numerical condition emerging with decreasing sampling times. This numerical issue of the z-domain setting might become apparent by reflecting the relation $z_i = \exp(\delta T_a)$ between the poles $s_i$ of the continuous-time system and the poles $z_i$ of the according discrete-time representation. Hence, with decreasing sampling time $T_a$, the poles $z_i$ approach the point $z = 1$. In order to overcome this numerical problem, a suitable re-parametrization of the identifier is sought for and found in terms of the bilinear Tustin transform, also referred to as $q$-transform for short in linear systems theory (see, e.g., [12] for a related transform). Again referring to the drive-train example it is shown that the $q$-domain setting of the identifier does not experience numerical deficiencies in case of small sampling times.

To cope with the problem of inaccurate estimation of “inessential” zeros, the idea to discarding (or pre-setting) those zeros, based on a-priori knowledge from modeling, is proposed. This approach is first discussed on the basis of the $q$-domain setting and then transferred to the $z$-domain framework accordingly. The motivation for discussing this idea for the $q$-domain case first simply is that, by virtue of the close similarity to the continuous-time domain, things might be particularly apparent from the control engineer’s point of view. This idea of pre-setting those non-essential zeros to obtain a “reduced-order” linear identifier is shown to provide particular attractiveness. The corresponding computer programs are available.

The accuracy of our identification results is demonstrated by inspecting the tight correspondence of measurement and simulation of a drive-train control application, with the controller designed on the basis of the identified dynamics using a simple loop-shaping procedure (see, e.g., [7], [9]).

II. A LINEAR IDENTIFIER FOR $n$-TH ORDER DISCRETE-TIME SISO LTI SYSTEMS

Consider a linear time-invariant discrete-time SISO system of order $n$

$$\sum_{i=0}^{n} a_i y_{k+i} = \sum_{i=0}^{m} b_i u_{k+i}, \quad m \leq n, \quad a_n = 1 \quad (1)$$

For estimating the unknown parameters

$$\chi^T = [a_0, \ldots, a_{n-1}, b_0, \ldots, b_m]$$

we start with the $z$-domain representation of system (1), which yields an identification approach motivated by [4], [5].

Consider a sequence $(f_k)$, where $f_k = 0$ for $k < 0$. The formal Laurent series $f_k(z) = \sum_{i=0}^{\infty} f_i z^{-i}$, called the $z$-transform of $(f_k)$, is written $f_k \longleftrightarrow (f_k)$ for short. With $(f_{k+1}) \leftrightarrow z^i \left( f_z = \sum_{j=0}^{i-1} f_j z^{-j} \right)$, and $A(z) = z^n + \sum_{i=0}^{n-1} a_i z^i$, $B(z) = \sum_{i=0}^{m} b_i z^i$, the $z$-domain counterpart of Equation (1) is

$$A(z) y_z = \sum_{i=0}^{n} a_i z^i \sum_{j=0}^{i-1} y_j z^{-j} = B(z) u_z - \sum_{i=0}^{m} b_i z^i \sum_{j=0}^{i-1} u_j z^{-j} \quad (2)$$

and the associated transfer function is

$$G(z) = \frac{y_z(z)}{u_z(z)} = \frac{B(z)}{A(z)}$$

Correspondingly to the continuous-time framework of [4], [5], derivatives w.r.t. $z$, of order $n \geq n + 1$, are taken on both sides of Equation (2) in order to eliminate the initial conditions $y_j$, $j = 0, \ldots, n - 1$, and $u_j$, $j = 0, \ldots, m - 1$. (Accordingly, one might think, e.g., of first dividing both sides of Equation (2) by $z$, followed by an $n$ times differentiation w.r.t. $z$, in order to meet this objective).

By carrying out the derivative of order $n \geq n + 1$ on both sides of Equation (2) (the detailed calculations are given in the appendix) and finally transferring the result back to the discrete-time domain, we end up with

$$\left( \prod_{k=0}^{n-1} (k-n+s) \right) \left\{ y_k + \sum_{i=0}^{n-1} y_{k-n+i} a_i - \sum_{i=0}^{n} u_{k-n+i} b_i \right\} = 0 \quad (3)$$

For determining the set $\lambda$ of parameters, Equation (3) is subject to $N \geq n + m$ fold iterated summation (corresponding to the iterated integrals of [4]) to assemble a set of $(N+1)$ linear equations, $P(k) \chi = Q(k)$, also referred to as an (on-line) linear identifier. So, with $\chi(k) = \prod_{k=0}^{n-1} (k-n+s)$, the first row of $P$ and $Q$ is given as $P_{1,i+1}(k) = \chi(k) y_{k-n+i}$, $i = 0, \ldots, n-1$, $P_{1,n+1+1}(k) = -\chi(k) u_{k-n+i}$, $j = 0, \ldots, m$, $Q_{1}(k) = -\chi(k) y_{k}$. The subsequent rows read $P_{1,i+1}(k) = \sum_{s=0}^{n-1} P_{1,i}(s)$, $l = 1, \ldots, N$, $i = 1, \ldots, n + m + 1$, with an according expression for $Q$. The reason for optionally setting up an over-determined system of linear equations (by choosing $N > n + m$) is the following: it provides an improved accuracy for the estimates in presence of noisy signals. Section V will deal with some related issues.

III. RE-PARAMETERIZING THE PROBLEM VIA APPLICATION OF THE TUSTIN TRANSFORM

Given a continuous-time system $G(s)$ with poles $s_i$, then the poles of the according discrete-time system $G(z)$ are located at $z_i = \exp(s_i T_a)$. Thus, with a decreasing sampling time $T_a$, the poles $z_i$ approach 1. The objective of the following discussions is to introduce a suitable re-parametrization of the proposed identification method, namely via application of the bilinear Tustin transform $C \rightarrow \tilde{C}$.

$$z = \frac{1 + q/\Omega_0}{1 - q/\Omega_0}, \quad q = \Omega_0 \frac{z-1}{z+1}, \quad \Omega_0 = \frac{2}{T_a} \quad (4)$$
in order to avoid poor numerical conditioning emerging with decreasing sampling times. Section VI-A will illustrate these (numerical) issues on the basis of a ‘‘drive-train’’ example. Let

\[ G^\# (q) = G (z) \big|_{z=\frac{-j\Omega}{\gamma + \Omega}} \]

denote the \( q \)-domain transfer function, with the prime arranged to indicate the representation in terms of \( \lambda \). Clearly, an \( (n - m) \)-fold zero at \( q = \Omega_0 \) occurs. Next, arrange a change of the parameters to re-cast \( G^\# (q) \) as

\[ G^\# (q) = \frac{1 - q/\Omega_0} {1 + \sum_{i=1}^{n-m} A_i q^{i}} \]

represented in terms of the parameters \( \{ A_i, B_i \} \). Notice that, given a continuous-time system \( G (s) \), the approximation \( G^\# (j\Omega) \approx G (j\omega) \), with \( \Omega = (2/T_a) \tan (\omega T_a/2) \), holds for \( |\omega T_a| \ll 1 \). Let \( s = a \) be a pole of \( G (s) \), then the according pole of \( G^\# (q) \) is \( \tilde{a} = \Omega_0 \tan (a/\Omega_0) \). This observation draws a close link between the \( q \)-domain and the \( s \)-domain scenario.

The following idea will be crucial for additionally increasing the performance of the identifier (to be illustrated in Section VI-A). Being particularly apparent in the \( q \)-domain setting from the control engineer’s point of view, one may discard, except for the \( (n - m) \)-fold zero at \( \Omega_0 \), those zeros of \( G^\# (q) \) which only have minor influence on the system response, and, hence, are difficult to estimate in presence of noise. This idea of discarding the ‘‘insensitve’’ zeros a-priori (based on knowledge obtained from modeling) will be accordingly transferred to the \( z \)-domain setting in Section IV.

So, the point of departure for the \( q \)-domain setting of the identification approach, incorporating the (optional) feature of discarding ‘‘insensitve’’ zeros, is set as

\[ \tilde{G}^\# (q) = \frac{(1 - q/\Omega_0)^{n-m} \sum_{i=0}^{m-n} \tilde{B}_i q^{i}} {1 + \sum_{i=1}^{n-m} \tilde{A}_i q^{i}}, \quad \tilde{m} \leq m \quad (5) \]

with the tilde indicating the approximation of \( G^\# (q) \). Next, we will trace back to the \( z \)-domain solution, and re-cast (3) in terms of the \( q \)-domain parameters

\[ \Lambda^T = \left[ A_1, \ldots, A_n, \tilde{B}_0, \ldots, \tilde{B}_{\tilde{m}} \right] \]

To this end, let us first determine the parameter transformation. The \( z \)-domain transfer function (with \( a_n \neq 1 \) in general) according to \( \tilde{G}^\# (q) \) reads

\[ G (z) = \frac{2^{n-m} \sum_{i=0}^{m-n} \tilde{B}_i \Omega_0 (z - 1)^{\tilde{m}} (z + 1)^{n-i}} {z + 1} = \frac{\sum_{s=0}^{m} b_s z^s} {\sum_{s=0}^{n} a_s z^s} \]

By referring to the binomial theorem, we obtain the relations between the \( (n + m + 2) \) coefficients \( \{ a_s, b_s \} \) of (6) and the \( (n + \tilde{m} + 1) \) parameters \( \Lambda \) as

\[ b_s = \sum_{i=0}^{\tilde{m}} \Pi^s_{i,i} \tilde{B}_i, \quad s = 0, \ldots, m \]

\[ a_s = \binom{n} {s} + \sum_{i=1}^{n} \Pi^a_{s,i} A_i, \quad s = 0, \ldots, n \quad (7) \]

with

\[ \Pi^s_{i,i} = 2^{n-m} (-\Omega_0)^{s} \sum_{j=0}^{n} (-1)^{s+j} \binom{m-i} {j}, \]

\[ \Pi^a_{s,i} = (-\Omega_0)^{s} \sum_{j=0}^{n} (-1)^{s+j} \binom{n-i} {j} \quad (8) \]

Plugging the transformation (7, 8) into (3) (notice that (3) has to be slightly adapted so as to allow for arbitrary \( a_n \), we finally find

\[ \chi (k) \left( \sum_{r=0}^{n} r \sum_{s=0}^{n} \sum_{i=1}^{n} \sum_{r=0}^{n} \sum_{s=0}^{n} \sum_{i=1}^{n} \right) A_i - \tilde{m} \sum_{i=0}^{\tilde{m}} \sum_{r=0}^{n} \sum_{s=0}^{n} \sum_{i=1}^{n} \sum_{r=0}^{n} \sum_{s=0}^{n} \sum_{i=1}^{n} \tilde{B}_i = 0 \]

The procedure of setting up the linear identifier by means of iterated summation of (9), and the solution for \( \Lambda \) as well, proceeds as discussed in Section II.

IV. THE \( z \)-DOMAIN SETTING – CONT’D

The idea to (optionally) a-priori discarding “insensitve” zeros will now be equivalently applied to the \( z \)-domain setting, i.e., the parametrization in terms of \( \lambda \), continuing Section II. Clearly, by (4), discarding certain zeros of \( G^\# (q) \), i.e. shifting those zeros to infinity, corresponds to placing the associated zeros of \( G (z) \) at \( z = -1 \). Now, introduce the counterpart of (5),

\[ \tilde{G} (z) = \frac{(z + 1)^{m-n} \sum_{i=0}^{\tilde{m}} \tilde{B}_i z^i} {\sum_{i=0}^{n} a_i z^i} = \frac{\sum_{s=0}^{m} b_s z^s} {\sum_{s=0}^{n} a_s z^s} \]

with the tilde indicating the approximation of \( G (z) \). The linear map relating the parameters \( b^T = [b_0 \ldots b_n] \) to the numerator coefficients \( b^T = [b_0 \ldots b_n] \) is represented as \( b = \Xi \lambda \).

\[ \lambda = \big[ a_0, \ldots, a_{n-\tilde{m}}, b_0, \ldots, b_n \big], \lambda = \Xi \lambda \]

\[ \Xi = \begin{bmatrix} \Xi_{nn} & \Xi_{nb} \end{bmatrix} \]

\[ \lambda = \Xi \lambda \]

where \( \Xi_{nn} \) is the \( n \times n \) identity matrix.

V. ROBUSTNESS WITH RESPECT TO NOISY DATA

In presence of noisy signals, the composition of the identifier as a “square” system of linear equations, i.e., \( N = n + m \) or \( N = n + \tilde{m} \) respectively, via iterated summation of (3) or (9), might not yield accurate (or even appropriate) estimates. For instance, this is the case for the drive-train example to be investigated in Section VI-A. We will address here some possibilities (which might of course be combined) for improving the performance of the proposed identification method in presence of noisy signals:

1. Instead of taking iterated summations on (3) or (9), i.e., iterated application of \( 1/(z - 1) \) in the \( z \)-domain, one might more generally iteratively apply (filters of the type) \( 1/(z - \gamma) \) (or even higher-order ones) for denoising.

2. “Invariant filtering” (see, e.g., [5]): Each row of the linear identifier \( \tilde{P} (k) \lambda = \tilde{Q} (k) \) (or its counterparts of Sections III and IV) might be pre-processed with a
filter, suitably adjusted utilizing (a-priori) knowledge of the system dynamics.

3. Instead of setting up a “square” linear identifier, one might choose \( N > n + m \) (or \( N > n + \tilde{m} \), resp.) to set up an over-determined system (in the presence of noise) and solve, e.g., for a least-squares solution to the under-determined linear system \( P^T \lambda + e = Q, \) i.e., \( \min_{\lambda} \| e \|_2^2 \), which is \( \lambda = (P^T P)^{-1} P^T Q \).

4. Clearly, the “first few” equations of the linear identifier are obviously more affected by noises than the subsequent ones. This is due to the effect of the iterated summations (or the iterated filters of item 1). So, one might think of discarding the “first” \( \alpha \) equations from the parameter calculation.

The combination of the items 3 and 4 might read as follows:

Set up a number of \( N = n + \tilde{m} + \alpha + \beta \) equations (either by means of iterated summation or filtering), with \( \beta \) denoting the number of additional equations added due to item 3. Hence, from the \( (1 + N) \) equations, the equations no. \( (\alpha + 1) \) up to \( (1 + N) \), i.e., a number of \( 1 + N - \alpha = 1 + n + \tilde{m} + \beta \) equations, are used for calculating the \( (1 + n + \tilde{m}) \) unknown parameters (in the least-squares sense).

**Remark V.1** Several aspects of the above discussion are nothing else but a discrete-time interpretation of the viewpoint expounded in [2], where noises are considered as highly fluctuating, or oscillating, phenomena. Let us emphasize once more that we do not need any statistical knowledge of the noises.

**Remark V.2** See [10], [11] for a most illuminating comparison between continuous-time algebraic identification methods and least-square techniques.

VI. APPLICATION AND DISCUSSION

A. Identification

To illustrate the behavior of the presented approach to discrete-time linear systems identification, and, in particular, to reveal some subtleties involved, we will finally discuss a selected application available as a laboratory experiment.

![Fig. 1. The lab model “drive-train”.](image)

Consider the model of a drive train as depicted in Figure 1. The parameters of the lab setup are as follows: \( L_A = 896 \mu H \) (armature inductance), \( R_A = 6.38 \Omega \) (armature resistance), \( k_m = 41 \times 10^{-3} \text{Nm/A} \) (torque constant), \( c_1 = c_2 = 1.72 \times 10^{-3} \text{Nms/rad} \) (spring coefficients), \( \Theta_1 = 25.65 \times 10^{-6} \text{kgm}^2 \), \( \Theta_2 = 6.44 \times 10^{-6} \text{kgm}^2 \), \( \Theta_3 = 5.1 \times 10^{-6} \text{kgm}^2 \) (moments of inertia of the rotors), and \( d_1 = 3.98 \times 10^{-6} \text{Nms} \), \( d_2 = 0.92 \times 10^{-6} \text{Nms} \), \( d_3 = 2.4 \times 10^{-6} \text{Nms} \) (coefficients of viscous friction, related to the bearings of the respective rotors). By discarding the dynamics related to the electrical subsystem in the sense of a singular perturbation point of view, the dynamics of the drive-train are obtained as \( G(s) = \dot{\omega}/\dot{u}, \)

\[
G(s) = \frac{V}{(1 + \frac{s}{81}) \left( 1 + \frac{26.1 \omega_1}{s} + \frac{s^2}{\omega_1^2} \right) \left( 1 + \frac{26.3 \omega_2}{s} + \frac{s^2}{\omega_2^2} \right)}
\]

with \( V = 23.7, \omega_1 = 12.4, \omega_2 = 27.7, \xi_1 = 0.1 \) and \( \xi_2 = 0.0083. \) Thus \( n = 5, m = 4 \) for the according discrete-time system \( G(z). \)

The following examples (with \( \bar{n} = n + 1 \)) provide different case studies regarding the choice of the parameter \( \tilde{m} \leq m \) (for both the \( q-\) and \( z-\)domain setting) and the sampling time \( T_o. \) In order to cope with noise, the combination of the items 3 and 4 of Section V is applied, with \( \alpha = 7 \) and \( \beta = 10. \) Numerous case studies showed that for this example, the use of the iterated summations (i.e., \( \gamma = 1 \)) is clearly advantageous compared to the choice \( \gamma \neq 1 \) of item 1 (of Section V). The “invariant filtering approach” of item 2 was found not to give significant further improvements (to the setting as introduced above), so it is not applied within the following case studies.

All equations of the identifier are normalized (by dividing by the maximum absolute entry of \( P \)) of the respective row) to improve the numerical conditioning. The linear on-line identifiers start at \( t = 0, \) and the pole-zero plots and Bode diagrams of the identified \( z-\) and \( q-\)domain transfer functions given in the figures are due to \( \lambda \) and \( \Lambda, \) evaluated at the final time \( t_{\text{end}} = 1.35s. \) The pole-zero plots of the nominal dynamics \( G(z), \) or \( G^\#(q) \) resp., associated to \( G(s) \) as given above, will always be displayed in blue color.

**Example VI.1** Set \( \tilde{m} = m, T_o = 10ms. \) The simulation results given in Figure 2 are associated with the observation that, in presence of noise (chosen as colored), the estimation of the zeros which have minor influence on the system response (see the subplot containing the system output \( u \)) is very poor. Additionally, it is found that, emerging with decreasing sampling times, the numerical conditioning of the linear identifier parameterized in terms of the \( z-\)domain parameters \( \lambda \) becomes increasingly worse, in contrast to the \( q-\)domain setting. To illustrate this, the conditioning numbers of \( P \) (i.e., the ratio of the largest singular value of \( P \) to the smallest) for the \( z-\) and \( q-\)domain identifier, evaluated at the final time \( t_{\text{end}} \) for different sampling times, are given in Table (10) (cols. 2 and 3).

<table>
<thead>
<tr>
<th>( T_o [\text{ms}] )</th>
<th>( z )</th>
<th>( q )</th>
<th>( z )</th>
<th>( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.0e10</td>
<td>1.7e10</td>
<td>3.0e10</td>
<td>1.7e10</td>
</tr>
<tr>
<td>5</td>
<td>5.1e11</td>
<td>8.0e9</td>
<td>5.2e11</td>
<td>7.8e9</td>
</tr>
<tr>
<td>2</td>
<td>2.9e13</td>
<td>1.2e10</td>
<td>2.9e13</td>
<td>1.2e10</td>
</tr>
<tr>
<td>1</td>
<td>5.4e14</td>
<td>1.4e10</td>
<td>5.4e14</td>
<td>1.4e10</td>
</tr>
<tr>
<td>0.5</td>
<td>9.0e15</td>
<td>1.5e10</td>
<td>8.9e15</td>
<td>1.5e10</td>
</tr>
</tbody>
</table>

In order to show that these conditioning numbers are only weakly affected by the noise added to the output signal, the conditioning numbers obtained by noise-free simulations are also given in Table (10) (cols. 4 and 5).

The first observation of Example VI.1 (inappropriate estimation of the zeros in presence of noise), associated with the
knowledge obtained from modeling, is the motivation for applying the approximations of the numerators as proposed in Sections III and IV. Notice that, by inspecting for instance the Bode plots of the nominal drive-train dynamics in Figure 2, those mentioned zeros only affect the frequency response in the frequency domain with the magnitude \(|G^\# (j\Omega)|\) located significantly below the zero dB line. The idea of discarding those zeros is addressed in the following example.

**Example VI.2** Set \(\tilde{m} = 0\) and \(T_a = 10\,\text{ms}\) for the simulation results given in Figure 3. The approach for discarding those zeros having negligible effect on the system response is seen to be appropriate (see in particular the subplot containing the system output \(\omega\)). The estimation of the poles is again accurate. Additionally, due to the reduced number of parameters, this approach has also the advantage of having better numerical conditioning compared to the case \(\tilde{m} = m\) of the previous example, illustrated by the condition numbers given in Table (11).

<table>
<thead>
<tr>
<th>(T_a) [ms]</th>
<th>(z)</th>
<th>(q)</th>
<th>(z)</th>
<th>(q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.8e7</td>
<td>2.3e7</td>
<td>1.9e7</td>
<td>2.3e7</td>
</tr>
<tr>
<td>5</td>
<td>6.0e8</td>
<td>2.7e7</td>
<td>5.8e8</td>
<td>2.7e7</td>
</tr>
<tr>
<td>2</td>
<td>3.5e10</td>
<td>3.0e7</td>
<td>3.5e10</td>
<td>3.0e7</td>
</tr>
<tr>
<td>1</td>
<td>6.4e11</td>
<td>3.1e7</td>
<td>6.4e11</td>
<td>3.1e7</td>
</tr>
<tr>
<td>0.5</td>
<td>1.1e13</td>
<td>3.2e7</td>
<td>1.1e13</td>
<td>3.2e7</td>
</tr>
</tbody>
</table>

(11)

Analogously to Table (10), cols. 4 and 5 display the results...
obtained with noise-free simulations. Again, the numerical conditioning of the z-domain setting suffers with decreasing sampling times, whereas the parametrization in terms of \( \Lambda \) does not show such problems.

**Example VI.3** (measurement results) Set \( \tilde{m} = 0, T_a = 10 \text{ms} \). Figure 4 depicts the identification results obtained from measurements of the “drive-train” lab model. The angular velocity \( \omega \) is measured via an incremental encoder.

Let us end these case studies with some considerations on the counterparts of the Examples VI.1 and VI.2 by invoking the standard least-squares (LS) identification method (see, e.g., [8]), which is briefly revisited now. Consider again

Equation (1). Introduce the (equation-) error \( (e_k) \),

\[
e_k = y_k - \left( -\sum_{i=0}^{n-1} y_{k-n+a_i} + \sum_{i=0}^{m} u_{k-n+b_i} \right) = y_k - \left[ -h_{a,k}^T \ h_{b,k}^T \right] \lambda ,
\]

with the so-called data vectors \( h_{a,k}^T = [y_{k-n}, \ldots, y_{k-1}] \) and \( h_{b,k}^T = [u_{k-n}, \ldots, u_{k-n+m}] \). Taking \( N + 1 \) measurements, \( N > n + m \), we end up with the (under-determined) system of \( N + 1 \) linear equations

\[
\begin{bmatrix}
  e_0 \\
  \vdots \\
  e_N
\end{bmatrix} =
\begin{bmatrix}
  y_0 \\
  \vdots \\
  y_N
\end{bmatrix} -
\begin{bmatrix}
  -h_{a,0}^T \\
  \vdots \\
  -h_{a,N}^T
\end{bmatrix}
\begin{bmatrix}
  h_{b,0}^T \\
  \vdots \\
  h_{b,N}^T
\end{bmatrix} \lambda ,
\]

(13)
or $e = \tilde{Q} - \tilde{P} \lambda$ for short. The least-squares solution to (13), 
\[ \lambda = (\tilde{P}^T \tilde{P})^{-1} \tilde{P}^T \tilde{Q} \]
finally gives the estimate for $\lambda$ in the sense $\min_{\lambda} \| e \|^2_2$.

One might also think of recasting this method in terms of the $q$-domain parameters $\Lambda$. Start to this end from Equation (12), adapted to allow for arbitrary $a_n$, and apply the transformation (7), (8) to obtain

\begin{equation}
\begin{aligned}
e_k &= \sum_{r=0}^{n} \binom{n}{r} q_{k-n+r} + \sum_{i=1}^{n} \left( \sum_{r=0}^{n} q_{k-n+r} \Pi_{r,i} \right) A_i - \\
&- \tilde{m} \sum_{i=0}^{m} \left( \sum_{r=0}^{n} u_{k-n+r} \Pi_{r,i}^{\mu} \right) \tilde{B}_i.
\end{aligned}
\end{equation}

Example VI.4 (standard least-squares (LS) method (12)–(14); $\tilde{m} = m, T_a = 10\, ms$). The results obtained with the same measurement data as given in Figure 4 are displayed in Figure 5. They indicate poor performance (getting worse with decreasing sampling times), even for the estimation of the pole-pair related to the "slow eigenfrequency".

Example VI.5 (standard LS method; $\tilde{m} = 0, T_a = 10\, ms$). This setting is found not to give any clear improvements compared to the choice $\tilde{m} = m$ of Example VI.4, thus, the associated graphics are not displayed.

Remark VI.1 In order to achieve suitable results with the LS identification method (in the case of the considered drive-train example), it is advisable to increase the sampling
Fig. 5. (cf. Example VI.4) Results obtained from measurements by invoking the standard least-squares (LS) method with \( m_n = m \), \( T_a = 10\text{ms} \). The representations in terms of \( \lambda \) and \( \Lambda \) are entitled as “LS-\( q \)” and “LS-\( z \)” for short.

time, say, e.g., to \( T_a = 50\text{ms} \), additionally to articulately increasing the “observation time span”.

Remark VI.2 The use of colored noises is a further confirmation that our denoising techniques are not limited to classic Gaussian white noises (see [2] and several computer simulations in the references therein).

B. Control application

Based on the identification result of the drive-train lab model displayed in Figure 4, a controller \( R \) (for the one-degree-of-freedom standard control scheme) is now designed by means of a loop-shaping procedure, i.e., a simple graphical method based on Bode plots (see, e.g., [7], [9]). The design is carried out in the \( q \)-domain. To this end, the transfer function (i.e., the amplitude and phase response) of \( L = RG \) of the open loop is given a suitable shape so as to meet the closed loop design objectives.

The following control design may be retraced via the Bode plots of Figure 6. Let \( G^\# (q) \) denote the identified \( q \)-domain transfer function of the drive-train due to Figure 4. As the first design step, in order to cope with the fairly-damped torsional oscillations of the drive-train system, the according complex-conjugate pole-pairs \(-1.16 \pm 12.5\sqrt{-1}\) and \(-0.76 \pm 26.34\sqrt{-1}\) of \( G^\# (q) \) are compensated for. Let us represent the polynomials associated with those pole-pairs as \( 1 + 2\xi_i q/\omega_i + (q/\omega_i)^2 \), \( i = 1, 2 \), with \( (\omega_1 = 12.5\text{rad/s}, \xi_1 = 0.0923) \) for the “slow” eigenfrequency and \( (\omega_2 = 26.35\text{rad/s}, \xi_2 = 0.0289) \) for the “fast” eigenmode, respectively. Typically, in view of robustness issues regarding performance, it is advisable not exactly cancel out such pole-pairs \( 1 + 2\xi_i q/\omega_i + (q/\omega_i)^2 \), but to install (approximate) compensators, as, e.g.,

\[
N^\#_i (q) = \frac{1 + 2\xi_i q/\omega_i + (q/\omega_i)^2}{1 + 2\bar{\xi}_i q/\omega_i + (q/\omega_i)^2}
\]

with \( \bar{\xi}_i \geq \xi_i \) (“approximate” compensation as mentioned above takes place for \( \xi_i > \xi_j \)) and \( 0 < \xi_i \leq 1 \). Compensators of this type are usually also referred to as Notch filters. In order to illustrate the quality of the identification result, however, we will exactly cancel out the pole-pair related to the “slow” eigenfrequency via \( N^\#_1 (q) \), i.e., set \( \xi_1 = \bar{\xi}_1 \), see also Figure 6. The other pole-pair is compensated approximately by setting \( \xi_2 = 1.5\bar{\xi}_2 \). For both Notch filters of the drive train controller we choose \( \bar{\xi}_i = 1, i = 1, 2 \). Finally, as the third part of the controller, in order to achieve steady-state accuracy, we add a transfer function \( H \) of PI-type,

\[
H^\# (q) = 0.08 \frac{1 + q/10}{q}
\]

to obtain the controller \( R = H N_1 N_2 \). The Bode plot of the open-loop transfer function \( L = RG \) is also displayed in Figure 6. The BIBO stability of the closed loop \( T = L/(1 + L) \) is immediately deduced by inspecting the phase.
Hence, in presence of noisy signals, the estimated pole-pair eigenfrequency is located very close to the stability margin. For the drive-train example, the pole-pair related to the fast is worth mentioning that, clearly, the linear identifier cannot incorporate a-priori knowledge on stability. More concretely, with decreasing sampling times. This effect is observed independently from whether or not the idea of pre-setting certain zeros, which turned out as useful, is applied.

Though this algebraic approach provides promising results, it is worth mentioning that, clearly, the linear identifier cannot incorporate a-priori knowledge on stability. More concretely, for the drive-train example, the pole-pair related to the “fast eigenfrequency” is located very close to the stability margin, hence, in presence of noisy signals, the estimated pole-pair might be found to shift beyond the stability margin.

Finally, it should be mentioned that the discussed method provides easy-to-implement on-line identifiers. A computer-algebra implementation of this approach, associated with notes on implementation issues, is available at http://regpro.mechatronik.uni-linz.ac.at

B. Improvement of the mathematical formalism

Future publications will give a more intrinsic algebraic picture of those parametric identification methods. It will thus provide a better understanding of their connections with flatness-based predictive control for discrete-time linear systems ([3], [13]) and with structural properties as derived from the module-theoretic standpoint (see, e.g., [1], [3] and the references therein).

VIII. Appendix: The detailed calculations of Section II

The following calculations are given to retrace the appearance of (3) by taking $\vec{n} \geq n + 1$ derivatives on (2) w.r.t. $z$. Let $(\cdot)^{(j)} = (\partial z)^j (\cdot)$, $\partial z = \partial / \partial z$, and notice that

$$z^j f_z^{(j)} \rightarrow (-1)^j \left( \prod_{k=0}^{j-1} (k + s) \right) f_k$$

Then, taking the derivatives on both sides of (2) yields $(Ay_z)^{(n)} = (Bu_z)^{(n)}$, and, by virtue of Leibniz’ product rule,

$$\sum_{j=0}^{n} \binom{n}{j} A^{(j)} y_z^{(n-j)} = \sum_{j=0}^{m} \binom{\vec{n}}{j} B^{(j)} u_z^{(n-j)}$$
noticing that $A^{(j)}(z) = 0$, $j > n$, and $B^{(j)}(z) = 0$, $j > m$. With $A^{(j)} = \sum_{s=j}^{n} a_{s} z^{s-j}$ and $B^{(j)} = \sum_{s=j}^{m} b_{s} z^{s-j}$, Equation (16) takes the form

$$\tilde{n}! \sum_{j=0}^{n} \frac{z^{-j} (n-j)!}{(n-j)!} \sum_{s=j}^{n} \left( s \right) a_{s} z^{s} =$$

$$= \tilde{n}! \sum_{j=0}^{m} \frac{z^{-j} b_{s} (n-j)!}{(n-j)!} \sum_{s=j}^{m} \left( s \right) b_{s} z^{s} \quad (17)$$

To further proceed with (17), and, in particular, in view of facilitating the transformation back to the discrete-time domain, let $F_{z}^{(j)} = z^{j} f_{z}^{(j)}/j!$, $(F_{z}, (f_{j})) \in \{(Y_{z}, (y_{k})), (U_{z}, (u_{k}))\}$. Notice that $F_{z}^{(j)} \rightarrow (-1)^{j} \left( \prod_{s=0}^{j} (k+s) \right) f_{k}$ by (15). Multiply both sides of Equation (17) by $z^{-n}$. Then, by rearrangement of the sums for collecting the parameters $a_{i}$, $i = 0, \ldots, n-1$ (notice that $a_{n} = 1$ by (1)), and $b_{i}$, $i = 0, \ldots, m$, we obtain

$$\sum_{i=0}^{n-1} z^{-i} \frac{n!}{i!} \sum_{j=0}^{i} \left( i \right) Y_{z}^{(n-j)} a_{i} =$$

$$- \sum_{i=0}^{m} z^{-i} \frac{n!}{i!} \sum_{j=0}^{i} \left( i \right) U_{z}^{(n-j)} b_{i} =$$

$$= - \tilde{n}! \sum_{j=0}^{n} \frac{n!}{j!} Y_{z}^{(n-j)} \quad (18)$$

Before proceeding with (18), first notice that the identity

$$\sum_{j=0}^{i} \left( \begin{array}{c} i \\ j \end{array} \right) \frac{(-1)^{i-j} \tilde{n}!}{(n-j)!} \prod_{s=0}^{i-j-1} (k-n+\tilde{n}+s) = \prod_{s=0}^{i-1} (k-n+s)$$

holds (with $\tilde{n}$ involved in the left-hand side cancelling out). Then, re-sorting to the expressions of (18) associated to the parameters $\{a_{i}, b_{i}\}$, we have

$$z^{-n} \tilde{n}! \sum_{i=0}^{n} \left( \begin{array}{c} i \\ j \end{array} \right) F_{z}^{(n-j)} \rightarrow$$

$$(-1)^{n} \prod_{s=0}^{i-1} (k-n+s) \left( \prod_{s=i}^{n-1} (k-n+s) \right) f_{k-n+1} =$$

and, hence, the validity of (3).
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