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Abstract

U. Berger, [11] significantly simplified Tait’s normalisation proof for bar recursion [27], see also [9], replacing Tait’s introduction of infinite terms by the construction of a domain having the property that a term is strongly normalizing if its semantics is \( \not\perp \). The goal of this paper is to show that, using ideas from the theory of intersection types [2, 6, 7, 21] and Martin-Löf’s domain interpretation of type theory [18], we can in turn simplify U. Berger’s argument in the construction of such a domain model. We think that our domain model can be used to give modular proofs of strong normalization for various type theory. As an example, we show in some details how it can be used to prove strong normalization for Martin-Löf dependent type theory extended with bar recursion, and with some form of proof-irrelevance.

1 Introduction

In 1961, Spector [25] presented an extension of Gödel’s system \( T \) by a new schema of definition called bar recursion. With this new schema, he was able to give an interpretation of Analysis, extending Gödel’s Dialectica interpretation of Arithmetic, and completing preliminary results of Kreisel [17]. Tait proved a normalisation theorem for Spector’s bar recursion, by embedding it in a system with infinite terms [27]. In [9], an alternative form of bar recursion was introduced. This allowed to give an interpretation of Analysis by modified realizability, instead of Dialectica interpretation. The paper [9] presented also a normalisation proof for this new schema, but this proof, which used Tait’s method of introducing infinite terms, was quite complex. It was simplified significantly by U. Berger [11, 12], who used instead a modification of Plotkin’s computational adequacy theorem [22], and could prove strong normalisation. In a way, the idea is to replace infinite terms by elements of a domain interpretation. This domain has the property that a term is strongly normalisable if its semantics is \( \not\perp \).

The main contribution of this paper is to show that, using ideas from intersection types [2, 6, 7, 21] and Martin-Löf’s domain interpretation of type theory [18], one can in turn simplify further U. Berger’s argument. Contrary to [11], we build a domain model for an untyped programming language. A noteworthy feature of this domain model is that it is in a natural way a complete lattice, and in particular it has a top element which can be seen as the interpretation of a top-level exception in programming language. We think that this model can be the basis of modular proofs of strong normalisation for various type systems. As a main application, we show that Martin-Löf dependent type theory extended with various form of bar recursion has the strong normalisation property. To illustrate further the modularity of this approach, we show the strong normalisation property when adding some form of proof-irrelevance to our type theory [28].

2 An Untyped Programming Language

Our programming language is untyped \( \lambda \)-calculus extended with constants, and has the following syntax.

\[
M, N ::= x \mid \lambda x. M \mid M \ N \mid c \mid f
\]

There are two kinds of constants: constructors \( c, c’ \ldots \) and defined constants \( f, g, \ldots \). We use \( h, h’ \ldots \) to denote a constant which may be a constructor or defined. Each constant has an arity, but can be partially applied. We write \( \text{FV}(M) \) for the
set of free variables of \( M \). We write \( N(x = M) \) the result of substituting the free occurrences of \( x \) by \( M \) in \( N \), and may write \( N[M] \) if \( x \) is clear from the context. We consider terms up to \( \alpha \)-conversion.

The computation rules of our programming language are the usual \( \beta \)-reduction and \( \iota \)-reduction defined by a set of rewrite rules of the form

\[ f \ p_1 \ldots p_k \to M \]

where \( k \) is the arity of \( f \) and \( \text{FV}(M) \subseteq \text{FV}(f \ p_1 \ldots p_k) \). In this rewrite rule, \( p_1, \ldots, p_k \) are constructor patterns i.e. terms of the form

\[ p := x \mid c \ p_1 \ldots p_l \]

where \( l \) is the arity of \( c \). Like in [11], we assume our system of constant reduction rules to be left linear, i.e. a variable occurs at most once in the left hand side of a rule, and mutually disjoint, i.e. the left hand sides of two disjoint rules are non-unifiable. We write \( M \to M' \) if \( M \) reduces in one step to \( M' \) by \( \beta, \iota \)-reduction and \( M \equiv_{\beta, \iota} M' \) if \( M, M' \) are convertible by \( \beta, \iota \)-conversion. It follows from our hypothesis on our system of reduction rules that \( \beta, \iota \)-reduction is confluent. We write \( \to_\( (M) \) \) the set of terms \( M' \) such that \( M \to_\( M' \).

We work with a given set of constants, that are listed in the appendix, but our arguments are general and make use only of the fact that the reduction system is left linear and mutually disjoint. We call UPL, for Untyped Programming Language, the system defined by this list of constants and \( \iota \)-reduction rules. The goal of the next section is to define a domain model for UPL that has the property that \( M \) is strongly normalizing if \( \llbracket M \rrbracket \neq \bot \).

3 A domain for strong normalization

3.1 Formal Neighbourhoods

**Definition 1** The Formal Neighbourhoods are given by the following grammar:

\[ U, V ::= \nabla \mid c \ U_1 \ldots U_k \mid U \to V \mid U \cap V \]

On these neighbourhoods we introduce a formal inclusion \( \subseteq \) relation defined inductively by the rules of Figure 1. In these rules we use the formal equality relation \( U = V \) defined to be \( U \subseteq V \) and \( V \subseteq U \). We let \( M \) be the set of neighbourhoods quotiented by the formal equality. The terminology “formal neighborhoods” comes from [17, 23, 18].

**Lemma 1** The formal inclusion and equality are both decidable relations, and \( M \) is a poset for the formal inclusion relation, and \( \cap \) defines a binary meet operation on \( M \). We have \( c \ U_1 \ldots U_k \neq c' V_1 \ldots V_l \) if \( c \neq c' \) and \( c \ U_1 \ldots U_k = c \ V_1 \ldots V_l \) if and only if \( U_1 = V_1, \ldots, U_k = V_k \).

An element in \( M \) is either \( \nabla \) or of the form \( c \ U_1 \ldots U_k \) or of the form \( (U_1 \to V_1) \cap \ldots \cap (U_n \to V_n) \) and this defines a partition of \( M \). Furthermore the following “continuity condition” holds: if \( I \) finite set and \( \bigcap_{i \in I} (U_i \to V_i) \subseteq U \to V \) then the set \( J = \{ i \in I \mid U \subseteq U_i \} \) is not empty and \( \bigcap_{i \in J} V_i \subseteq V \).

Similar results are proved in [4, 2, 7, 6, 18]. For the proof one can introduce the set of neighborhood in “normal form” by the grammar

\[ \begin{align*}
W \to W' & ::= \nabla \mid c \ W_1 \ldots W_k \mid I \\
I & ::= (W_1 \to W'_1) \cap \ldots \cap (W_n \to W'_n)
\end{align*} \]

and define directly the operation \( \cap \) and the relation \( \subseteq \) on this set.

We associate to \( M \) a type system defined in Figure 2 (when unspecified, \( k \) is the arity of the related constant). It is a direct extension of the type systems considered in [4, 2, 7, 6, 18]. The typing rules for the constructors and defined constants appear to be new however. Notice that the typing of the function symbols is very close to a recursive definition of the function itself. Also, we make use of the fact that, as a consequence of Lemma 1, one can define when a constructor pattern matches an element of \( M \).

An important consequence of the continuity condition of Lemma 1 is the following result.
We define two operations on sets of terms, which preserve the status of candidates. If \( c \) is a constructor of arity \( k \) and \( X_1, \ldots, X_k \) are sets of terms then the set \( c X_1 \ldots X_k \) is inductively defined to be the set of terms \( M \) of the form \( c M_1 \ldots M_k \), with \( M_i \in X_i \ldots X_k \) or such that \( M \in S \) and \( \rightarrow (M) \subseteq c X_1 \ldots X_k \). If \( X \) and \( Y \) are sets of terms, \( X \rightarrow Y \) is the set of terms \( N \) such that \( N M \in Y \) if \( M \in X \).

**Lemma 3** If \( X \) and \( Y \) are reducibility candidates then so are \( X \cap Y \) and \( X \rightarrow Y \). If \( X_1, \ldots, X_k \) are reducibility candidates then so is \( c X_1 \ldots X_k \).

**Definition 4** The function \([-]\) associates a reducibility candidate to each formal neighbourhood.

- \([\nabla] \triangleq R_0\)
- \([c U_1 \ldots U_k] \triangleq c [U_1] \ldots [U_k]\)
- \([U \rightarrow V] \triangleq [U] \rightarrow [V]\)
- \([U \cap V] \triangleq [U] \cap [V]\)

**Lemma 4** If \( U \subseteq V \) for the formal inclusion relation then \([U] \subseteq [V]\) as sets of terms.

This follows from the fact that all the rules of Figure 1 are valid when we interpret formal neighbourhoods as reducibility candidates.

**Theorem 5** If \( \vdash_M M : U \) then \( M \in [U] \). In particular \( M \) is strongly normalising.

As usual, we prove that if \( x_1 : U_1, \ldots, x_n : U_n \vdash_M M : U \) and \( M_1 \in [U_1], \ldots, M_n \in [U_n] \) then \( M(x_1 = M_1, \ldots, x_n = M_n) \in [U] \). This is direct by induction on derivations using Lemma 4.

### 3.3 Filter Domain

**Definition 5** An I-filter\(^1\) over \( \mathcal{M} \) is a subset \( \alpha \subseteq \mathcal{M} \) with the following closure properties:

- if \( U, V \in \alpha \) then \( U \cap V \in \alpha \)
- if \( U \in \alpha \) and \( U \subseteq V \) then \( V \in \alpha \)

It is clear that the set \( \mathcal{D} \) of all I-filters over \( \mathcal{M} \) ordered by the set inclusion is a complete algebraic domain. The finite elements of \( \mathcal{D} \) are exactly \( \emptyset \) and the principal I-filters \( \uparrow U \triangleq \{ V \mid U \subseteq V \} \). The

\[^1\] This terminology, coming from [6], stresses the fact that the empty set is also an I-filter.
element \( T = \top \lor \) is the greatest element of \( D \) and the least element is \( \bot = \emptyset \).

We can define on \( D \) a binary application operation

\[
\alpha \beta \triangleq \{ V \mid \exists U, U \to V \in \alpha \land U \in \beta \}
\]

We have always \( \alpha \bot = \bot \) and \( T \beta = T \) if \( \beta \neq \bot \). We write \( \alpha_1 \ldots \alpha_n \) for \((\ldots (\alpha_1 \alpha_2) \ldots) \alpha_n \).

### 3.4 Denotational semantics of UPL

As usual, we let \( \rho, \nu, \ldots \) to range over environments, i.e. mapping from variables to \( D \).

**Definition 6** If \( M \) is a term of UPL, \( \llbracket M \rrbracket_\rho \) is the I-filter of neighborhoods \( U \) such that \( x_1 : V_1, \ldots, x_n : V_n \vdash M : U \) for some \( V_i \in \rho(x_i) \) with \( \text{FV}(M) = \{x_1, \ldots, x_n\} \).

A direct consequence of this definition and of Theorem 5 is then

**Theorem 6** If there exists \( \rho \) such that \( \llbracket M \rrbracket_\rho \neq \bot \) then \( M \) is strongly normalising.

Notice also that we have \( \llbracket M \rrbracket_\rho = \llbracket M \rrbracket_\nu \) as soon as \( \rho(x) = \nu(x) \) for all \( x \in \text{FV}(M) \). Because of this we can write \( \llbracket M \rrbracket_\rho \) for \( \llbracket M \rrbracket_\rho \) if \( M \) is closed. If \( c \) is a constructor, we write simply \( c \) for \( \llbracket c \rrbracket \).

**Lemma 7** We have \( c \alpha_1 \ldots \alpha_k \neq c' \beta_1 \ldots \beta_l \) if \( c \neq c' \) and \( c \alpha_1 \ldots \alpha_k = c \beta_1 \ldots \beta_l \) if and only if

**Theorem 8**

\[
\llbracket x \rrbracket_\rho = \rho(x), \quad \llbracket N \rrbracket_\rho = \llbracket N \rrbracket_\rho, \quad \llbracket \lambda x. M \rrbracket_\rho \alpha = \llbracket M \rrbracket_\rho(\rho[x := \alpha]) \text{ if } \alpha \neq \bot \quad (\star)
\]

If \( f \ p_1 \ldots p_k \to M \) and \( \alpha_i = \llbracket p_i \rrbracket_\rho \) then

\[
\llbracket f \rrbracket \alpha_1 \ldots \alpha_k = \llbracket M \rrbracket_\rho. \quad \text{If there is no rule for} \ f \ \text{which matches} \ \alpha_1, \ldots, \alpha_k \ \text{and} \ \alpha_1, \ldots, \alpha_k \neq \bot \ \text{then} \ \llbracket f \rrbracket \alpha_1 \ldots \alpha_k = T. \ \text{Finally, if for all} \ \alpha \neq \bot \ \text{we have} \ \llbracket M \rrbracket_\rho(\rho[x := \alpha]) = \llbracket N \rrbracket_\rho(\rho[y := \alpha]) \ \text{then} \ \llbracket \lambda y. N \rrbracket_\rho = \llbracket \lambda y. N \rrbracket_\rho. \]

The property \((\star)\) follows from Lemma 2.

**Corollary 9** \( \llbracket N(x = M) \rrbracket_\rho = \llbracket N \rrbracket_\rho(\rho[x := \rho(M)]) \)

We have for instance \( \llbracket \text{less} \rrbracket \ (ST) \ (ST) = T \), but also \( \llbracket \text{less} \rrbracket \text{nat nat } = T \). This illustrates the fact that \( T \) can be thought of as the semantics of a top level “error” element.

### 4 Application to Type Theory

#### 4.1 Typing rules

We follow [19] and present dependent type theory in a Logical Framework extended with some constants. We have three syntactical categories, for types \( A, B, \ldots \) for terms \( M, N, \ldots \) and for contexts \( \Gamma, \Delta, \ldots \) We have a special type \( \text{Set} \) of (data) types, i.e. primitive types given with constructors. We also have a constructor \( \text{Fun} \) of arity 2 and we write \( (x:A) \to B \) instead of \( \text{Fun} \ (\lambda x. B) \), and \( A \to B \) instead of \( \text{Fun} \ (\lambda x. B) \) if \( x \) is not free in \( B \). The syntax of the Logical Framework is

\[
A ::= \text{Set} | \text{El} \ M \mid (x:A) \to A \quad \text{types}
\]

\[
M ::= x \mid M \mid \lambda x. M \quad \text{terms}
\]

\[
\Gamma ::= () \mid \Gamma, x:A \quad \text{contexts}
\]

The general typing rules of the Logical Framework are presented in figure 3. There are five kinds of judgement \( \Delta \vdash \Gamma \) correct, \( \Delta \vdash A \), \( \Delta \vdash M : A \), \( \Delta \vdash A_1 = A_2 \) and \( \Delta \vdash M_1 = M_2 : A \). We write \( \Gamma \vdash J \) where \( J \) can have the form \( A, A = B, M : A, M_1 = M_2 : A \). The constants are the ones of our language UPL, and the typing rules of these constants are also given in the appendix.

The system is designed in such a way that the following lemmas can be directly proved by induction on derivation. For a detailed metatheory of a similar system, see [16].

If \( \gamma \) is a substitution, we write \( \gamma : \Delta \to \Gamma \) to express that we have \( \Delta \vdash x\gamma : A \gamma \) for all \( x:A \) in \( \Gamma \).

**Lemma 10** If \( \Delta \) correct and \( \gamma : \Delta \to \Gamma \) and \( \Gamma \vdash J \) then \( \Delta \vdash J\gamma \).

\[\text{In this presentation, we consider } \lambda\text{-terms up to } \alpha\text{-conversion. This system is quite close to the substitution calculus of P. Martin-Löf [15]. We note however that the following judgement is derivable}
\]

\[\text{A:Set, P:A} \to \text{Set} \vdash \lambda x.\lambda x. x : (x:A) \to P x \to P x \]

while it is not in the substitution calculus (as noticed in [20]).
rules for contexts
\[
\frac{}{\Gamma, x : A \vdash A} \quad \frac{}{\Gamma, \text{correct} \quad \Gamma \vdash A}
\]

rules for types
\[
\frac{\Gamma, x : A \vdash B}{\Gamma, x : A \vdash (x : A) \rightarrow B} \quad \frac{\Gamma \vdash M : \text{Set}}{\Gamma \vdash \text{El} M} \quad \frac{\Gamma \vdash M : \text{Set}}{\Gamma \vdash \text{el} M}
\]

rules for terms
\[
\frac{\Gamma \vdash A}{\Gamma \vdash A = B} \quad \frac{\Gamma \vdash A = B}{\Gamma \vdash B = C} \quad \frac{\Gamma \vdash M : A}{\Gamma \vdash M = N : A}
\]

conversion rules
\[
\frac{\Gamma \vdash A}{\Gamma \vdash A = A} \quad \frac{\Gamma \vdash A = B}{\Gamma \vdash B = B} \quad \frac{\Gamma \vdash M : A}{\Gamma \vdash M = M : A} \quad \frac{\Gamma \vdash M : A}{\Gamma \vdash M = N : A}
\]

substitution rule
\[
\frac{\Gamma \vdash M = M_1 = M_2 : A}{\Gamma \vdash [B[M_1]] = [B[M_2]]}
\]

type equality rule
\[
\frac{\Gamma \vdash M : A \quad \Gamma \vdash A = B}{\Gamma \vdash M : B}
\]

conversion rules
\[
\frac{\Gamma \vdash M \vdash M_1 = M_2 : \text{Set}}{\Gamma \vdash \text{El} M_1 = \text{El} M_2} \quad \frac{\Gamma \vdash (x : A) \rightarrow B_1 = (x : A) \rightarrow B_2}{\Gamma \vdash (x : A) \rightarrow B}
\]

\[
\frac{\Gamma \vdash M \vdash N_1 = N_2 : (x : A) \rightarrow B \quad \Gamma \vdash M_1 = M_2 : A}{\Gamma \vdash (\lambda x. N_1) M = N[M_1] : B[M_1]}
\]

\[
\frac{\Gamma \vdash (\lambda x. N) M = N[M] : B[M]}{\Gamma \vdash M \vdash (\lambda x. M) \vdash (x : A) \rightarrow B}
\]

\[
\frac{\Gamma \vdash M : A \quad \Gamma \vdash M : (x : A) \rightarrow B}{\Gamma \vdash M : A \quad \Gamma \vdash M \rightarrow_\cdot N \quad \text{(toplevel reduction)}} \quad \frac{\Gamma \vdash M : A}{\Gamma \vdash M \vdash M \rightarrow_\cdot N \quad \text{(toplevel reduction)}}
\]

Figure 3. Logical Framework
Lemma 11 If $\Gamma \vdash (x:A_1) \rightarrow B_1 = (x:A_2) \rightarrow B_2$ then $\Gamma \vdash A_1 = A_2$ and $\Gamma, x:A_1 \vdash B_1 = B_2$.

Lemma 12 If $\Gamma \vdash A = B$ then $\Gamma \vdash A$ and $\Gamma \vdash B$. If $\Gamma \vdash M_1 = M_2 : A$ then $\Gamma \vdash M_1 : A$ and $\Gamma \vdash M_2 : A$. If $\Gamma \vdash M : A$ then $\Gamma \vdash A$. If $\Gamma \vdash M = N : A$ then $\Gamma \vdash A$.

Corollary 13 If $\Gamma \vdash M : A$ and $M \rightarrow M'$ then $\Gamma \vdash M'$ : $A$

Corollary 14 If $\Gamma \vdash M : A$ and $\Gamma \vdash M' : A$ and $M =_{\beta, \iota} M'$ then $\Gamma \vdash M = M' : A$

This is direct from Corollary 13 and the Church-Rosser property of $\beta, \iota$ reduction.

Notice that, because of the conversion rule, the strengthening property, stating that $\Gamma \vdash A \rightarrow \delta \rightarrow \delta \rightarrow \delta \rightarrow \delta \rightarrow \delta$ to $\Gamma \vdash A \rightarrow \delta \rightarrow \delta \rightarrow \delta \rightarrow \delta \rightarrow \delta$ we write $\Gamma \vdash A \rightarrow \delta \rightarrow \delta \rightarrow \delta \rightarrow \delta \rightarrow \delta$

Lemma 15 The next result states the soundness of PER semantics for the type system. We assume given a PER model $T, I$ of our type theory. The proof is by induction on derivations using Theorem 8 and Lemma 9.

Theorem 15 Assume $\rho_1 = \rho_2 \vdash \Delta$. If $\Delta \vdash A$ then $[[A]]_{\rho_1} = [[A]]_{\rho_2} \in T$. If $\Delta \vdash M : A$ then $[[A]]_{\rho_1} = [[A]]_{\rho_2} \in T$ and $[[M]]_{\rho_1} = [[M]]_{\rho_2} \in I(\Gamma_{\rho_1})$.

A totality relation on $D$ is a partial equivalence relation $X$ such that $u \not\perp$ if $u \in X$ and $\top \in X$. We let $\text{TR}(D)$ be the collection of all totality relations.

Lemma 16 If $X \in \text{TR}(D)$ and $F : X \rightarrow \text{TR}(D)$ then $\Pi(X, F) \in \text{TR}(D)$.

We have $\top \in X$. If $v \in \Pi(X, F)$ then $v \top \in F(\top)$ and so $v \top \not\perp$ and $v \not\perp \top$ holds. If $u \in X$ then $u \not\perp \top$ so that $\top u \not\perp \top$ holds. This shows $\top \in \Pi(X, F)$.

The next theorem has a subtle proof, but it is standard [1, 8, 24]. The main idea is to define the pair $T, I$ by an inductive process, using Lemma 7 to ensure the consistency of this definition.

Theorem 17 The filter model $D$ of UPL can be extended to a model of our type theory, in such a way that $T \in \text{TR}(D)$ and $I : T \rightarrow \text{TR}(D)$.

For instance the element $\text{nat}$ is in $T$ and $I(\text{nat})$ is the PER containing the elements $S^k \top$ and $S^k \top$. Similarly, $\text{void}$ will be in $T$ and $I(\text{void})$ contains only $\top$.

The verifications of condition 4 of Definition 7 for the constants $\Phi$ and $\Psi$ are similar to the ones in [11], and it is crucial at this point that we are using a domain model. These constants make also the system proof-theoretically strong, at least the strength of second-order arithmetic.

Corollary 18 If $\vdash A$ then $[[A]] \not\perp$. If $\vdash M : A$ then $[[M]] \not\perp$.

By combining Corollary 18 with Theorem 6 we get

Theorem 19 If $\vdash A$ then $A$ is strongly normalisable. If $\vdash M : A$ then $M$ is strongly normalisable.
4.3 Decidability properties

In order to get decidability of conversion, we use a technique introduced in [14] and first define the $\eta$-expansion $\eta A M$ in a syntactical way.

\[
\begin{align*}
\eta \text{ Set } M &= \text{ Set } M \\
\eta \text{ (El } B) M &= \text{ El } B M \\
\eta \text{ (Fun } A F) M &= \lambda x. \eta (F (\eta A x)) (M (\eta A x))
\end{align*}
\]

**Lemma 20** If $\Gamma \vdash M : A$ then $\Gamma \vdash M = \eta A M : A$

The intuition behind the next statement is clear: if we work only with the $\eta$-expansions of the terms, we don’t need the $\eta$-conversion rule. For a precise proof, we rely on the soundness of a particular PER model for our type system.

**Lemma 21** If $\vdash M_1 = M_2 : A$ then we have

\[\eta A M_1 =_{\beta, \iota} \eta A M_2\]

For the proof we use the following PER model. The domain $D$ is the set of all terms, with $\beta, \iota$-conversion as equality. The PER $\text{Set}$ is interpreted by the conversion: we have $M_1 = M_2 : \text{Set}$ if and only if $M_1 = M_2$, and for any $M$ the PER $\text{El} M$ is also the conversion. A constant $h$ defined to be of type $A$ is interpreted by $\eta A h$, and one can check that $\eta A f$ satisfies the same equality as $f$. For instance, $\text{Rec}$ is interpreted as $\lambda C. \lambda a. \lambda b. \lambda n. \text{Rec} (\lambda x. C x) a (\lambda x. \lambda y. b x y) n$. The soundness of the type theory w.r.t. this interpretation gives the result.

**Theorem 22** If $\vdash M_1 : A$ and $\vdash M_2 : A$ then $\vdash M_1 = M_2 : A$ if and only if $\eta A M_1 =_{\beta, \iota} \eta A M_2$.

This follows from Lemmas 20 and 21 and Corollary 14.

**Corollary 23** If $\vdash M_1 : A$ and $\vdash M_2 : A$ then $\vdash M_1 = M_2 : A$ is decidable.

Indeed, by the theorem we are reduced to check $\eta A M_1 =_{\beta, \iota} \eta A M_2$. This is decidable since both $\eta A M_1$ and $\eta A M_2$ are strongly normalisable, and $\beta, \iota$ reduction is confluent.

**Corollary 24** If $A$ is in $\beta$-normal form then $\vdash A$ is decidable. If $\vdash A$ and $M$ is in $\beta$-normal form then $\vdash M : A$ is decidable.

4.4 Proof irrelevance

We add two new constants $\text{Prf}$ and $\mathcal{O}$ with the rules

\[
\begin{align*}
\Gamma \vdash M : \text{Set} &\quad \Gamma \vdash M : \text{Prf } N \\
\Gamma \vdash \text{Prf } M &\quad \Gamma \vdash O : \text{Prf } N \\
\Gamma \vdash M_1 = M_2 : \text{Set} &\quad \Gamma \vdash \text{Prf } M_1 = \text{Prf } M_2 \\
\Gamma \vdash M_1 : \text{Prf } N &\quad \Gamma \vdash M_2 : \text{Prf } N \\
\end{align*}
\]

We can read the judgement $O : \text{Prf } A$ as claiming that the proposition $A$ is true: we know that $A$ has a proof but the proof has been hidden.

Notice that the strengthening property does not hold for this system. We shall be interested however only in terms that do not contain $\mathcal{O}$. This element is only here in order to prove the decidability of the conversion relation and it is not needed in order to have a strongly normalising proof-irrelevant theory.

The PER model extends directly to this system by interpreting $\mathcal{O}$ by $\top$ and letting $I[[\text{Prf } A]]$ be the set $I[[\text{El } A]]$ with the universal equivalence relation. One can show the soundness of this PER model w.r.t. the typing rules and it follows that strong normalisation still holds for this system.

This PER model validates also the following rule.

\[
\Gamma \vdash M : \text{El } A \\
\Gamma \vdash M : \text{Prf } A
\]

For proving the decidability of convertibility, we update the definition of $\eta A M$ by taking $\eta (\text{Prf } B) M = \mathcal{O}$. It is then still the case that $\vdash M_1 = M_2 : A$ if and only if $\eta A M_1 =_{\beta, \iota} \eta A M_2$ if $\vdash M_1 : A$ and $\vdash M_2 : A$.

**Theorem 25** If $A$ is in $\beta$-normal form and does not contain $\mathcal{O}$ then $\vdash A$ is decidable. If $\vdash A$ and $M$ is in $\beta$-normal form and does not contain $\mathcal{O}$ then $\vdash M : A$ is decidable.

5 Conclusion

We have built a filter model $D$ for an untyped calculus having the property that a term is strongly normalisable whenever its semantics is $\neq \perp$, and then used this to give various modular proofs of strong normalization. While each part uses essentially variation on standard materials, our use of filter models seems to be new and can be seen as an application of computing science to proof theory. It is interesting that we are naturally lead in
this way to consider a domain with a top element. We have shown on some examples that this can be used to prove strong normalisation theorem in a modular way, essentially by reducing this problem to show the soundness of a PER semantics over the domain \(D\). As suggested to us by Andreas Abel, it seems likely that Theorem 5 has a purely combinatorial proof, similar in complexity to the one for simply typed \(\lambda\)-calculus. There should be no problem to use our model to give a simple normalisation proof of system \(F\) extended with bar recursion. For this, we don’t need to work with PERs, but it would be enough to work with \textit{totality predicates} that are subsets \(X \subseteq D\) such that \(\top \in X\) and \(u \neq \bot\) if \(u \in X\). It is then direct that totality predicates are closed under arbitrary non empty intersections. By working in the \(D\)-set model instead of the PER model over \(D\) [26, 3], one should be able to get also strong normalisation theorems for various impredicative type theories extended with bar recursion.

For proving normalisation for \textit{predicative} type systems, the use of the model \(D\) is proof-theoretically too strong: the PER are relations over filters, that are themselves sets of formal neighborhoods, and so are essentially third-order objects. For applications not involving strong schemas like bar recursion, it is possible however to work instead only with the definable elements of the set \(D\), and PER becomes second-order objects, as usual. It is then natural to extend our programming language with an extra element \(\top\) that plays the role of a top-level error.

A natural extension of this work would be also to state and prove a \textit{density} theorem for our denotational semantics, following [13]. The first step would be to define when a formal neighborhood is of a given type.

In [6, 21], for untyped \(\lambda\)-calculus without constants, it is proved that a term \(M\) is strongly normalizing \textit{if and only if} \([M] \neq \bot\). This does not hold here since we have for instance \(\mathbf{0}\mathbf{nat}\) strongly normalizing, but \([\mathbf{0}\mathbf{nat}] = \bot\). However, it may be possible to find a natural subset of term \(M\) for which the equivalence between \(M\) is strongly normalizing and \([M] \neq \bot\) holds.

A more natural extension of a system with dependent types with some form of bar recursion would be to add a constant for the double negation and only with the definable elements of the set \(D\), that are subsets \(\top\), that are themselves sets of formal neighborhoods, and so are essentially third-order objects. For applications not involving strong schemas like bar recursion, it is possible however to work instead only with the definable elements of the set \(D\), and PER becomes second-order objects, as usual. It is then natural to extend our programming language with an extra element \(\top\) that plays the role of a top-level error.

A natural extension of this work would be also to state and prove a \textit{density} theorem for our denotational semantics, following [13]. The first step would be to define when a formal neighborhood is of a given type.

In [6, 21], for untyped \(\lambda\)-calculus without constants, it is proved that a term \(M\) is strongly normalizing \textit{if and only if} \([M] \neq \bot\). This does not hold here since we have for instance \(\mathbf{0}\mathbf{nat}\) strongly normalizing, but \([\mathbf{0}\mathbf{nat}] = \bot\). However, it may be possible to find a natural subset of term \(M\) for which the equivalence between \(M\) is strongly normalizing and \([M] \neq \bot\) holds.

A more natural extension of a system with dependent types with some form of bar recursion would be to add a constant for the double negation shift [25], which would be a constant of type
\[
(n : \mathbf{nat}) \rightarrow \neg\neg(n : \mathbf{nat}) \rightarrow F n
\]
with suitable computation rules, for \(F : \mathbf{nat} \rightarrow \mathbf{Set}\). We leave this for further work.

Most of our results hold without the hypotheses that the rewriting rules are mutually disjoint. We only have to change the typing rules for a constant \(f\) in Figure 2 by the uniform rule: \(\Gamma \vdash_M f : U_1 \rightarrow \ldots \rightarrow U_k \rightarrow V\) if for all rules \(f p_1 \ldots p_k \rightarrow M\) and for all \(W_1, \ldots, W_n\) such that \(p_i(W_1, \ldots, W_n) = U_i\) we have \(\Gamma, x_1 : W_1, \ldots, x_n : W_n \vdash_M M : V\). (This holds for instance trivially in the special case where no rules for \(f\) matches \(U_1, \ldots, U_n\).) For instance, we can add a constant \(+\) with rewrite rules

\[
\begin{align*}
+ &\ n \ 0 \rightarrow n \\
+ &\ 0 \ n \rightarrow n \\
+ &\ n \ (S\ m) \rightarrow S (+n\ m) \\
+ &\ (S\ n) \ m \rightarrow S (+n\ m)
\end{align*}
\]

and Theorem 6 is still valid with this extension.

**Appendix: the language UPL**

The constructors \(\mathbf{Set}, \mathbf{nat}, \mathbf{Void}, \mathbf{Unit}, 0, [], \ldots\) (arity 0), \(\mathsf{list}, \mathsf{El}, S\) (arity 1) and \(\mathsf{Fun}\) (arity 2).

The defined constants of the language UPL are \(\mathsf{isZero}, \mathsf{less}, \mathsf{length}, \mathsf{concat}, \mathsf{get}, \mathsf{Rec}, \phi, \psi\). The arities are clear from the following \(\iota\)-rules.

\[
\begin{align*}
\mathsf{Rec} &\ M\ N\ 0 \rightarrow N \\
\mathsf{Rec} &\ M\ N\ (S\ P) \rightarrow M\ P\ (\mathsf{Rec}\ M\ N\ P) \\
\mathsf{isZero} &\ 0 \rightarrow \mathbf{Unit} \\
\mathsf{isZero} &\ (S\ P) \rightarrow \mathbf{Void} \\
\mathsf{less} &\ P\ 0 \rightarrow 0 \\
\mathsf{less} &\ (S\ P) \rightarrow S\ 0 \\
\mathsf{get} &\ (\mathsf{cons}\ x\ L)\ (S\ N) \rightarrow L\ N \\
\mathsf{get} &\ (\mathsf{cons}\ x\ L)\ (0) \rightarrow x \\
\mathsf{get} &\ []\ N \rightarrow a \\
\mathsf{length} &\ [] \rightarrow 0 \\
\mathsf{length} &\ (\mathsf{cons}\ P\ L) \rightarrow S\ (\mathsf{length}\ L) \\
\mathsf{concat} &\ x \rightarrow \mathsf{cons}\ x\ [] \\
\mathsf{concat} &\ (\mathsf{cons}\ P\ L)\ x \rightarrow \mathsf{cons}\ P\ (\mathsf{concat}\ L\ x) \\
\phi &\ M\ N\ L\ R \rightarrow M\ (\lambda x.\ \Psi\ M\ N\ L\ R\ x\ (\mathsf{less}\ x\ (\mathsf{length}\ L))) \\
\Psi &\ M\ N\ L\ R\ Q\ 0 \rightarrow \mathsf{get}\ R\ L\ Q \\
\Psi &\ M\ N\ L\ R\ Q\ (S\ \cdot) \rightarrow N\ Q\ (\lambda x.\ \Phi\ M\ N\ (\mathsf{concat}\ x\ L))\ R
\end{align*}
\]

Finally the typing rules for constants are the following.
nat : Set
0 : nat
S : nat → nat
Rec : ((n : nat) → C n → (C (S n))) → C 0 → (n : nat) → C n
[C : nat → Set]
isZero : nat → Set
list : Set → Set
[] : list A [A : Set]
cons : A → list A → list A [A : Set]
Void : Set
Unit : Set
0 : Unit
gt : A → list A → nat → A [A : Set]
length : list A → nat [A : Set]
concat : list A → A → list A [A : Set]

The rules for Φ and Ψ are the rules for a variation of bar recursion. We do not comment further on these rules, since they are essentially the same as the ones given in [11], with the get function suitably modified to take into account the empty type, which is not present in the system [11].

The rule cons : A → list A → list A [A : Set] for instance means that we have

\[ \Gamma \vdash A : Set \]
\[ \Gamma \vdash \text{cons} : A \rightarrow \text{list} A \rightarrow \text{list} A \]

and similarly for the other constants.
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