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Abstract. We study the error introduced in the solution of an optimal control problem with first order state constraints, for which the trajectories are approximated with a classical Euler scheme.

We obtain order one approximation results in the $L^\infty$ norm (as opposed to the order 2/3 obtained in the literature). We assume either a strong second order optimality condition, or a weaker one in the case where the state constraint is scalar, satisfies some hypotheses for junction points, and the time step is constant.

Our technique is based on some homotopy path of discrete optimal control problems that we study using perturbation analysis of nonlinear programming problems.
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1. Introduction, discussion of literature. Numerical methods for the resolution of an optimal control problem are based on a finite dimensional approximation, generally obtained through a discretization of the trajectory and a piecewise constant or polynomial control. Obtaining error estimates for such approximations is obviously an important issue.

The first works related appeared in the 1970s; they dealt with convergence of a discrete optimal control solution (see e.g. [9], [10], and [23]). Other results of convergence, provided with modern variational techniques, are also [26]; a survey of the results in this area is [11].

In this paper we will focus on the case of pure state constraints, a case which presents some special difficulties. In particular it is known that when the constraint qualification (see [14]) holds and the Lagrangian verifies a local condition of coercivity, the discrete problem obtained with an Euler scheme has a solution, for a sufficiently fine mesh, and the corresponding Lagrange multipliers are at distance $O(\bar{h})$, in the $L^2$ norm, where $\bar{h}$ is the maximal discretization step, from the continuous solution/multiplier. This important result is due to [13].

The choice of the norm is a delicate point: through the Legendre-Clebsch condition we can get typically an estimation for our variables in a $L^2$ norm which settles badly with the pure state constrained problem. Such problem naturally requires estimations in the $L^\infty$ norm. This is the so called “two-norm discrepancy” [21].

Another sensible matter is that the cost function does not necessarily have derivatives in $L^2$. This suggests to work in a non linear space of Lipschitz continuous functions with bounded Lipschitz constants. In this setting the $L^2$ convergence implies $L^\infty$ convergence. This is the way proposed in [13] to obtain a convergence result in the $L^\infty$ norm. This reference obtains an error bound, of order $O(\bar{h}^{2/3})$.

We assume either (i) a strong second order optimality condition, similar to the one in [13], (but we allow a variable time step, whereas the time step was constant in...
that reference), or (ii) a weaker second order optimality condition, in the case when
the state constraint is scalar, structural hypotheses on arcs and junction points, and
the time step is constant (the precise statements of these hypotheses are in section
2.5).
In this second case our hypotheses can be motivated in the following way. They
allow to obtain the stability of the extremals (of the continuous problem) under a
small perturbation, see [3]. We obtain a similar result for the discretized problem.
By contrast, for a vector state constraint we are not aware of such stability results,
even in the continuous case. This suggests that it might be not easy to obtain the
stability of the extremals after discretization without a strong second order optimality
condition. This is an interesting open question that we leave for future work, as well
as the case of higher order state constraints.

1.1. Structure of the paper. In Section 2 we introduce the problem and the
assumptions adopted in the paper, and we state our main result (Theorem 2.6), i.e.,
a $O(\bar{h})$ error estimate for the control, state, costate and multiplier. A key role in
our construction is played by an homotopy path introduced in Section 3. The path
links the continuous problem to the discrete one, involving the control, state, costate
and multipliers, and creating a class of auxiliary problems. Through the study of the
regularity of each auxiliary problem (Section 4) and checking that, under appropri-
ate hypotheses, the application obtained (homotopy path) has bounded directional
derivatives (in a sense clarified in the devoted section 5), we can establish the an-
nounced convergence estimates for the discrete problem. More precisely, due to some
coercivity properties of the Hessian of the Lagrangian, we first obtain a bound in
the $L^2$ norm from which respective estimates in the $L^\infty$ norm easily follow. In this
analysis it is used the fact that the state constraint is of first order. Section 6 is
dedicated to a simple numerical test. The numerical results are in accordance with
our theoretical result and they confirms the tightness of the estimate. An appendix
is devoted to the analysis of hypothesis (A5).

1.2. Notations. By $\mathbb{R}^n$ we denote the $n$ dimensional Euclidean space. Its dual
(whose elements are row vectors) is denoted by $\mathbb{R}^{n*}$. By $\nabla$, $\nabla_u$, etc. we denote
the gradient or partial gradient w.r.t. $u$, who are column vectors, by contrast to
the derivatives denoted by e.g. $Dg(x)$ or $g'(x)$ depending on the context, which are
identified to row vectors if $g$ is scalar valued. The Lagrange multipliers, including
costate variables, are considered as dual elements and are represented by row vectors.

By $C([0, T]$ we denote the space of real continuous functions over $[0, T]$, endowed
with the supremum norm. It is known that its topological dual can be identified
with the space $\mathcal{M}[0, T]$ of regular, finite Borel measures over $[0, T]$. Let $BV([0, T])$
denote the space of bounded variation functions over $[0, T]$, and let $BV_T([0, T])$ be
the subspace of such functions with value 0 at time $T$. Any continuous linear form
on $C([0, T]$ is of the form $f \mapsto \int_0^T f(t) d\mu(t)$, with $\mu \in BV_T([0, T])$.

2. The continuous problem and its discretization. We consider the following
pure state constrained optimal control problem

\[
(P) \begin{cases}
\text{Minimize } \phi(y(T)); \\
\dot{y}(t) = f(u(t), y(t)), \quad \text{for a.a. } t \in [0, T]; \\
y(0) = y_0; \\
g_i(y(t)) \leq 0,
\end{cases}
\] 

subject to 

\[
t \in [0, T], \quad i = 1, ..., r,
\]
where the initial condition $y_0 \in \mathbb{R}^n$, the control $u(t)$ and the state $y(t)$ belong to the spaces $U := L^\infty(0, T; \mathbb{R}^m)$ and $Y := W^{1, \infty}(0, T; \mathbb{R}^n)$, resp., and $g_i$ is the $i$-th component of the vector $g$. Moreover we assume:

(A0) The mappings $\phi : \mathbb{R}^n \to \mathbb{R}$, $f : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^n$, and $g : \mathbb{R}^n \to \mathbb{R}^r$ are of class $C^2$ with locally Lipschitz second order continuous derivatives.

In addition, the initial condition $y_0 \in \mathbb{R}^n$ satisfies $g_i(y_0) < 0$, $i = 1, ..., r$.

A trajectory of $(P)$ is an element $(u, y)$ of $U \times Y$ solution of the state equation (2.1). We say that $(\tilde{u}, \tilde{y})$ is a local solution of $(P)$, if it minimizes $\phi(\cdot)$ over the set of feasible trajectories $(u, y)$ satisfying $\|u - \tilde{u}\|_\infty \leq \delta$ for some $\delta > 0$. We assume that

(A1) The nominal trajectory $(\bar{u}, \bar{y})$ is a local solution of $(P)$ in $U \times Y$, and $\bar{u}$ is a continuous function of time.

The first order time derivative of the state constraint is the function

$$g^{(1)} : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^r, (u, y) \to g'(y)f(u, y).$$

(2.2)

Note that $g^{(1)}(\bar{u}, \bar{y})$ is the time derivative of $g(\bar{y})$ along a trajectory.

Denote the set of active constraints at time $t$ by

$$A(t) := \{i = 1, ..., r \mid g_i(\bar{y}(t)) = 0\}.$$

We say that the trajectory $(\bar{u}, \bar{y})$ has regular first order state constraints if the following holds:

(A2) There exists $\alpha_g > 0$ such that, for all $t \in [0, T]$ and $\lambda \in \mathbb{R}^r$ verifying $\lambda_i = 0$ if $i \notin A(t)$, the following holds:

$$|\lambda| \leq \alpha_g \left| \sum_{i \in A(t)} \lambda_i \nabla u g^{(1)}_i(\bar{u}(t), \bar{y}(t)) \right|.$$

The Hamiltonian function $H : \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^n^* \to \mathbb{R}$ is defined by:

$$H[p](u, y) := pf(u, y).$$

With this classical notation we view the Hamiltonian as a function of $(u, y)$, parameterized by $p$, so that e.g. $DH[p](u, y)$ denote the derivative of the Hamiltonian w.r.t. $(u, y)$.

For $i = 1$ to $r$, we define the contact set for the $i$-th constraint by

$$I_i := \{t \in [0, T]; g_i(\bar{y}(t)) = 0\}.$$

We say also that the $i$-constraint is active at time $t$, if $t \in I_i$; otherwise the constraint will be inactive. A maximal open interval $(a, b)$ of $I_i$ (resp. of $[0, T] \setminus I_i$) is called boundary arc (resp. interior arc). The left and right endpoints of a boundary arc are called entry and exit points, respectively. We call junction points the union of entry and exit points.
2.1. Optimality conditions. We next introduce Pontryagin extremal in a qualified form, which is convenient in view of hypothesis (A2).

DEFINITION 2.1. A trajectory \((\bar{u}, \bar{y})\) is a regular Pontryagin extremal of \((P)\), if there exist \(\bar{\eta} \in BV_{T}([0, T], \mathbb{R}^{r})\) and \(p \in BV([0, T], \mathbb{R}^{n*})\), such that:

\[
\dot{y}(t) = f(\bar{u}(t), \bar{y}(t)) \quad \text{a.e. on } [0, T], \quad \bar{y}(0) = y_{0},
\]

\[
-d\bar{p}(t) = \bar{p}(t)f_{y}(\bar{u}(t), \bar{y}(t))dt + \sum_{i=1}^{r} g_{i}(\bar{y}(t))d\bar{\eta}_{i}(t), \quad \bar{p}(T) = \phi'(\bar{y}(T)),
\]

\[
\bar{u}(t) \in \arg\min_{\hat{u} \in \mathbb{R}^{m}} \{\bar{p}(t)f(\hat{u}, \bar{y}(t))\} \quad \text{a.e. on } [0, T],
\]

\[
0 \geq g_{i}(\bar{y}(t)), \quad d\bar{\eta}_{i} \geq 0, \quad \int_{0}^{T} g_{i}(\bar{y}(t))d\bar{\eta}_{i}(t) = 0, \quad i = 1, \ldots, r.
\]

We call \(\bar{\eta}\) a Pontryagin multiplier, and \(p\) a costate. Observe that condition (2.3) is equivalent to the Hamiltonian inequality

\[
H[\bar{p}(t)|\bar{y}(t), \bar{u}(t)] \leq H[p(t)|(u, y(t))], \quad \text{for all } u \in \mathbb{R}^{m}, \quad \text{a.e. on } [0, T].
\]

A trajectory \((u, y)\) is a stationary point of \((P)\), if there exist \(\bar{\eta} \in BV_{T}([0, T], \mathbb{R}^{r})\) and \(\bar{p} \in BV([0, T]; \mathbb{R}^{n*})\) such that (2.3), (2.4), (2.6) hold, as well as

\[
0 = H_{a}[\bar{p}(t)|\bar{u}(t), \bar{y}(t)] = \bar{p}(t)f_{a}(\bar{u}(t), \bar{y}(t)) \quad \text{for a.a. } t \in [0, T].
\]

Then we call \(\bar{\eta}\) a Lagrange multiplier. Obviously, a regular Pontryagin extremal is also a stationary point, and the converse holds if the Hamiltonian \(H\) is a convex function of the control for a.a. time.

The linearized state equation at \((\bar{u}, \bar{y})\) is, for \(v \in L^{2}(0, T)^{m}\):

\[
\dot{z}(t) = f'(\bar{u}(t), \bar{y}(t))(v(t), z(t)); \quad z(0) = 0,
\]

and we denote its solution by \(z[v]\).

THEOREM 2.2. Any qualified solution of \((P)\) is a regular Pontryagin extremal.

Proof. It is known that a solution of the problem satisfies Pontryagin’s principle in unqualified form, see e.g. [27]. On the other hand, by (A2), \((\bar{u}, \bar{y})\) satisfies the following constraints qualification [24] (cf. also [6]): there exists \(\varepsilon_{Q} > 0\) and \(v^{Q} \in L^{\infty}\) such that \(z^{Q} = z[v^{Q}]\) satisfies

\[
g_{i}(\bar{y}(t)) + g_{i}^{Q}[t]z^{Q}(t) < -\varepsilon_{Q} < 0, \quad t \in [0, T], \quad i = 1, \ldots, r.
\]

But while the above qualification condition only guarantees the fact that the set of Lagrange multipliers is nonempty and bounded, (A2) implies the uniqueness of the Lagrange multiplier, see [27]. \(\square\)

2.2. A key result. The next assumption is quite common in these problems and it plays a crucial role in the analysis. We assume that problem \((P)\) has a local solution \((\bar{u}, \bar{y})\), with associated multipliers \(\bar{p}\) and \(\bar{\eta}\) satisfying the following condition (A3) (Strengthened Legendre-Clebsch condition) There exists \(\alpha > 0\) such that

\[
H_{uu}[\bar{p}(t)](\bar{u}(t), \bar{y}(t)) \geq \alpha, \quad \text{for a.a. } t \in [0, T].
\]

We recall that the continuity of the control was stated in (A1). A sufficient condition for the continuity of the control, stronger than (A3), is (see [4] Thm. 2) the uniform
strong convexity of the Hamiltonian w.r.t. the control variable, i.e. there exists $\alpha > 0$, such that

$$H_{u_u}([\bar{p}(t))(\bar{u}, \bar{y}(t)) \geq \alpha, \text{ for all } \bar{u} \in \mathbb{R}^m \text{ and } t \in [0, T]. \quad (2.11)$$

Observe that, when $\bar{u}$ and $\bar{y}$ are Lipschitz continuous, denoting by $\nu(t)$ the density of $\bar{y}$, the costate equation can be written in the form

$$-\ddot{p}(t) = \bar{p}(t)f_g(\bar{u}(t), \bar{y}(t)) + \sum_{i=1}^r \nu_i(t)g'_i(\bar{y}(t)) \quad \text{a.e. on } (0, T); \quad \dot{p}(t) = \phi'(\bar{y}(T)). \quad (2.12)$$

**Lemma 2.3.** Let (A0)-(A3) hold. Then both $\bar{u}$ and $\bar{y}$ are Lipschitz continuous, and (2.12) holds.

**Proof.** The result is proved in [14, Thm 4.2] in the case of a convex problem, using a Lemma on 'compatible pairs'. It was generalized in [4], using the same Lemma, to non convex problems with state constraints of any order. $\square$

In the rest of the paper we assume as standing hypothesis (A0)-(A3).

**2.3. Second Order Conditions and Alternative Formulation.** Let us first recall some theoretical issues about second-order conditions. We introduce the linearized control and state space $\mathcal{V} := L^2(0, T)$ and $\mathcal{Z} := H^1(0, T; \mathbb{R}^n)$, resp. We use also the notations

$$H[t] := H[\bar{p}(t)](\bar{u}(t), \bar{y}(t)); \quad g[t] := g(\bar{y}(t)), \quad f[t] := f(\bar{u}(t), \bar{y}(t)),$$

as well as for their partial derivatives, e.g. $H_u[t] := H_u[\bar{p}(t)](\bar{u}(t), \bar{y}(t))$, and other functions. Let us define the quadratic form over $\mathcal{V} \times \mathcal{Z}$, where $z = z[v]$:

$$\Omega(v) := \int_0^T \left( H_{yy}[t](v(t), z(t))^2 + \sum_{i=1}^r \nu_i(t)g''_i[t](z(t))^2 \right) dt + \phi''(\bar{y}(T))(z(T))^2, \quad (2.13)$$

and the set $C(\bar{u})$ of strict critical directions is defined as those $v \in \mathcal{V}$ such that, for $z = z[v]$

$$\dot{z} = f_u(\bar{u}, \bar{y})v + f_g(\bar{u}, \bar{y})z \text{ on } [0, T]; \quad z(0) = 0, \quad (2.14)$$

$$g'_i(\bar{y}(t))z(t) = 0, \quad t \in I_i \quad (2.15)$$

$$\phi'(\bar{y}(T))z(T) = 0. \quad (2.16)$$

Note that in the last relation we write an equality instead of an inequality since this is known to be equivalent for qualified solutions, which will be the case thanks to assumption (A2).

Let us next recall the alternative formulation of the optimality conditions, due to [8] and [17], and put on a sound mathematical basis by [20]. (See also [3]). The alternative Hamiltonian $H : \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^{n*} \times \mathbb{R}^{r*} \rightarrow \mathbb{R}$ is defined by:

$$\bar{H}[p^1, \tilde{\eta}^1](u, y) := p^1f(u, y) + \tilde{\eta}^1g^{(1)}(u, y). \quad (2.17)$$

Now define the alternative costate and multiplier of the state constraint:

$$p^1(t) := \bar{p}(t) + \sum_{i=1}^r \tilde{\eta}_i(t)g'_i(\bar{y}(t)); \quad \tilde{\eta}^1(t) := -\tilde{\eta}(t), \quad t \in (0, T).$$
It is easily checked that

\[-\bar{p}^1(t) = \bar{H}_g[p^1(t), \bar{\eta}^1(t)](\bar{u}(t), \bar{y}(t)) \quad \text{a.e. on } (0, T); \quad p^1(T) = \phi'(\bar{y}(T)). \tag{2.18}\]

At the same time, for any \( u \in \mathbb{R} \), we have that

\[\bar{H}[p^1(t), \bar{\eta}^1(t)](u, \bar{y}(t)) = (p^1(t) + \bar{\eta}^1(t)g'(\bar{y}(t)))f(u, \bar{y}(t)) = \bar{H}[\bar{p}(t)](u, \bar{y}(t)).\]

Consequently the property of stationarity or minimization of the Hamiltonian w.r.t. the control holds for the original Hamiltonian \( H \) if and only if it holds for the alternative Hamiltonian \( \bar{H} \).

The corresponding alternative quadratic form, where \( z = z[v] \), has the following expression:

\[\tilde{\Omega}(v) := \int_0^T \bar{H}_{yy}[t](v(t), z(t))^2 dt + \phi''(\bar{y}(T))(z(T))^2.\]

The form above involves the expression of \( D^2g^{(1)}[t] \), which is easily checked to be

\[D^2g^{(1)}[t](v, z)^2 = g^{(3)}[t](f[t], z, z) + g'[t]f_{yy}[t](v, z)^2 + 2g''[t](z, f_{y}[t](v, z)). \tag{2.19}\]

The next Lemma is a variant of some results by Bonnans and Hermant [3], Malanowski and Maurer [19]. We give a short, direct proof in the case of a single constraint for convenience.

**Lemma 2.4.** We have that \( \tilde{\Omega}(v) = \Omega(v) \), for all \( v \in U \).

**Proof.** Using (2.19), we get that

\[
\begin{align*}
\int_0^T \nu(t)g''[t](z(t))^2 dt &= \int_0^T g''[t](z(t))^2 d\bar{\eta}(t) = \int_0^T \frac{d}{dt} \left(g''[t](z(t))^2\right) \bar{\eta}^1(t) dt \\
&= \int_0^T \left(g^{(3)}[\bar{y}(t)](f[t], z(t), z(t)) + 2g''[t](z(t), \dot{z}(t))\right) \bar{\eta}^1(t) dt \\
&= \int_0^T \left(D^2g^{(1)}[t](v(t), z(t))^2 - g'[t]f_{yy}[t](v(t), z(t))^2\right) \bar{\eta}^1(t) dt.
\end{align*}
\]

Eliminating \( \bar{p}(t) = p^1(t) + \bar{\eta}^1 g'[t] \) in the expression of \( \Omega(\cdot) \), we obtain that

\[
\Omega(v) = \int_0^T \left((p^1(t) + \bar{\eta}^1(t)g'[t])f_{yy}[t](v(t), z(t))^2 + \nu(t)g''[t](z(t))^2 + \phi''(\bar{y}(T))(z(T))^2 \right) dt \\
+ \phi''(\bar{y}(T))(z(T))^2,
\]

as was to be proved. \( \square \)

**2.4. Discrete version.** We introduce now the Euler discretization of the optimal control problem (2.1). Given some non zero \( N \in \mathbb{N} \) and a collection of positive time steps \( h_k, k = 0 \) to \( N - 1 \), such that \( \sum_{k=0}^{N-1} h_k = T \), we set

\[i_k := \sum_{i=0}^{k-1} h_i, \quad k = 0, \ldots, N; \quad \bar{h} = \max_{k=0, \ldots, N-1} h_k, \]
and we consider the discretized problem

\[\begin{align*}
\min_{y} & \; \phi(y_N); \\
\text{subject to} & \; y_{k+1} = y_k + h_k f(u_k, y_k), \quad \text{for } k = 0, \ldots, N - 1; \\
y_0 &= y_0; \\
g(y_k) &\leq 0 \quad \text{for } k = 1, \ldots, N.
\end{align*}\]

(2.20)

We denote by \( U^N \) the space of discrete control variable. The associated Lagrangian function (with a proper scaling of the state constraint) is

\[\phi(y_N) + \sum_{k=0}^{N-1} p_{k+1}(y_k + h_k f(u_k, y_k) - y_{k+1}) + \sum_{k=1}^{N} h_k \nu_k g(y_k),\]

where \( \nu_k g(y_k) = \sum_{i=1}^{r} \nu_{k,i} g_i(y_k) \). The first-order optimality conditions (in qualified form), for this finite dimensional optimization problem with finitely many equalities and inequalities, are

\[\begin{align*}
p_k &= p_{k+1} + h_k p_{k+1} f(y_k, y_k) + h_k \nu_k g'(y_k), \quad k = 0, \ldots, N - 1, \\
p_N &= \phi'(y_N) + h_N \nu_N g'(y_N), \\
0 &= H_a[p_{k+1}](u_k, y_k), \quad k = 0, \ldots, N - 1, \\
g_i(y_k) &\leq 0, \quad \nu_{k,i} \geq 0; \quad \nu_{k,i} g_i(y_k) = 0, \quad i = 1, \ldots, r, \quad k = 0, \ldots, N.
\end{align*}\]

(2.21)

Analogously to the continuous case we define also the ‘integrated’ multiplier of the normal and the alternative formulation

\[\eta_k := - \sum_{j=k}^{N} h_k \nu_k, \quad \bar{\eta} := -\eta,\]

(2.22)

so that \( h_k \nu_k = \eta_{k+1} - \eta_k = \bar{\eta}_k - \bar{\eta}_{k+1} \), for \( k = 0, \ldots, N \).

**Definition 2.5.** We say that the discretization step is constant if

\[h_0 = h_1 = \cdots = h_{N-1}.\]  

(2.23)

### 2.5. Main result.

As mentioned before, our results hold in two different cases. We need to preserve the coercivity of the Hessian of the Lagrangian over some subspace; this can be stated as hypothesis, as in [13] or obtained under structure hypotheses for a scalar state constraints. So we will assume that one of the following assumptions hold:

**A4** There exists a constant \( \alpha > 0 \) such that

\[\Omega(v) \geq \alpha \int_0^T |v(t)|^2 dt, \quad \text{for all } v \in U\]

and all discrete steps are of the same order, i.e.

\[\max_k \left( \frac{h_k / h_{k-1}}{1 + h_{k-1} / h_k} \right) = O(1).\]

(2.24)

The condition on \( \Omega \) is known to be a sufficient condition for local optimality in \( U \). This follows from [22 Th. 5.6].
(A5) *(scalar constraint and finite structure)* Assume that \( r = 1 \), the discretization step is constant, the set \( I \) is a finite union of boundary arcs, the density \( \nu \) is uniformly positive over the boundary arcs, and there exists a constant \( \alpha > 0 \) such that

\[
\Omega(v) \geq \alpha \int_0^T |v(t)|^2 dt, \quad \text{whenever } v \in C(\bar{u}). \tag{2.25}
\]

The set of strict critical directions \( C(\bar{u}) \) is defined in \([2.14]-[2.16]\).

This condition on \( \Omega \) is known to be a sufficient condition for local optimality in \( U \), see \([3, \text{Th. 3.8}]\).

Note that (A5) excludes *touch points*, i.e., isolated elements of \( I_i \), for \( i = 1, \ldots, r \).

We denote by \( T \) the union of boundary arcs, of the form \( T^b := \cup_{j=1}^N \{ T^c_j, T^e_j \} \) where we have ordered the set of entry points \( T^{cn} := \{ T^c_1 < \cdots < T^c_N \} \), similarly for the set \( T^{ex} \) of exit points.

**Theorem 2.6.** Let assumptions (A0)-(A3) hold as well as either (A4) or (A5). Then the discrete optimal control problem \((P_d)\) has a local solution \((u^h, y^h)\) with associated multipliers \((p^h, \eta^h)\), such that

\[
\|y^h - \bar{y}\|_\infty + \|u^h - \bar{u}\|_\infty + \|p^h - \bar{p}\|_\infty + \|\eta^h - \bar{\eta}\|_\infty = O(\bar{h}). \tag{2.26}
\]

The rest of the paper will be dedicated to the proof of this result; for that purpose we need to introduce a special auxiliary problem.

**3. Homotopy path.** We consider a family \((P^\theta)\) of perturbed discrete optimization problems, parametrized by \( \theta \in [0, 1] \). The definition is done such that for \( \theta = 0 \), the problem reduces to \((P)\). As we will see in the next Section, a certain sampling of the solution of the continuous problem \((P)\) happens to be a solution of the optimality system of \((P^1)\). The perturbed optimal control problem is, for some perturbations terms \( \delta^\theta, \delta^u, \delta^\eta \), to be defined later, such that \( \|\delta^\theta\|_\infty = O(1) \),

\[
(P^\theta) \begin{cases}
\text{Minimize } \phi(y_k^\theta) + \theta \sum_{k=0}^{N-1} h_k^2 (\delta^\theta y_k + \delta^u u_k^\theta); & \text{subject to } \\
y_{k+1}^\theta = y_k^\theta + h_k f(u_k^\theta, y_k^\theta) + \theta h_k^2 \delta^\theta, & \text{for } k = 0, \ldots, N-1; \\
g_i(y_k^\theta) \leq \theta h_k^2 \delta^\eta, & \text{for } k = 1, \ldots, N; \\
y_0^\theta = y_0, & i = 1, \ldots, r.
\end{cases} \tag{3.1}
\]

The corresponding optimality system is

\[
p_k^\theta = p_{k+1}^\theta + h_k p_{k+1}^\theta f(u_k^\theta, y_k^\theta) + h_k \nu_k^\theta g'(y_k^\theta) + \theta h_k^2 \delta^\theta, \\
p_N^\theta = \phi'(y_N^\theta) + h_N \nu_N^\theta g'(y_N^\theta), \\
0 = H_u p_{k+1}^\theta(u_k^\theta, y_k^\theta) + \theta h_k^2 \delta^u, \tag{3.2}
\]

for \( k = 1 \) to \( N-1 \), with the complementarity conditions, \( i = 1, \ldots, r \),

\[
g_i(y_k^\theta) - \theta h_k^2 \delta^\eta \leq 0, \quad \nu_k^\theta \geq 0, \quad \nu_k^\theta (g_i(y_k^\theta) - \theta h_k^2 \delta^\eta) = 0, \quad k = 1, \ldots, N. \tag{3.3}
\]

Let us set

\[
f^k := (u_k^\theta, y_k^\theta); \quad H^k := H[p_{k+1}^\theta(u_k^\theta, y_k^\theta)] \tag{3.4}
\]
By Lemma 2.3, the control is Lipschitz, and therefore, so does $\dot{\nu}_k$ by (3.4).

For future reference we note that the linearization of the costate equation is, denoting

\[ q_k^\theta = q_k^{\theta+1} + h_k q_k^{\theta+1} f_k^\theta + h_k (\nu_k) H_{\nu u}^k + h_k (z_k^\theta)^T H_{\nu y}^k \]
\[ + h_k \nu_k (z_k^\theta)^T g'(y_k^\theta) + h_k \delta \nu_k g'(y_k^\theta) - \delta h_k^2 \delta_q^p, \]
\[ q_N^\theta = (z_N^\theta)^T \dot{\phi}(y_N^\theta) + h_N \nu_N^\theta (z_N^\theta)^T g'(y_N^\theta) + h_N \delta \nu_N g'(y_N^\theta). \]

The corresponding approximation of $\bar{\eta}$ is: (see (2.22))

\[ \bar{\eta}_k := - \sum_{j=k}^N h_j \nu_j^\theta, \quad k = 0, \ldots, N. \] (3.6)

The *sampling* of the continuous solution and the associated multipliers of the original problem (2.1) are defined by

\[
\begin{aligned}
\dot{u}_k &:= \bar{u}_k(t_k), \quad \dot{y}_k := \bar{y}_k(t_k), \quad k = 0, \ldots, N - 1, \\
\dot{p}_k &:= \bar{p}(t_k), \quad \dot{\nu}_k := \int_{t_k}^{t_{k+1}} \nu(t)dt, \quad k = 1, \ldots, N,
\end{aligned}
\] (3.7)

and accordingly we can define

\[ \hat{\eta}_k := \eta(t_{k+1}) = \sum_{j=k}^N h_k \dot{\nu}_j, \quad k = 1, \ldots, N. \]

For $\theta = 1$ we define $u_k^\theta$ and the associated state and multipliers by

\[ u_k^1 = \hat{u}_k, \quad y_k^1 = \bar{y}_k, \quad p_k^1 = \bar{p}_k, \quad \eta_k^1 = \hat{\eta}_k, \quad \text{for } k = 1, \ldots, N. \] (3.8)

We next give to the perturbation terms $(\delta_k^u, \delta_k^\nu, \delta_k^p, \delta_k^\eta)$ the unique value such that the above sampling is solution of the discretized problem for $\theta = 1$.

**Lemma 3.1.** We have that

\[ ||\delta^u||_\infty + ||\delta^\nu||_\infty + ||\delta^p||_\infty + ||\delta^\eta||_\infty = O(1). \] (3.9)

**Proof.** Since $u$ is Lipschitz continuous by Lemma 2.3, $t \mapsto g(y(t))$ has a.e. a bounded second derivative. Therefore, if $\nu_k \neq 0$ there exists some $c > 0$ such that $g(y(t)) \geq -c \nu_k^2$ for all $t \in [t_k, t_{k+1}]$, so that $||\delta^\nu||_\infty = O(1)$.

Next, if $w : [0, T] \to \mathbb{R}$ is $C^1$ with a Lipschitz continuous derivative of constant $L$, then by a first order Taylor expansion, we have that

\[ |w(t+h) - w(t) - w'(t)h| \leq \frac{1}{2} Lh^2. \]

By Lemma 2.3, the control is Lipschitz, and therefore, so does $\bar{y}(t)$; we deduce that $||\delta^\nu||_\infty = O(1)$. For the costate equation, we have that

\[ \bar{p}(t_{k+1}) = \bar{p}(t_k) - \int_{t_k}^{t_{k+1}} \bar{p}(t)f_y(t)dt - \int_{t_k}^{t_{k+1}} \nu(t)g'(t)dt. \]

Now since $\bar{u}$, $\bar{y}$, and $\bar{p}$ are Lipschitz,

\[ \left| \int_{t_k}^{t_{k+1}} \bar{p}(t)f_y(\bar{u}(t), \bar{y}(t))dt - \int_{t_k}^{t_{k+1}} \bar{p}(t_{k+1})f_y(\bar{u}(t_k), \bar{y}(t_k))dt \right| = O(h_k^2), \]
and (in the parenthesis below we recognize the expression of $\nu_k$):

$$\left| \int_{t_k}^{t_{k+1}} \nu(t)g'(t)dt - \left( \int_{t_k}^{t_{k+1}} \nu(t)dt \right) g'(\bar{y}(t_k)) \right| = O(h_k^2).$$

It follows that $\|\delta^p\|_\infty = O(1)$. Since $p$ is Lipschitz and $H_u[p(t_k)](\bar{u}(t_k), \bar{y}(t_k)) = 0$ we easily deduce that $\|\delta^u\|_\infty = O(1)$. The conclusion follows.

In the rest of the paper some of the estimates presented are valid in a special neighborhood of the continuous solution. To state them rigorously, we need the following definition: given an $\varepsilon > 0$ and $\theta \in [0,1]$, we say that a solution $X^\theta := (u^\theta, y^\theta, \eta^\theta)$ of the optimality system (3.2) is an $\varepsilon$-neighboring solution if we have that

$$\|u^\theta - \bar{u}\|_\infty + \|y^\theta - \bar{y}\|_\infty + \|p^\theta - \bar{p}\|_\infty + \|\eta^\theta - \bar{\eta}\|_\infty \leq \varepsilon,$$

and we define

$$\theta_m := \inf \{ \theta \in [0,1] : \text{3.2} \text{ has an } \varepsilon\text{-neighbouring solution} \}.$$

When $\theta = 1$, the l.h.s. of (3.10) has value 0, and therefore $\theta_m$ is well-defined with value in $[0,1]$.

Through the auxiliary structure of the homotopy path problem we are now able to prove the bounds shown in Theorem 2.6. In the sequel we will analyze some technical points. In particular we will use the fact that the solution of $(P^\theta)$ is uniformly Lipschitz continuous (the result is contained in Section 4) and that such solution is in a $\varepsilon$-neighborhood of the solution of $(P)$, $X^1 = (\bar{u}, \bar{y}, \bar{p}, \bar{\eta})$; this point will be discussed in Section 5. Note that we define the Lipschitz constant of a function defined for discrete times, as e.g. for $u^\theta$, by

$$\text{Lip}(u^\theta) := \max \left( \frac{|u^k - u^{k-1}|}{h_k} : k = 0, \ldots, N - 1 \right).$$

Proof [of Th. 2.6]. We prove in Section 4 that, if $\bar{h}$ is small enough, for $\theta \in [\theta_m, 1]$, then $(u^\theta, y^\theta)$ is uniquely defined, has unique associated multipliers $(p^\theta, \eta^\theta)$, and setting $X^\theta := (u^\theta, y^\theta, p^\theta, \eta^\theta)$, (see Section 5) $\theta \rightarrow X^\theta$ has Lipschitz constant of order $\bar{h}$. It follows that, for a fix $\varepsilon > 0$, $\|X^0 - X^1\|_\infty < \varepsilon$ when $\bar{h}$ is small enough, which gives a contradiction if $\theta_m > 0$. Therefore, $X^1$ is well-defined and $\|X^1 - X^0\|_\infty = O(\bar{h})$, as was to be shown.

4. Regularity of the solutions. In this Section we present some regularity results for the solutions of the Homotopy path problem. Given an $\varepsilon$–neighboring solution $X^\theta$ of $(P^\theta)$, we will prove the uniqueness and the uniform Lipschitz continuity of $X^\theta$. In the following, when there is no possibility of confusion, we drop $\theta$ as upper index in the notation for a better readability, keeping the complete notation in the statements of the main propositions. We need to define

\begin{align*}
C^1_k &:= \frac{p_k}{h_k} (f_u(u_{k-1}, y_k) - f_u(u_{k-1}, y_{k-1})) , \\
C^2_k &:= p_{k+1}f_y(u_k, y_k) f_u(u_k, y_k) , \\
\Delta^u_k &:= h_k \delta^u_k - h_{k-1} \delta^u_{k-1} \\
&= (\hat{p}_k - \hat{p}_{k+1}) f_u(u_k, y_k) - (\hat{p}_{k-1} - \hat{p}_k) f_u(\hat{u}_{k-1}, \hat{y}_{k-1}) , \\
C^3_k &:= C^1_k - C^2_k - \theta h_k \delta^u_k f_u(u_k, y_k) + \theta \Delta^u_k / h_k .
\end{align*}
Observe that, since \( y_k \) is uniformly Lipschitz we have that:

\[
(i) \quad C_k^1 = \frac{h_{k-1}}{h_k} H_{u,y}[p_k](u_{k-1}, y_k) f(u_{k-1}, y_{k-1}) + O(\bar{h}); \quad (ii) \quad |C_k^3| = O(1). \quad (4.2)
\]

**Lemma 4.1.** (i) Let \( X^\theta \) be an \( \varepsilon \)-neighboring solution of \((P^\theta)\). Then there exists \( c_H > 0 \) such that, if \( \varepsilon > 0 \) and \( \bar{h} \) are small enough, then

\[
\sum_{j=1}^{r} \nu_{k,j}^\theta \nabla u g_j^{(1)}(u_k, y_k) = \mathcal{H}_k^\theta(u_k - u_{k-1}) + C_k^3,
\]

where \( \mathcal{H}_k^\theta \) satisfies

\[
|\mathcal{H}_k^\theta - H_{u,y}[p_k](u_k, y_k)| \leq c_H \varepsilon, \quad k = 0, \ldots, N - 1. \quad (4.4)
\]

(ii) Let \( \varepsilon' > 0 \). If in addition, the time step is constant, \( t_k \) belongs to a boundary arc \((t_a, t_b)\), and \( t_k + \varepsilon' < t_{k-1} < t_k < t_{k-1} - \varepsilon' \), then the variation of \( C_k^3 \) along the homotopy path is of order \( O(\bar{h}) \).

**Proof.** (i) Note that \( h_k \delta_k^u = (\hat{p}_k - \hat{p}_{k+1}) f_u(\hat{u}_k, \hat{y}_k) \). By the optimality condition \([3.2]\), we have that

\[
0 = H_u[p_{k+1}](u_k, y_k) - H_u[p_k](u_{k-1}, y_{k-1}) + \theta \Delta_k^u
\]

\[
= p_{k+1} f_u(u_k, y_k) - p_k f_u(u_{k-1}, y_{k-1}) + \theta \Delta_k^u
\]

\[
= (p_{k+1} - p_k) f_u(u_k, y_k) + p_k [f_u(u_k, y_k) - f_u(u_{k-1}, y_{k-1})] + \theta \Delta_k^u
\]

\[
= (p_{k+1} - p_k) f_u(u_k, y_k) + p_k [f_u(u_k, y_k) - f_u(u_{k-1}, y_{k-1})] + h_k C_k^1 + \theta \Delta_k^u.
\]

By the mean-value Theorem, we deduce that

\[
p_k (f_u(u_k, y_k) - f_u(u_{k-1}, y_{k-1})) = \mathcal{H}_k(u_k - u_{k-1}),
\]

where

\[
\mathcal{H}_k := p_k \int_0^1 f_u(u_{k-1} + \sigma(u_{k-1} - u_k), y_k)(u_{k-1} - u_k) d\sigma,
\]

so that \([4.4]\) holds. We conclude by combining \([4.5]\) and the discrete costate equation in \([3.2]\), where \( \nabla u g_j^{(1)}(u_k, y_k) = g_j'(y_k) f_u(u_k, y_k) \).

(ii) It is easily checked that \( C_k^1 \) and \( C_k^3 \) satisfy this property, as well as (it is of order of \( \bar{h} \)) \( \theta h_k \delta_k f_u(u_k, y_k) \). Since the time step is constant, we have that by \((4.1)\)

\[
\Delta_k^u / h_k = \delta_k^u - \delta_{k-1}^u \text{ is of order of } \bar{h} \text{ over the interior of a boundary arc}. \]

The conclusion follows. \(\Box\)

Let us define

\[
\Delta_k^{g,i} := \frac{g_i(y_{k+1}) - g_i(y_k)}{h_k} - \frac{g_i(y_k) - g_i(y_{k-1})}{h_{k-1}},
\]

\[
\Xi_k^\theta := g_i'(y_k) (f(u_{k-1}, y_k) - f(u_{k-1}, y_{k-1}))
\]

\[
+ \theta g_i'(y_k) (h_k \delta_k^u - h_k \delta_{k-1}^u) + \frac{1}{2} h_k g_i''(y_k) f(u_k, y_k)^2
\]

\[
+ \frac{1}{2} h_k f'(u_k, y_k) f(u_{k-1}, y_{k-1})^2.
\]

**Lemma 4.2.** We have that:
a) the following relation holds
\[ \Delta^{k,i}_y = g_i(y_k)f_u(y_k,u_k)(u_k - u_{k-1}) + \Xi^0_y + O(h^2) + O(\varepsilon|u_k - u_{k-1}|). \] (4.7)

b) If in addition the time step is constant, then
\[ \|\Xi^0_y - \Xi^1\|_{\infty} = O(h\varepsilon). \] (4.8)

Proof. Use
\[
\begin{align*}
g_i(y_{k+1}) - g_i(y_k) &= g_i(y_k)(y_{k+1} - y_k) + \frac{1}{2}g''_i(y_k)(y_{k+1} - y_k)^2 + O(h^2), \\
g_i(y_{k-1}) - g_i(y_k) &= g_i(y_k)(y_{k-1} - y_k) + \frac{1}{2}g''_i(y_k)(y_{k-1} - y_k)^2 + O(h^2),
\end{align*}
\]
for small enough \( \varepsilon > 0 \).

\[ f(u_k,y_k) - f(u_{k-1},y_{k-1}) = f(u_k,y_k) - f(u_{k-1},y_k) + f(u_{k-1},y_k) - f(u_{k-1},y_{k-1}) \]
\[ = f_u(u_k,y_k)(u_k - u_{k-1}) + (f(u_{k-1},y_k) - f(u_{k-1},y_{k-1})) + O(\varepsilon|u_k - u_{k-1}|). \]

Since \( |y_k - y_{k-1}| = O(h_{k-1}) \), point (b) follows using that \( h_k = h_{k-1} \) and \( |\delta_k^y - \delta_{k-1}^y| = O(h) \).

We obtain a) by dividing these relations by \( h_k \) and \( h_{k-1} \) respectively, adding them and observing that
\[
\begin{align*}
f(u_k,y_k) - f(u_{k-1},y_{k-1}) &= f(u_k,y_k) - f(u_{k-1},y_k) + f(u_{k-1},y_k) - f(u_{k-1},y_{k-1}) \\
&= f_u(u_k,y_k)(u_k - u_{k-1}) + (f(u_{k-1},y_k) - f(u_{k-1},y_{k-1})) + O(\varepsilon|u_k - u_{k-1}|).
\end{align*}
\]

Now we are ready to obtain the uniform Lipschitz estimates of the variables of the perturbed problem. A similar result, in the case of a linear quadratic optimal control problem was obtained in [12]. Let us set
\[ w_k = \nu_k \nabla_u g^{(1)}(u_k,y_k) = \sum_{i=1}^r \nu_{k,i} \nabla_u g^{(1)}_{i}(u_k,y_k). \] (4.9)

**Lemma 4.3.** We have that
\[ w_k^T H_k^{-1} w_k = \frac{1}{h_k} w_k \cdot (u_k - u_{k-1}) + w^T H_k^{-1} C^3, \] (4.10)
as well as, called Lip\((u^0)\) and Lip\((p^0)\) the Lipschitz constant of \(u^0\) and \(p^0\),
\[ \text{Lip}(u^0) + \text{Lip}(p^0) + \|\nu^0\|_{\infty} = O(1). \]

Proof. By the Legendre-Clebsch condition (A3), for small enough \( \varepsilon > 0 \), \( H_k \) is uniformly invertible. Computing the scalar product of both sides of (4.3) by \( w_k^T H_k^{-1} \), we obtain (4.10). When \( \nu_{k,i} \neq 0 \) we have that \( g_{k,i}^\theta := g_i(y_k) - \theta h_k^2 \delta^y_{k,i} \) reaches a local maximum and therefore
\[
0 \geq \frac{g_{k+1,i}^\theta - g_{k,i}^\theta}{h_k} - \frac{g_{k,i}^\theta - g_{k-1,i}^\theta}{h_{k-1}},
\]
which amounts to
\[ \Delta_{g}^{k,i} \leq \theta \left( \frac{h_{k}^2 \delta_{g}^{k,i} - h_{k}^2 \delta_{g}^{k,i}}{h_{k}} - \frac{h_{k}^2 \delta_{g}^{k,i} - h_{k}^2 \delta_{g}^{k,i}}{h_{k-1}} \right) \leq O(h). \]  

(4.11)

Since \(|C_{k}^3| = O(1)| as already noticed, it follows from (4.3) that \(|u_k - u_{k-1}|/h_k = O(|\nu_k| + 1)|. Now putting it together with (4.7) and (4.11), it follows that
\[ \frac{1}{h_k} w_k \cdot (u_k - u_{k-1}) + w^T \mathcal{H}^{-1} C_{k}^3 \leq \frac{1}{h_k} \sum_{i=1}^{r} \nu_k \Delta_{g}^{k,i} + O(1) + O(|\nu_k|), \]  

(4.12)

then for the linear independence of the constraints w.r.t. the control (Assumption (A2), i.e. \( |w_k| \geq \alpha \|\nu_k\| \)), in the l.h.s. of (4.10), we have
\[ \alpha |\nu_k|^2 \leq O(|\nu_k|) + O(1). \]  

(4.13)

By the above display, \( |\nu_k| = O(1) \), and by (4.3), \( u_k \) is uniformly Lipschitz. By (3.2), so is the discretized costate. \( \Box \)

5. Sensitivity analysis.

5.1. Characterization of directional derivatives. In this Section we complete the proof of Theorem 2.6 showing that a solution \((u^\theta, y^\theta)\) of the perturbed problem \((P^\theta)\) is in a \(L^\infty\) neighborhood of \((\bar{u}, \bar{y})\), local solution of the problem \((P)\).

The strategy consists in establishing that the path \(X^\theta := (u^\theta, y^\theta, p^\theta, \eta^\theta)\) is Lipschitz, and then to show that it has directional derivatives \(\delta X^\theta := (\nu^\theta, \omega^\theta, \delta \eta^\theta)\) satisfying \(\|\delta X^\theta\|_{\infty} = O(h)\). This will imply that the Lipschitz constant of \(X^\theta\) (in the \(L^\infty\) norm) is of order \(O(h)\). We define (compare to (2.22)) \(\nu^\theta_k := \eta^\theta_{k+1} - \eta^\theta_k, k = 0 \ to \ N\).

The fact that \(X^\theta\) is Lipschitz is a consequence of Robinson’s theory for strong regularity [25] and its application to nonlinear programming see e.g. [2] Sec. 5.1. This theory gives a sufficient condition for Lipschitz stability of the local solution and associated multiplier, provided that we have the (i) linear independence of gradients of active constraints, which by (A2) always holds, and (ii) positivity of the Hessian of the Lagrangian over an extended critical cone, obtained by removing inequality constraints associated with zero components of the multiplier, as well as the condition on the linearization of the cost function. In addition, under these conditions, Jittorntrum’s result [15] states that directional derivatives exist and that they are solution of the following quadratic programming problem

\[ (QP) \begin{cases} 
\min \frac{1}{2} \Omega^\theta(v, z) - \theta \sum_{k=0}^{N-1} h_k^2 (\delta z_k + \delta u_k v_k) \\
\begin{align*}
g'_1(y_k) z_k &= -\theta h_k^2 \delta g^i_{k,i} \\
g'_1(y_k) z_k &\leq -\theta h_k^2 \delta g^i_{k,i} \\
k \in I_+^i, & s.t. \nu^\theta_{k,i} \neq 0, \\
k \in I_0^i, & s.t. \nu^\theta_{k,i} = 0, 
\end{align*}
\end{cases} \]  

(5.1)

Here \( v \in \mathcal{V}^N \), \( z^\theta[v] \in \mathcal{Z}^N \) is defined as the unique solution of the linearized state equation
\[ z^\theta_{k+1} = z^\theta_k + h_k f^y(u_k, y_k)(v_k, z^\theta_k) - \theta h_k^2 \delta g^i_{k,i}, \quad k = 0, ..., N - 1, \quad i = 1, ..., r, \]  

(5.2)

and the set of constraints \( I_+^i \) and \( I_0^i \) are defined as the inequality constraints of problem \((P^\theta)\) that are active at \(y^\theta\), i.e.: \[ \begin{align*}
I_+^i &:= \{ k = 0, \ldots, N; \nu^\theta_{k,i} > 0 \}, \\
I_0^i &:= \{ k = 0, \ldots, N; \nu^\theta_{k,i} = g_i(y^\theta_k) = 0 \}. 
\end{align*} \]  

(5.3)
Finally, the Hessian of Lagrangian of the discretized problem is, with obvious notations, setting $H^\theta_k := p'^0_k + f(u^0_k, y^0_k)$, and for $z^\theta = z^\theta[v]$:

$$
\Omega^\theta(v, z) := \sum_{k=0}^{N-1} h_k D^2 H^\theta_k(v_k, z_k)^2 + \sum_{k=0}^N h_k v^\theta_k D^2 g^\theta_k(z_k)^2 + \phi''(y^\theta_N)(z_N)^2.
$$

We anticipate a result that will be shown in details later (Corollary 5.6) about the existence and uniqueness of the solution of $(QP)$:

**Proposition 5.1.** Let $(A0)-(A3)$ and, either $(A4)$ or $(A5)$ hold. Then problem $(QP)$ has a unique solution $\delta X^\theta := (v^\theta, z^\theta, q^\theta, \delta\eta^\theta)$.

Let us introduce the following alternative formulation: we underline the analogy with the alternative formulation recalled in Section 2.1. We first define the set of inequality constraints that are active at the solution of $(QP)$:

$$
I^i,\theta := I^i_+ \cup \{k \in I^i_0 ; \ g_k^\theta(z^\theta_k) = 0\}.
$$

For $i = 1, \ldots, r$, denote by $k[i, 1] < \cdots < k[i, M^i_i]$ the elements of $I^i_0$, set $k[i, 0] = 0$, and for $j = 0, \ldots, M^i_i - 1$:

$$
\begin{align*}
\Delta t_{i,j} & := t_{k[i,j+1]} - t_{k[i,j]}, \\
\beta_{i,j}^E & := -t(h^2_{k[i,j+1]} \delta^\theta_{k[i,j+1]} - h^2_{k[i,j]} \delta^\theta_{k[i,j]})/\Delta t_{i,j}.
\end{align*}
$$

Set

$$
G_k(v_k, z_k) := g'(y_{k+1}) - g'(y_k) z_k + g'(y_{k+1}) (f'(u_k, y_k)(v_k, z_k) - \theta h_k \delta^\theta_k).
$$

If $z = z^\theta[v]$, then

$$
G_k(v_k, z_k) = g'(y_{k+1}) z_{k+1} - g'(y_k) z_k.
$$

Since $z_0 = 0$, it follows that:

$$
g'(y_k^\theta) z_k = \sum_{q=0}^{k-1} h_q G_q(v_q, z_q).
$$

So the solution of $(QP)$ satisfies the following equality constraints, denoting by $G_{i,k}$ the $i$-th component of $G_k$:

$$
\sum_{q=0}^{k[i,j]-1} h_q G_{i,q}(v_q, z_q) = -\theta h^2_k \delta^\theta_{i,k[i,j]}, \quad i = 1, \ldots, r, \ j = 1, \ldots, M^i_i - 1.
$$

An equivalent set of equality constraints is

$$
\beta_{i,j}^E - \frac{1}{\Delta t_{i,j}} \sum_{k=k[i,j]}^{k[i,j+1]-1} h_k G_{i,k}(v_k, z_k) = 0, \quad i = 1, \ldots, r, \ j = 0, \ldots, M^i_i - 1.
$$
The corresponding quadratic problem is

\[
(QP_E) \begin{cases}
\min_v \frac{1}{2} \Omega^\theta(v, z) - \theta \sum_{k=0}^{N-1} h_k^2 \delta_k^\theta z_k + \delta_k^\theta v_k \\
\text{s.t. } z = z^\theta[v]\end{cases}
\]

We call \(v^\theta\) the solution of this problem, and \(\delta \eta^\theta\) the multiplier associated with constraints (5.11) and \(\hat{q}\) the costate. The Lagrangian of \((QP_E)\) is by the definition

\[
\Omega^\theta(v, z) = \sum_{k=0}^{N-1} \hat{q}_{k+1}(h_k f_k'(v_k, z_k) + z_k - z_{k+1}) + \sum_{i,j} \Delta t_{i,j} \delta \eta_{i,j}^\theta \left( h_{i,j}^E - \sum_{k=k[i,j]} h_k G_k(v_k, z_k) / \Delta t_{i,j} \right),
\]

The optimality conditions of \((QP_E)\) have the following form. The costate equation is

\[
\begin{align*}
\hat{q}_k &= \hat{q}_{k+1} + h_k \hat{q}_{k+1} f_k + h_k (v_k^\theta)^T H_{uy} + h_k (z_k^\theta)^T H_{yy} + h_k \nu_k^\theta (z_k^\theta)^T g''(y_k) \\
&\quad - \sum_{i=1}^r \delta \eta_{i,j}^\theta (y_{k+1}) (g'(y_{k+1}) - g'(y_k) + h_k g'(y_{k+1}) + f_y(u_k, y_k)) - \theta h_k^2 \delta^\theta,
\end{align*}
\]

\[
\hat{q}_N = (z_N^\theta)^T \phi''(y_N^\theta) + h_N \nu_N^\theta (z_N^\theta)^T g''(y_N).
\]

Given \(k \leq M_k^\theta\), set

\[
\begin{align*}
j[i, k] := \min\{j \in [i, k]; j \geq k + 1\}.
\end{align*}
\]

Expressing the stationarity of the Lagrangian w.r.t. \(v\) we get that

\[
(v_k)^T H_{uk} + (z_k)^T H_{uy} + \left( \hat{q}_{k+1} - \sum_{i=1}^r \delta \eta_{i,j}^\theta (y_{k+1}) g_y(u_k, y_k) \right) f_u^k = 0.
\]

This suggests to define

\[
\begin{align*}
\hat{q}_{k+1}^\theta &= \hat{q}_{k+1} - \sum_{i=1}^r \delta \eta_{i,j}^\theta (y_{k+1}) g_y(u_k, y_k), \quad k = 0, \ldots, N - 1, \\
\delta \nu_k^\theta &= \delta \eta_{i,j}^\theta (y_{k+1}) - \delta \eta_{i,j}^\theta (y_{k+1}), \quad k = 0, \ldots, N - 1,
\end{align*}
\]

Then \(\hat{q}^\theta\) is solution of

\[
\begin{align*}
\hat{q}_k^\theta &= \hat{q}_{k+1}^\theta + h_k \hat{q}_{k+1} f_k + h_k (v_k^\theta)^T H_{uy} + h_k (z_k^\theta)^T H_{yy} + h_k (z_k^\theta)^T g''(y_k) \\
&\quad + h_k \delta \nu_k^\theta (y_k) - \theta h_k^2 \delta^\theta, \\
\hat{q}_N^\theta &= (z_N^\theta)^T \phi''(y_N^\theta) + h_N \nu_N^\theta (z_N^\theta)^T g''(y_N^\theta),
\end{align*}
\]

In addition, we observe that if \(\delta \nu_k^\theta \neq 0\), then \(\delta \eta_{i,j}^\theta > \delta \eta_{i,j}^\theta\), and therefore the \(i\)-th state constraint is active at step \(k\). Since \((QP)\) has a unique multiplier, we deduce that \(\hat{q}^\theta = q^\theta\) and \(\delta \nu^\theta = \delta \eta_{i,j}^\theta\), and

\[
\delta \nu_k^\theta = \delta \nu_k^\theta, \quad \delta \eta_{i,j}^\theta = \delta \eta_{i,j}^\theta.
\]
5.2. Uniform surjectivity. We write here the linear mappings involved in the tangent quadratic problem, starting with

\[ z_{k+1}^L = z_k^L + h_k f_y(u_k, y_k)(v_k, z_k^L), \quad k = 0, \ldots, N - 1; \quad z_0^L = 0. \]  

(5.20)

For any \( v \) in the space \( V^N \), (5.20) has a unique solution denoted by \( z^L[v] \). Let \( \xi_k \) be a solution of

\[ \xi_{k+1} = \xi_k + h_k f_y(\xi_k) - \theta h_k \delta y_k; \quad k = 0, \ldots, N - 1; \quad \xi_0 = 0. \]  

(5.21)

We have that

\[ z_k = z_k^L + \xi_k; \quad k = 0, \ldots, N, \quad \|\xi\|_{\infty} = O(h). \]  

(5.22)

We set

\[ G_{i,j}^L(v) := \frac{g_i'(y_{k[i,j+1]})z_{k[i,j+1]}^L[v] - g_i'(y_{k[i,j]})z_{k[i,j]}^L[v]}{\Delta t_{i,j}}, \quad j = 0, \ldots, M_i^\theta - 1; \quad i = 1, \ldots, r. \]  

(5.23)

The linear (homogeneous) equations corresponding to those of \((QP_E)\) are therefore

\[ G^L(v) = 0. \]  

(5.24)

Consider the following perturbation of the r.h.s. of these equations, where \( \bar{b} \) is an arbitrary r.h.s.:

\[ G^L(v) = \bar{b}. \]  

(5.25)

We use the following norm, for \( s \in [1, \infty) \):

\[ \|\bar{b}\|_s := \sqrt{rT} \sum_{i=1}^r \sum_{j=0}^{M_i^\theta - 1} |\Delta t_{i,j}| |\bar{b}_{i,j}|^s. \]  

(5.26)

These norms can be identified with the usual \( L^s \) norms on \([0, T]\) for piecewise constant functions and therefore we have the usual Cauchy-Schwarz and H"older inequalities, in particular

\[ \|\bar{b}\|_1 \leq \sqrt{T}\|\bar{b}\|_{\infty}. \]  

(5.27)

PROPOSITION 5.2. There exist constants \( C_s, \ s \in [1, \infty], \) such that the linear equation \( G^L(v) = \bar{b} \) has, for small enough \( \bar{h} \), a solution \( v \) verifying

\[ \|v\|_s \leq C_s \|\bar{b}\|_s, \quad \text{for each} \ s \in [1, \infty]. \]  

(5.28)

Before proving the Proposition 5.2 we introduce some notations. For \( t \in [0, T] \), and \( \varepsilon_0 > 0 \), we define the set of \( \varepsilon_0 \) active constraints as

\[ A_{\varepsilon_0}(t) := \{ 1 \leq i \leq r; \ |t' - t| \leq \varepsilon_0, \ \text{for some} \ t' \ \text{such that} \ i \in A(t') \}. \]  

(5.29)

Since the control is continuous by (A1), and the first order state constraint satisfies (A2), we have that, for \( \varepsilon_0 > 0 \) small enough:

\[ \sum_{i \in A_{\varepsilon_0}(t)} \lambda_i \nabla u g_i^{(1)}(\bar{u}, \bar{y}) \geq \frac{1}{2} \alpha |\lambda|, \quad \text{if} \ \lambda_i = 0 \ \text{when} \ i \not\in A_{\varepsilon_0}(t), \ \text{for all} \ t \in [0, T]. \]  

(5.30)
For $i \in \{1, \ldots, r\}$ we denote the set of $\varepsilon_0$ active constraints by $J_{i,\varepsilon_0}^\theta$, $i = 1, \ldots, r$. This is a union of closed balls (in $[0,T]$) of radius $\varepsilon_0$. Since every connected component has length at least $2\varepsilon_0$, $J_{i,\varepsilon_0}^\theta$ is a finite union of closed intervals.

We next define the one-time-step analogue of $G^L$:

$$G^L_{i,k}(v_k, z_k) := \frac{g_i'(y_{k+1}) - g_i'(y_k)}{h_k} z_k[v] + g_i'(y_{k+1})(f'(u_k, y_k)(v_k, z_k[v])).$$  \hspace{1cm} (5.30)

Note that $G^L_{i,k}(v_k, z_k) = (g_i'(y_{k+1})z_{k+1}[v] - g_i'(y_k)z_k[v])\big/ h_k$.

**Proof.** [Proof of Proposition 5.2] The idea is to compute, for each $k$, $v_k$ as the minimum norm solution of the linear equations

$$G^L_{i,k}(v_k, z_k) = \tilde{b}_{i,k}, \ i \in \mathcal{A}_c(t_k),$$  \hspace{1cm} (5.31)

where the variable size vector $\tilde{b}_{i,k}$, for $i \in \mathcal{A}_c(t_k)$, will be defined later, and then to set

$$\tilde{b}_{i,k} := G^L_{i,k}(v_k, z_k^K), \ for \ i \notin \mathcal{A}_c(t_k).$$  \hspace{1cm} (5.32)

Thanks to the expression of $G^L_{i,k}$ and (5.29) setting $z^L = z^L[v]$, we have that

$$|v_k| \leq c_1 \left( |z_k^L| + \sum_{i \in \mathcal{A}_c(t_k)} |\tilde{b}_{i,k}| \right).$$  \hspace{1cm} (5.33)

Here the $c_i$ are positive constants not depending on $v$ or $k$. It follows with (5.30) that

$$|\tilde{b}_k| \leq c_2 \left( |v_k| + |z_k^L[v]| \right) \leq c_3 \left( |z_k^L| + \sum_{i \in \mathcal{A}_c(t_k)} |\tilde{b}_{i,k}| \right).$$  \hspace{1cm} (5.34)

So, by (5.20):

$$|z_{k+1}^L| \leq (1 + c_4 h_k)|z_k^L| + c_5 h_k|v_k| \leq (1 + c_6 h_k)|z_k^L| + c_7 h_k \sum_{i \in \mathcal{A}_c(t_k)} |\tilde{b}_{i,k}|.$$  \hspace{1cm} (5.35)

By the discrete Gronwall’s Lemma it follows that

$$\|z^L\|_\infty \leq c_8 \sum_{k=0}^{N-1} h_k \sum_{i \in \mathcal{A}_c(t_k)} |\tilde{b}_{i,k}|,$$  \hspace{1cm} (5.36)

and therefore, with and (5.33):

$$\|v\|_\infty^s \leq c_9 \sum_{k=0}^{N-1} h_k \sum_{i \in \mathcal{A}_c(t_k)} |\tilde{b}_{i,k}|^s.$$  \hspace{1cm} (5.37)

and in the r.h.s. we recognize the $L^s$ norm of the $\varepsilon_0$ active components of $\tilde{b}$. We next end the proof by fixing the $\tilde{b}_k$ in such a way that

$$G^L_{i,j}(v) = \tilde{b}_{i,j}; \ j = 0, \ldots, M_i^\theta - 1; \ \|\tilde{b}\|_s = O(\|\tilde{b}\|_s).$$  \hspace{1cm} (5.38)
We will obtain the second relation by induction over \( k \), i.e. we will prove that there exists \( c > 0 \) such that
\[
\sum_{k \leq k} |\tilde{b}_k|^s \leq c \sum_{i:k[i,j] \leq k} |\tilde{b}_{i,k}|^s. \tag{5.39}
\]
We distinguish two cases.

a) If \( \{t_{k[i,j]}, \ldots, t_{k[i,j+1]}\} \in J_{\tilde{v}_0}^G \), then take
\[
\tilde{b}_{i,k} = b_{k[i,j+1]}, \quad k = k[i,j] + 1, \ldots, k[i,j+1]. \tag{5.40}
\]

b) If \( \{t_{k[i,j]}, t_{k[i,j+1]}\} \not\in J_{\tilde{v}_0}^G \), let \( k' \) be the smallest index in \( k[i,j], \ldots, k[i,j+1] \) such that \( k \in J_{\tilde{v}_0}^G \), whenever \( k' \leq k \leq k[i,j+1] \); Then
\[
t_{k'} + \frac{1}{2} \varepsilon_0 \leq t_{k[i,j+1]}. \tag{5.41}
\]
We choose
\[
\tilde{b}_{i,k} = \begin{cases} 
\tilde{b}_{i,j}, & k = k[i,j] + 1, \ldots, k', \\
\gamma, & k = k' + 1, \ldots, k[i,j+1],
\end{cases}
\tag{5.42}
\]
for some \( \gamma \) such that
\[
\sum_{k=k[i,j]+1}^{k'} h_k \tilde{b}_{i,k} + \gamma (t_{k[i,j+1]} - t_{k'}) = (t_{k[i,j+1]} - t_{k[i,j]}) \tilde{b}_{k[i,j+1]}, \tag{5.43}
\]
so that the first relation in (5.38) holds. At the same time, since \( \frac{1}{2} \varepsilon_0 \leq t_{k[i,j+1]} - t_{k'} \), we have that
\[
\gamma \leq \frac{2}{\varepsilon_0} \left| (t_{k[i,j+1]} - t_{k[i,j]}) \tilde{b}_{k[i,j+1]} - \sum_{k=k[i,j]+1}^{k'} h_k \tilde{b}_{i,k} \right| \tag{5.44}
\]
and we use the induction hypothesis (5.39) in order to estimate \( \sum_{k \leq k'} h_k |\tilde{b}_{i,k}| \). The conclusion follows. \( \square \)

From the same argument of the previous result we can deduce also an estimate for the control of a feasible trajectory.

Note that
\[
G_{i,k}(v_k, z_k) = G^L_{i,k}(v_k) + O(\tilde{h}), \quad i = 1, \ldots, r. \tag{5.45}
\]

**Corollary 5.3.** *Problem (QP\(_E\)) has a feasible point \( \tilde{v} \), such that \( \|\tilde{v}\|_\infty = O(\tilde{h}) \).*

**Proof.** In view of the Proposition above, it is enough to check that we can write the active constraints of (QP\(_E\)) in the form
\[
G^L_{i,k}(v) = \tilde{b}_{i,k}; \quad \|\tilde{b}\|_\infty = O(\tilde{h}). \tag{5.46}
\]
Remember that \( z[v] = z^L[v] + \xi_k[v] \), with \( \|\xi[v]\|_\infty = O(\|v\|_1) \), and therefore
\[
\tilde{b}_{i,j} = -\theta \left( g_i'(y_{k[i,j+1]} - y_{k[i,j]}) \Delta t_{i,j} + g_i'(y_{k[i,j+1]}) f_{y}(u_{k[i,j]}, y_{k[i,j]}) \xi_{k[i,j]} \right) \tag{5.47}
\]
which is of the desired form. □

We recall a classical consequence of the coercivity of the cost function of an equality constrained quadratic problem over its feasible set. To keep the notation as simple as it possible, we formulate the problem in an abstract way. The result will be stated with the current notation as corollary (Corollary 5.6). Given two Hilbert spaces $X$ and $Y$, identified with their dual, consider the optimization problem

$$\min_{x \in X} (c, x)_X + \frac{1}{2} (Hx, x)_X \quad \text{subject to} \quad Ax = b \quad \text{in} \ T,$$

(5.48)

where $(\cdot, \cdot)_X$ denotes the scalar product in $X$ (and $\| \cdot \| := (\cdot, \cdot)_X$) with a similar convention for $Y$, $H : X \rightarrow X$ is symmetric, $A \in L(X, Y)$, $c \in X$ and $b \in Y$. The Lagrangian of the problem is

$$(c, x)_X + \frac{1}{2} (Hx, x)_X + (\lambda, Ax - b)_Y.$$  (5.49)

The associated optimality conditions are

$$c + Hx + A^T \lambda = 0; \quad Ax = b.$$  (5.50)

**Lemma 5.4.** Let $\alpha > 0$ and $c_A > 0$ be such that

(i) Coercivity: $\alpha \|x\|^2 \leq (Hx, x)_X$, for all $x \in \text{Ker} \ A$,

(ii) Strong surjectivity: For any $b' \in Y$, there exists $x' \in X$ such that $Ax = b'$ and $\|x'\| \leq c_A \|b'\|$. Then there exists $\kappa > 0$, function of $\alpha$ and $c_A$, such that (5.48) has a unique solution $\bar{x}$ and associated Lagrange multiplier $\lambda$ such that

$$\|\bar{x}\| + \|\lambda\| \leq \kappa(\|b\| + \|c\|).$$  (5.51)

**Proof.** That (5.48) has a unique solution $\bar{x}$ is an easy consequence of the coercivity (which in the case of a quadratic cost implies the strong convexity over the feasible set since the latter is a vector subspace). The uniqueness of the Lagrange multiplier $\lambda$ is consequence of the surjectivity of $A$, implied by the strong surjectivity.

The latter also implies the existence of $x^0$ such that $Ax^0 = b$ and $\|x^0\| \leq c_A \|b\|$. Then $\delta x := \bar{x} - x^0$ is solution of

$$H \delta x + A^T \lambda = -c - Hx^0; \quad A \delta x = 0.$$  (5.52)

Therefore, since $\delta x \in \text{Ker} \ A$:

$$\alpha \|\delta x\|^2 \leq \delta x^T H \delta x = -(\delta x, c + Hx^0)_X + (A \delta x, \lambda),$$

so that $\|\delta x\| \leq (\|c\| + \|Hx^0\|)/\alpha$. Since $\|x^0\| \leq c_A \|b\|$, we deduce that

$$\|\bar{x}\| \leq \|\delta x\| + \|x^0\| \leq c_A \|b\| + \frac{1}{\alpha} (\|c\| + \|H\| c_A \|b\|) .$$  (5.53)

By the surjectivity hypothesis

$$\|\lambda\| \leq \frac{1}{c_A} \|A^T \lambda\| \leq \frac{1}{c_A} (\|c\| + \|H\| \|x\|),$$  (5.54)

The conclusion follows. □
Given \( v \in \mathcal{V}^N \), we denote by \( \bar{v} \) the associated corresponding piecewise constant element defined by

\[
\bar{v}(t) = v_k, \quad t \in (t_k, t_{k+1}), \quad \text{for all } k = 0 \text{ to } N - 1.
\] (5.55)

Note that \( v \) and \( \bar{v} \) have the same \( L^s \) norm, \( s \in [1, \infty] \) norm. Setting \( \bar{z} := z[\bar{v}] \) (solution of the linearized state equation (2.8) for the original (continuous time) problem, we easily check that

\[
\| z^\theta - \bar{z} \|_\infty = \| v \|_\infty O(\varepsilon + \bar{h}).
\] (5.56)

We apply the previous result to \((QP_E)\) using the following Lemma:

**Lemma 5.5.** We have that for any \( v \) in \( \mathcal{U}^N \):

\[
\left| \Omega^0(v, z^L[v]) - \Omega(v) \right| = O(\varepsilon \|v\|^2).
\]

**Proof.** Since by the definition (see (2.22)), \( h_k^0 \nu_k^0 = \bar{\eta}_k^0 - \bar{\eta}_{k+1}^0 \), it follows that:

\[
\Delta := \sum_{k=0}^{N} h_k^0 \nu_k^0 D^2 g^0 \eta_k^0 (z_k)^2 = \sum_{k=0}^{N} (\bar{\eta}_k^0 - \bar{\eta}_{k+1}^0) D^2 g^0 \eta_k^0 (z_k)^2
\]

\[
= \sum_{k=1}^{N} \bar{\eta}_k^0 (D^2 g^0 \eta_k^0)(z_k)^2 - D^2 g^0 \eta_{k-1}^0 (z_{k-1})^2 = \Delta_1 + \Delta_2,
\]

where by a Taylor expansion of \( D^2 g^0 \), for some \( \bar{y}_k \in [y_{k-1}, y_k] \):

\[
\Delta_1 := \sum_{k=1}^{N} \bar{\eta}_k^0 (D^2 g^0 \eta_{k-1}^0)(z_k)^2 - D^2 g^0 \eta_{k-1}^0 (z_{k-1})^2 = \sum_{k=1}^{N} h_k \bar{\eta}_k D^3 g^0 (\bar{y}_k)(f_k^0, z_k, z_k),
\]

using the identity \( A(b, b) - A(a, a) = A(a + b, a - b) \) for any symmetric bilinear form \( A \), and the linearized state equation

\[
\Delta_2 := \sum_{k=1}^{N} \bar{\eta}_k^0 (D^2 g^0 \eta_{k-1}^0)(z_k)^2 - D^2 g^0 \eta_{k-1}^0 (z_{k-1})^2
\]

\[
= \sum_{k=1}^{N} h_k \bar{\eta}_k^0 D^2 g^0 \eta_{k-1}^0 (z_k + z_{k-1}, D f_k^0 (v_k-1, z_k-1)).
\]

We deduce that, for \( \bar{h} \) small enough,

\[
\Delta_1 = \int_0^T g^{(3)}(\bar{y}(t))(f(t), \bar{z}(t), \bar{z}(t))\bar{\eta}(t)dt + O(\varepsilon \|v\|)
\]

and

\[
\Delta_2 = 2 \int_0^T g''(\bar{y}(t))(\bar{z}(t), f_y(t)[\bar{z}(t), \bar{v}(t)])\bar{\eta}(t)dt + O(\varepsilon \|v\|).
\]

Using the identity (2.19), we can claim that

\[
\left| \Omega^0(v, z) - \hat{\Omega}(\bar{v}) \right| = O(\varepsilon \|v\|^2). \quad \text{We conclude with Lemma (2.24)} \quad \square
\]

**Corollary 5.6.** Let assumptions \((A0)-(A3)\) hold as well as either \((A4)\) or \((A5)\). We have that \((QP_E)\) has a unique solution \( v^0 \) associated with a unique alternative multiplier \( \delta \bar{\eta}^0 \), and they satisfy

\[
\|v^0\|_2^2 + \|\delta \bar{\eta}^0\|_2^2 = O(\bar{h}).
\] (5.57)
Proof. The surjectivity of the constraint condition was proved in Proposition 5.2. If (A4) holds, then the coercivity property is an easy consequence of the stability after discretization of the Hessian of the Lagrangian (Lemma 5.5 above) and of the solution of the linearized state equation. If (A5) holds, the coercivity property is derived in Appendix A.

5.3. Estimate of the directional derivative. We arrive, finally, to the main result of the Section. We recall that 
\[ \delta X^\theta := (v^\theta, z^\theta, q^\theta, \delta \eta^\theta) \]

is the directional derivative (on the left) of 
\[ X^\theta := (u^\theta, y^\theta, p^\theta, \eta^\theta). \]

Proposition 5.7. We have, for a fixed \( C > 0 \)
\[
\|v^\theta\|_\infty + \|z^\theta\|_\infty + \|q^\theta\|_\infty + \|\delta \eta^\theta\|_\infty \leq C\bar{h}. 
\]

Proof. (a) Applying Lemma 5.4 to \((QP_E)\), where \( X \) and \( Y \) have norms defined by (5.27) (where \( s = 2 \)) and (5.25), having in mind that, by the definition of the Lagrangian, we have identified the image space (of \( b^E \)) with its dual, we get that
\[
\|v^\theta\|^2 + \sum_{i,j} \Delta t_{i,j} |\delta \bar{\eta}_{i,j}|^2 \leq c_1 \bar{h}. 
\]

Fix \( \varepsilon_\eta > 0 \), not depending on \( \bar{h} \). Then

If \( \Delta t_{i,j} > \varepsilon_\eta \), then \( |\delta \bar{\eta}_{i,j}| \leq c_1 \varepsilon_\eta^{-1/2} \bar{h}. \)

(5.59)

So, as far as \( \delta \bar{\eta}_{i,j} \) is concerned, it remains to obtain a uniform estimate when \( \Delta t_{i,j} \leq \varepsilon_\eta \).

It easily follows from (5.58), the linearized state equation (5.2), and the linearized costate equations (5.14) that

\[
\|z^\theta\|_\infty + \|q^\theta\|_\infty \leq c_2 \bar{h}. 
\]

(5.60)

(b) By (5.61), \( \bar{b}_{i,j} = O(\bar{h}) \). Evaluating the contribution of the term containing \( z_k \), observing \( \sum_{k=k[i,j]+1}^{k[i,j+1]} h_k = \Delta t_{i,j} \) and then

\[
1 \Delta t_{i,j} \sum_{k=k[i,j]+1}^{k[i,j+1]} h_k \nabla u \hat{g}_{i,k}(1) v_k = O(\bar{h}).
\]

(5.61)

Eliminating \( v_k \) in (5.16), we get

\[
1 \Delta t_{i,j} \sum_{k=k[i,j]+1}^{k[i,j+1]} h_k \nabla u \hat{g}_{i,k}(1)(H_{uu}^{k})^{-1} \sum_{i'=1}^{r} (\nabla u \hat{g}_{i',k}(1)^T \delta \bar{\eta}^\theta_{i',j[i',k]} = O(\bar{h}).
\]

(5.62)

Multiplying by \( \delta \bar{\eta}_{i,j[i,k]}^\theta \) on the left, summing over \( i \) and \( j \in I_{i',k} \) and setting

\[
w_k := \sum_{i=1}^{r} (\nabla u \hat{g}_{i,k}(1)^T \delta \bar{\eta}_{i,j[i,k]}^\theta \]

(5.63)

we get

\[
1 \Delta t_{i,j} \sum_{i=1}^{r} \sum_{k=k[i,j]+1}^{k[i,j+1]} h_k w_k^T (H_{uu}^{k})^{-1} w_k = O(\bar{h}) |\delta \bar{\eta}_{i,j[i,k]}^\theta|. 
\]

(5.64)
Table 6.1

<table>
<thead>
<tr>
<th>h</th>
<th>$| y^h - \bar{y} |_{\infty}$</th>
<th>$\text{Ord}(L^\infty)$</th>
<th>$| u^h - \bar{u} |_{\infty}$</th>
<th>$\text{Ord}(L^\infty)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.2909</td>
<td>1.1704</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.025</td>
<td>0.16131</td>
<td>0.8506</td>
<td>0.6254</td>
<td>0.8776</td>
</tr>
<tr>
<td>0.0125</td>
<td>0.08313</td>
<td>0.9564</td>
<td>0.3304</td>
<td>0.9205</td>
</tr>
<tr>
<td>0.0063</td>
<td>0.04125</td>
<td>1.0109</td>
<td>0.1654</td>
<td>0.9982</td>
</tr>
<tr>
<td>0.0031</td>
<td>0.02059</td>
<td>1.0024</td>
<td>0.0829</td>
<td>0.9965</td>
</tr>
<tr>
<td>0.0016</td>
<td>0.01022</td>
<td>1.0105</td>
<td>0.0441</td>
<td>0.9106</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.005187</td>
<td>0.9784</td>
<td>0.0222</td>
<td>0.9902</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.002285</td>
<td>1.1827</td>
<td>0.0101</td>
<td>1.1362</td>
</tr>
</tbody>
</table>

Denote by $\hat{\eta}$ the vector of components $\delta\eta^\theta_{i,j[i,k]}$, for $i = 1$ to $r$. For small enough $\varepsilon$ depending on $\hat{\eta}$, by (A2)-(A3), we have that

$$|\hat{\eta}|^2 \leq \alpha_2^2|w_k|^2 \leq \alpha^{-1}\alpha_2^2w_k^T(H^k_u)^{-1}w_k$$

and therefore, since $\Delta t_{i,j} = \sum_{k=[i,j]+1}^{i,j+1} h_k:

$$|\hat{\eta}|^2 \leq \frac{\alpha^{-1}\alpha_2^2}{\Delta t_{i,j}} \sum_{k=[i,j]+1}^{i,j+1} w_k^T(H^k_u)^{-1}w_k = O(\hat{\eta})|\hat{\eta}|.$$ (5.66)

Therefore, we get with (5.19) that

$$|\delta \eta^\theta_{i,j[i,k]}| \leq O(\hat{\eta}).$$ (5.67)

The corresponding estimate for $v^k$ and $\delta \eta^\theta$ follow from (5.16) and (5.19). \(\square\)

6. Example. We present next an academic example which is a variant from the one in [16]. Let us consider the following optimal control problem, for some $\varepsilon > 0$:

Min $\int_0^1 \left( \frac{1}{2} u^2(t) + g y(t) \right) dt + \frac{(y(1) - 1)^2}{\varepsilon}$, s.t. $\dot{y}(t) = u(t)$, $y(0) = 1$, $y(t) \geq 0$,

The solution of this problem can be seen as the minimum energy state of a system composed by a rope of uniformly distributed mass in a constant gravity field, with the presence of a lower constraint (for example a table). We can add a state variable say $\tilde{y}$, with zero initial condition and derivative equal to the integrand of the integral cost, and reformulate the cost as $\tilde{y}(1) + (y(1) - 1)^2/\varepsilon$, in order to comply with the format of the theoretical results. It is known that the costate associated with $\tilde{y}$ has value 1 (observe that this problem is qualified) and that the costate associated with $y$ and the measure associated with the state constraints are invariant under this reformulation.

We solved the discrete solution using a shooting method; in Figure 6 and Table 6 are shown the results at various constant discrete steps $h$ and for $\tilde{\varepsilon} = 10^{-8}$. This test confirms the convergence results stated before.

Appendix A. Analysis of assumption (A5).
As shown before, a key point of the theory is the coercivity of the \((QP)\). Under the assumptions \((A5)\), we can obtain it directly showing the stability of the boundary arcs. This will be sufficient to guarantee the coercivity of the Hessian of the Lagrangian.

A main point is contained in the following Lemma:

**Lemma A.1.** Let \((A0)\) - \((A3)\) and \((A5)\) hold. Given a boundary arc \((ta, tb)\), let \(k_a\) and \(k_b\) be defined as

\[
\begin{align*}
  k_a \quad \text{(resp. } k_b): \text{first index (resp. last index) for which } t_k > t_a \quad \text{(resp. } t_k < t_b). \quad \text{(A.1)}
\end{align*}
\]

Let \(\varepsilon' > 0\). Reducing \(\varepsilon > 0\) small enough, we have that when \(\bar{h}\) is small enough, the following holds:

\[
g(\vartheta^{\theta}_k) = 0, \quad \text{for all } 0 \leq k \leq N \text{ such that } t_k + \varepsilon' < t_k < t_k - \varepsilon'.
\]

**Proof.** (a) By the definition \(\|\eta^\theta - \bar{\eta}\|_{\infty} < \varepsilon\), and by \((A5)\), \(\bar{\eta}\) has a uniformly positive derivative over \((t_{k_a} + \varepsilon' < t_k < t_{k_b} - \varepsilon')\) minored by \(c_1 > 0\). We have that for \(k_a < k < k_b\):

\[
\eta^\theta_k \geq \bar{\eta}(t_k) - \varepsilon \geq \bar{\eta}(t_{k_a}) + c_1(t_k - t_{k_a}) - \varepsilon \geq \eta^\theta_{k_a} + c_1(t_k - t_{k_a}) - 2\varepsilon, \quad \text{(A.2)}
\]

that is,

\[
c_1(t_k - t_{k_a}) - 2\varepsilon \leq \eta^\theta_k - \eta^\theta_{k_a}. \quad \text{(A.3)}
\]

Therefore, if \(t_k - t_{k_a} > 2\varepsilon/c_1\), the above r.h.s. must be positive, proving that the constraint is active for some \(k\) such that \(t_k \leq t_{k_a} + 2\varepsilon/c_1\).

(b) If the conclusion does not hold, by step (a), it suffices to prove that \(g(y^{\theta}_k)\) cannot have a negative local minimum for some \(k_a < k < k_b\). We give a proof by contradiction. If this was the case, then \(\Delta_{\theta}^k \geq 0\), defined in (4.6), and \(\nu_k = 0\). Multiplying \((\text{4.3})\) by \(\nabla_ag^{(1)}(u_k, y_k)^T(H_k^{\theta})^{-1}\) on the left and using Lemma 4.1(ii) and (4.8), we get

\[
\frac{\Delta_{\theta}^k}{h_k} + \nu_k(\nabla_ag^{(1)}(u_k, y_k))^T H_k^{\theta} \nabla_ag^{(1)}(u_k, y_k) = \tilde{\Xi}_{\theta}^k, \quad \text{(A.4)}
\]
where $\hat{\Omega}^\theta$ is such that $\|\hat{\Omega}^\theta - \hat{\Omega}\|_\infty = O(\varepsilon)$. We have that the l.h.s. of (A.4) is greater than a positive constant independent on $\hat{h}$, since, for $\theta = 1$, for some $K > 0$, $\Delta^k_g = 0$, $v_k > K$ and $|\nabla g_u^{(1)}| > K$, i.e.,

$$-\frac{\Delta^k_g}{h_k} + \nu_k (\nabla_a g^{(1)}(u_k, y_k))^T H^{-1}_k \nabla_a g^{(1)}(u_k, y_k) \geq C.$$  \hfill (A.5)

This relation is still valid for $\varepsilon$ and $\hat{h}$ small enough, for all $\theta \in [\theta_m, 1]$, in view of the continuity of the r.h.s. of (A.4). However, if a negative minimum of the state constraint is attained at index $k$, then $v_k = 0$ and $\Delta^k_g \geq 0$, contradicting (A.5). \qed

Here we prove the coercivity of $\Omega^\theta$ over the feasible domain of $(QP)$. Note that such a property is naturally preserved passing to the alternative formulation $\tilde{\Omega}^\theta$ as shown, for the continuous case in Section 2.

LEMMA A.2. Let (A5) hold. Then $v \mapsto \Omega^\theta(v, Z^L[v])$ is uniformly (over $\hat{h}$ small enough) coercive over the feasible domain of $(QP)$.

Proof. (a) We first examine the continuous problem and prove that $\Omega$ is, for $\varepsilon > 0$ small enough, coercive over the following enlargement of the critical cone:

$$C_\varepsilon := \{v \in \mathcal{V} \mid g_k = 0, \text{ for all } 0 \leq k \leq N \text{ such that } t_{k_a} + \varepsilon < t_k < t_{k_b} - \varepsilon\}. \quad (A.6)$$

Indeed, otherwise we would have a sequence $\varepsilon \downarrow 0$ and $v^q$ in $C_{\varepsilon_q}$ such that $\Omega(v^q) \leq o(1)$. Extracting if necessary a subsequence, assume that $v^q$ weakly converges to $\bar{v}$ in $\mathcal{V}$. Thanks to the Legendre condition we have that $\Omega$ is a Legendre form and therefore

$$\Omega(\bar{v}) \leq \liminf_{q \to 0} \Omega(v^q) \leq 0. \quad (A.7)$$

At the same time, by standard compactness arguments $g'(\bar{y})\bar{z} = 0$ when the constraint is active (where $\bar{z}$ is the linearized state associated with $\bar{v}$), and so, $\bar{v}$ is a critical direction. So, $\Omega(\bar{v}) \leq 0$ implies that $\bar{v} = 0$. But then $\Omega(\bar{v}) = \lim_q \Omega(v^q)$, so that $v^q$ (of unit norm) strongly converges to $\bar{v}$, which gives the desired contradiction.

(b) Now let $v$ belong to the feasible domain of $(QP)$. By Lemma A.1 we know that $v$ belongs to the set

$$\{v \in \mathcal{V}^N \mid |g'(y^q_k)z_k| \leq \varepsilon, \text{ for all } 0 \leq k \leq N \text{ such that } t_{k_a} + \varepsilon < t_k < t_{k_b} - \varepsilon\}. \quad (A.8)$$

Let $\bar{v}$ be the associated element of $\mathcal{V}$ and $\bar{z}$ the corresponding linearized state. Given $\varepsilon > 0$, it is easily checked that $\bar{v} \in C_\varepsilon$ when $\hat{h}$ is small enough, and so, by step (a), $\Omega(\bar{v}) \geq \frac{1}{2} \alpha \|\bar{v}\|^2$. We conclude with Lemma 5.5. \qed
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