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Abstract—This paper addresses the problem of decoding and precoding in the K-user MIMO interference channels. At the receiver side, a joint decoding of the interference and the desired signal is able to improve the receive diversity order. At the transmitter side, we introduce a joint linear precoding design that maximizes the joint cut-off rate, known as a tight lower bound on the joint mutual information for high signal-to-noise ratio (SNR). We also derive a closed-form solution of the precoding matrices that maximizes the mutual information when the SNR is close to zero. This solution is characterized by its low computational complexity, and only requires a local channel state information knowledge at the transmitters. Our simulation results show that decoding interference jointly with the desired signal results in a significant improvement of the receive diversity order. Also, a substantial bit error rate and sum-rate improvements are illustrated using the proposed precoding designs.

I. INTRODUCTION

Recently, an intense focus of research has been steered toward the transmission in multiple-input multiple-output (MIMO) interference channel (IC). The asymptotic behavior of its capacity has been defined using joint linear precoding [1], [2]. The idea of linear precoding has been basically introduced for additional white Gaussian noise (AWGN) channel, with the goal of minimizing the weighted mean squared error [3]. This idea has been extended to the single user MIMO channel. It has been proven that linear precoding is able to achieve the channel capacity when the full CSI is provided at the transmitter [4]. Later on, the authors in [2], [5] have shown that joint linear precoding design can also achieve the asymptotic capacity of the MIMO IC. This joint precoding design is known as interference alignment (IA).

The basic idea of IA is to jointly design the signals from all transmitters such that interfering signals at each receiver overlap and remain distinct from the desired signal. At the receiver side, a zero forcing (ZF) decoder is traditionally applied to cancel the aligned interference [1], [6]. However, the approach of canceling the interference using ZF results in a receive diversity loss. In contrast, decoding the interference jointly with the desired signal can improve the receive diversity order, as shown hereafter.

In this paper, we firstly discuss the achievable receive diversity of both schemes: interference decoding and traditional interference cancellation. Secondly, we aim to find out an efficient linear precoding design assuming a discrete constellation. The linear precoding scheme that maximizes the Mutual Information (MI) for discrete constellation in a single user MIMO channel has been addressed in [7]. The authors have proved that the MI is a concave function of a matrix which is itself a quadratic function of the precoding matrix. In our work, we address the linear precoding in the multi-user MIMO IC. We do not aim to maximize the MI, but rather to maximize the joint cut-off rate between all transmitted signals. The joint cut-off rate has two characterizations:

1) it is defined as a tight lower bound on the joint mutual information for high signal-to-noise ratio (SNR),
2) it can be expressed analytically, and does not require a numerical integration.

We also propose a closed form solution for precoding matrices that maximizes the MI when the signal-to-noise ratio (SNR) tends to zero. It is obtained using the first order Taylor expansion of the MI at very low SNR [8]. It is mainly characterized by its low computational complexity, and only requires local channel state information at the transmitters (CSIT).

This paper is organized as follows. In Section II, we describe the system model of the multi-user MIMO IC. In Section III, we compare the achievable receive diversity for both schemes traditional interference cancellation and interference decoding. Then we formulate the joint cut-off rate in Section IV, and we propose an iterative algorithm that converges toward a local optimal solution. The closed form solution is given in Section V. In Section VI, the simulation results evaluate our contributions. Finally, Section VII concludes the paper.

Notations: boldface upper case letters and boldface lower case letters denote matrices and vectors, respectively. For the transpose, transpose conjugate and conjugate matrix we use $\cdot^T$, $\cdot^H$ and $\cdot^*$, respectively. $||.||$, $\text{tr}(.)$ and $\log$ stand for the Frobenius norm, the trace operator and $\log_2$. $E$ is the expectation operator.

II. SYSTEM MODEL

Consider a $K$-user MIMO IC, with equal number of antennas $N_t$ at the transmitters and equal number of antennas $N_r$ at the receivers. The $K$ transmit-receive pairs share a common channel, where each transmitter intends to have its signal
decoded by its destination. The symbols of the original signal vector at transmitter \( j \), denoted \( x_j \), with dimension \( d_j \times 1 \), are selected with equal probabilities from a discrete constellation \( Q \) with size \( M \) shared by all transmitters. The original signal vector is then precoded using linear transformation matrix \( P_j \) with dimensions \( N_t \times d_j \). The \( k^{th} \) received signal is given by

\[
y_k = \sum_{j=1}^{K} H_{kj} P_j x_j + n_k,
\]

where \( H_{kj} \in \mathbb{C}^{N_r \times N_t} \) is the channel matrix between the \( j^{th} \) transmitter and the \( k^{th} \) receiver, and \( n_k \in \mathbb{C}^{N_r} \) is the circularly symmetric additive Gaussian noise vector with zero mean and covariance \( \sigma^2 I_{N_r} \), i.e., \( n_k \sim N(0, \sigma^2 I_{N_r}) \). In the following, we assume that \( N_t = N_r \).

Using IA design at the transmitters, where the precoders are jointly designed to align interference at all receivers [6], the received signal can be decomposed in two linearly independent subspaces as

\[
y_k = \frac{H_{kj} P_j}{\text{Desired subspace}} \cdot x_k + \sum_{j \neq k} \frac{H_{kj} P_j}{\text{interference subspace}} \cdot x_j + n_k.
\]

The traditional decoding method consists in canceling the interference using linear ZF, and yields

\[
y_k = U_k^{\text{IH}} y_k = U_k^{\text{IH}} H_k P_k x_k + U_k^{\text{IH}} n_k
\]

\[
= H_k x + U_k^{\text{IH}} n_k
\]

where the \( \hat{y} \) is the \( d_k \times 1 \) free-interference signal vector, \( U_k^{\text{IH}} \) is the interference canceler defined in (8), and \( H_k = U_k^{\text{IH}} H_k P_k \) with dimensions \( d_k \times d_k \). Another decoding method known as interference decoding, where the receiver decodes jointly the desired and the undesired signals and keeps only the desired part. In this case, the received signal can be rewritten as

\[
\hat{y}_k = (H_k P_1, \cdots, H_k P_K) \begin{pmatrix} x_1 \\ \vdots \\ x_K \end{pmatrix} + n_k,
\]

\[
= H_k x + n_k
\]

where \( H_k \) is the new channel matrix with dimensions \( N_r \times \sum_{j=1}^{K} d_j \).

In order to decode the original information in (3) and (4), we propose a joint minimum-distance (MD) detector. The MD detector involves an exhaustive search over all possible transmitted vectors. The signal is decoded as

\[
x = \arg \min_i || \hat{y}_k - H_k x^i ||^2,
\]

where \( \hat{y}_k \) is equivalent to (3) ((4)) when the first (second) decoding method is applied, and \( i \) is over all possible transmitted vectors \( x \) in (3) and (4). In the next section, the receive diversity order of both aforementioned decoding schemes is discussed.

### III. Receive Diversity Order

As mentioned in the previous section, our channel model can be seen as a single user MIMO channel in both cases: the ZF interference canceler and the MD-interference decoder. For a single user MIMO channel, the generic receiver equation is equal to

\[
y_{DR} = H_{DR \times D_T} x_{D_T \times 1} + n_{DR}.
\]

Assuming an MD decoder, the probability of error can be approximated at high SNR by [9]

\[
P_e = \frac{\alpha}{\text{SNR}^{-D_T R}}
\]

where \( \alpha \) points out the horizontal shift of the \( P_e \) curve, \( D_T \) is the transmit diversity gain, and \( D_R \) is the receive diversity gain. Assuming \( D_T = 1 \), (7) indicates that the slope of the probability of error is proportional to the inverse of SNR to the power \( D_R \). \( D_R \) is equal to the number of independent observations at the receiver, and remains independent of the number of transmit antennas. This result has been established in [10], where the authors have concluded that using an MD detector, only an SNR penalty is introduced when the number of transmit antennas increases. In the following, an analogy between the single user MIMO channel and both channel models given in (3) and (4) is presented for the purpose of showing the expected receive diversity of each decoding scheme.

#### A. Interference cancellation using zero forcing

In order to cancel the interference, the received signal can be projected onto the interference null space as shown in (3). The projection matrix at receiver \( k \) is given using the singular value decomposition of the interference subspace as

\[
U_k S_k V_k = \sum_{j \neq k} H_{kj} P_j
\]

where \( U_k = [U_k^1, U_k^0]\) consists of the interference space \( U_k^1 \in \mathbb{C}^{N_r \times (N_r - d_k)} \) and the interference null space \( U_k^0 \in \mathbb{C}^{N_r \times d_k} \) respectively. Projecting the received signal on \( U_k^0 \), the new channel model is obtained as in (3). This model yields a \( d_k \times d_k \) MIMO single user channel. Hence, (7) implies that the expected receive diversity order \( D_R \) is equivalent to \( d_k \), describing the free-interference subspace dimensions.

#### B. Interference decoding scheme

On the other hand, accounting the interference incurred from other users as a desired signal, the new channel model remains as in (4). This channel model can be assumed as an \( N_r \times \left( \sum_{j=1}^{K} d_j \right) \) MIMO single user channel. The signal \( [x_1^T, \cdots, x_K^T]^T \) composed of the desired signal and the interference is jointly decoded using \( N_r \) independent observations. Hence, the expected receive diversity gain achieved with an MD detector, is \( D_R = N_r \). Consequently, as long as \( d_k \leq N_r \), a higher diversity can be achieved using the MD-interference decoding scheme at each receiver.

**Remark 1**: The receive diversity does not depend on the precoding scheme, but rather on the number of observations at
the receiver. Therefore, in the upcoming sections we consider the MD-interference decoding receiver that results in a higher receive diversity, and we try to optimize the precoding matrices so as to maximize the joint cut-off rate and the MI.

IV. PRECODING MATRIX OPTIMIZATION

The linear precoding optimization problem based on the maximization of the MI has been exploited in many papers for both cases: canceling interference in an IA scheme, and treating interference as noise [11]—[13]. The MI has been maximized under the assumption of Gaussian input distribution. However, this assumption seems to be far away from the practical systems that employ a discrete constellation such as phase shift keying (PSK) modulation and quadratic amplitude modulation (QAM). Under the discrete constellation assumption, one can propose to maximize the MI in the IC between each transmitter-receiver pair. However, it is not obvious whether the MI for discrete constellation can be expressed in closed form or not, and its computation requires numerical integration that becomes intractable with increase of the signal and constellation dimensions. On the other side, a closed form is available for the joint cut-off rate\(^1\) that represents a lower bound on the MI that becomes very tight when the SNR increase. Therefore, we try to maximize the joint cut-off rate subject to the transmit power constraint \(\text{trace}(P_k^H P_k) \leq d_k\) for all \(k\). As mentioned above, one of the advantages of this criterion is that it can be expressed analytically without the need of a numerical integration. For the sake of simplicity, we assume an equal power allocation at all transmitters. For a uniform inputs distribution, the joint cut-off rate between the \(k\)\(^{th}\) receiver and the transmitters can be mathematically expressed as [16], [17]

\[
R_{0_k} = -\log \left[ \int_{y_k} \left( \sum_{i=1}^{K} \sqrt{p(y_k|x^i)} \right)^2 \ dy_k \right] = -\log \left[ \int_{y_k} \left( \sum_{i,j} \sqrt{p(y_k|x^i,p(y|x^j))} \right) \ dy_k \right] = -\log \sum_{A, A'} \exp \left( -p \left\| \sum_{j=1}^{K} H_{kj} P_j (x_j^a - x_j^a') \right\|^2 / 4\sigma^2 \right)
\]

where \(p\) is the transmit power, \(A' = \{a_1', \ldots, a_K'| a_j' \in M_{d_j}, \forall j\} \) and \(A = \{a_1, \ldots, a_K| a_j \in M_{d_j}, \forall j\} \). The last step is straightforward using the fact that \(y_k\) is corrupted by a zero mean Gaussian noise, i.e. \(n_k \sim \mathcal{N}_c(0, \sigma^2 I_{N_c})\) ( [18] example 2.6.2). It is clear from (9) that no numerical integration is required. The maximization problem of the sum of all joint cut-off rates in the \(K\)-user MIMO IC can be achieved using the iterative algorithm given below. In this algorithm, the gradient of the sum of \(R_0\) over all users is required, and is equal to

\[
\sum_{A, A'} \exp \left( -p \left\| \sum_{j=1}^{K} R_{kj} (x_j^a, x_j^a') \right\|^2 / 4\sigma^2 \right) = -\sum_k \frac{\partial (\sum_{A} R_{0_k})}{\partial P_k}
\]

where \(x_j^a, x_j^a' = x_j^a - x_j^a'\). Tending SNR to infinity, the maximization problem of the cut-off rate becomes equivalent to the one that maximizes the minimum distance of the received constellation, which yields a problem with less complexity as can be noticed from (9).

As discussed previously, a closed form solution of the precoding matrices that maximizes the joint cut-off rate seems difficult to derive. Therefore, we propose to approach the solution iteratively. We use an iterative algorithm that optimizes one variable while the others remain fixed. Each variable is considered as one of the precoding matrices. This technique results in a non-convex optimization due to the dependence between the precoding matrices. At each iteration, the optimization is based on the gradient descent widely used in MIMO multi-user channel. The iterative algorithm is detailed as follows

Algorithm 1 Precoding optimization for cut-off rate maximization

1: Initialize randomly all precoding matrices \(P_1, \ldots P_K\).
2: Start loop with \(l = 1\)
3: for \(k = 1 \rightarrow K\) do
4: Calculate the gradient, \(\nabla_{P_k} f(P_1^l, \ldots, P_K^l)\).
5: Update \(P_k^{l+1} = P_k^l + \lambda \nabla_{P_k} f(P_1^l, \ldots, P_K^l)\).
6: if \(\text{trace}(P_k^{l+1} H P_k^{l+1}) > d_k\), update \(P_k^{l+1} = \frac{P_k^{l+1}}{\sqrt{\text{trace}(P_k^{l+1} H P_k^{l+1})}}\)
7: end for
8: if \(f(P_1^{l+1}, \ldots, P_K^{l+1}) - f(P_1^l, \ldots, P_K^l) > \epsilon\), set \(l = l + 1\) and go back to step 3), otherwise stop the processing.

In this algorithm the gradient is defined as in (10), \(f\) describes the objective function given in (9), and the precoding matrices are supposed to be of unit norm. The step size \(\lambda\) is updated using the backtracking search. Despite the non-convexity of the multivariable objective function, as long as the variable is steered in the gradient direction, the algorithm shows a convergence to a local maximum.

Remark 2: We try to maximize the joint cut-off rate rather than the cut-off rate between each transmitter and its destination, due to its simple analytic form. This entails a non-optimal performance in term of rate improvement for high SNR.

V. CLOSED FORM SOLUTION OF THE PRECODING MATRICES

Motivated by the fact that high complexity level sustains the iterative algorithm for the objective functions described
above, this section introduces a closed-form solution that tends to optimality when the SNR is close to zero. This solution is obtained using the first order Taylor expansion of the MI. In a $K$-user MIMO interference channel, the MI is derived as follows

$$I(x_k; y_k) = \log_2(M^{d_k}) + \frac{1}{M} \sum_{j=1}^{K} a_j \sum_{a_{j_k} \in A} \mathbb{E} \left[ \log_2 (J_{jk}) \right] - \frac{1}{M} \sum_{j=1}^{K} a_j \sum_{a_{j_k} \in A} \mathbb{E} \left[ \log_2 (J_{j_k}) \right],$$

where

$$J_{jk} = \sum_{a'_{j_k} \in A} \exp \left( -\frac{\| z_k + \sum_{j=1}^{K} \hat{H}_{k} (x_{j}^{a_j'} - x_{j}^{a_j}) \|^2}{\sigma^2} \right),$$

$$J_{j_k} = \sum_{a''_{j_k} \in A} \exp \left( -\frac{\| z_k + \sum_{j \neq k}^{K} \hat{H}_{k} (x_{j}^{a_j''} - x_{j}^{a_j}) \|^2}{\sigma^2} \right),$$

where $\hat{H}_{k} = H_{k} P_{j}$, and the indices $a_j, a_j', a_j''$ are in the set $\mathcal{M}_{d_j} = \{ 1, \cdots , M^{d_j} \}$ for all $j$ with $M$ the constellation set length for one symbol. $x_{j}^{a_j}$ is a symbol vector from the $j$th transmitter belonging to the set $Q_{d_j}$.

In spite of the computational gain offered by the cut-off rate compared to the MI calculation, an important computational cost remains with the iterative algorithm. Motivated by the fact that the iterative algorithm suffers from high computational cost for the objective function described above, we introduce another solution in a closed-form that tends to optimality when the SNR is close to zero. This solution is obtained using the first order Taylor expansion of the MI. Assuming an SNR close to zero, using the first order Taylor expansion of $e^{U}$ and $\log(1 + U)$ when $U$ is in the neighborhood of zero, and using that the constellation is zero mean at all users, the maximization problem of the total MI given in (11) can be approximated as

$$\arg \max_{P_1, \cdots , P_K} \sum_k I_k(x_k; y_k) \approx \arg \max_{P_1, \cdots , P_K} \sum_j \text{trace} (P_j^H Q_j P_j)$$

where $Q_j = H_{jj}^H H_{jj}$. 

(12)

The $d_j$ vectors of the precoding matrix $P_k, k \in \{ 1, \cdots , K \}$, that maximize the function in (12) are given by

$$P_k = \nu_{d_j} \left( H^H_{kk} H_{kk} \right),$$

where $\nu_{d_j} = \max_{A} \left( H^H_{kk} H_{kk} \right)$ are the eigenvectors corresponding to the $d_j$th largest eigenvalues of $A$. The solution in (13) satisfies the transmit power constraint since the precoding matrices composed of the channel matrix eigenvectors have a unit Frobenius norm.

**Remark 3**: the closed-form solution is characterized by its low computational complexity, and only requires at each transmitter the CSI linking it to its dedicated receiver, whereas the other solutions are achieved iteratively and require a total CSIT knowledge.

**VI. SIMULATION RESULTS**

The BER performance of the proposed solutions is evaluated in a 3-user MIMO IC. We assume an uncoded QPSK modulation for the original symbols with equal probabilities. The channel coefficients are circularly symmetric Gaussian distributed with zero mean and unit variance. Our results are based on Monte-Carlo simulations. The SNR (dB) in the figures is the SNR per antenna. The acronyms of the used designs are explained under the figures.

Fig. 1 compares the BER performance of the interference canceler using ZF versus the interference decoder using an MD detector when $N_1 = N_r = 4$ and $d_1 = d_2 = d_3 = 2$. For both strategies we assume an IA design at the transmitters as described in [6], and we apply the MD detector to decode the original symbols. We observe that the MD-Interference Canceler is in the neighborhood of zero, and then the MD-Interference Canceler at high SNR. E.g. at BER $10^{-4}$, the MD-Interference Canceler yields a gain of 7dB over the MD-Interference Canceler. This result is consistent with our expectation in Section III which says that decoding interference can achieve higher receive diversity than cancellation using ZF.

Next, Fig. 2 compares the total MI in the 3-user $2 \times 2$ MIMO IC. We assume $d_1 = d_2 = d_3 = 1$. The integration in (11) is solved using Monte-Carlo integration. Comparing to the no precoding, the CF design shows a significant improvement, e.g. at $-5$dB a gain of about $0.8$ b/s/Hz is obtained. This gain increases slightly until reaching $1$ b/s/Hz at $5$dB. On the other hand, compared to the P-R0 design, the CF yields a gain of about $0.3$ b/s/Hz in the low to medium SNR region, and then performs closely until it reaches $10$dB where the P-R0 design outperforms the CF design by $0.1$ b/s/Hz.

Fig. 3 compares the total MI in the 3-user $2 \times 2$ MIMO...
The P-R0 outperforms the other two designs. From three designs performs the same. In addition, up to results in lower sum-rate performance than the other precoding designs. In terms of BER performance, the first solution has shown a gain over all other compared schemes, especially for high SNR. The second solution has shown a remarkable gain for low and medium SNR values.

Fig. 2. BER performance comparison using different precoding design
- NoPrecod: no precoding design.
- CF: precoding based on the closed-form solution presented herein.
- P-IA: precoding based on the MI maximization for Gaussian inputs constellation.
- P-Gauss: precoding based on the IA concept.
- P-R0: precoding based on the joint cut-off rate maximization.
- P-MI/LB: precoding based on the MI lower bound maximization derived in [19].

Fig. 3. Total mutual information comparison for different precoding design under BPSK modulation.
- Max-SINR: the beamforming design proposed in [6] that maximizes the SINR of all streams.

IC. We assume \( d_1 = d_2 = d_3 = 1 \). The integration in (11) is solved using Monte-Carlo method. Compared to the P-R0 design that maximizes the joint cutoff rate, a slight gain is obtained using the CF design and the Max-SINR design at -10 dB. With the SNR increases, the CF design results in lower sum-rate performance than the other precoding designs. In addition, up to 5 dB the Max-SINR achieves the best performance and reaches a maximum gain of 0.4 b/s/Hz compared to the P-R0 at 0 dB. Beyond 5 dB and up to 20 dB, the P-R0 outperforms the other two designs. From 20 dB, the three designs performs the same.

VII. CONCLUSION
In this paper, we have addressed the problem of decoding and precoding design in the \( K \)-user MIMO IC. We have shown that decoding interference jointly with the desired signal re-
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