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Abstract—Iterative decoding is an efficient error-correction tool based on the exchange of extrinsic probabilities between the constituent decoders. In this paper, the properties of the mutual information between the extrinsic LLR at the output of two constituent decoders are analyzed with application to turbo and LDPC codes. This is a bridge between information-theoretic analysis and practical implementations. It is proved here that the mutual information between extrinsics is a lower bound of the mutual information between each extrinsic and the transmitted message. In addition, an efficient online evaluation is provided in the paper with accuracy validated through numerical experiments. As an application, the mutual information between extrinsics is used for designing efficient stopping criterion and error detection rules at the decoder side. Two online methods for the estimation of optimal scaling factor to be applied to the extrinsic LLR are also derived. In contrast with most references, an analytical expression is obtained that does not require estimation of the actual transmitted bits. All results in the paper are derived for Gaussian distributed LLR with independent mean and variance.

Index Terms—Mutual Information, Iterative Decoding, Stopping Rule, EXIT Charts.

I. INTRODUCTION

Extrinsic information transfer (EXIT) charts were first introduced in [1] for the analysis of iterative decoding. The principle is quite general and has been applied to turbo-codes [2], LDPC codes [3] or repeat-accumulate codes [4] and extended to non-binary iterative decoding in [5]. In EXIT analysis, the mutual information \( I(L, X) \) between the extrinsic log-likelihood ratios (LLR) \( L \) and the binary message \( X \) is computed for performance evaluation. This is an offline tool which allows to compute a performance rating on the reliability of a solution and is usually intended to design capacity-approaching codes before implementing them. In an actual transmission, the receiver decodes the transmitted message via an iterative turbo decoding process based on extrinsic propagation [6]. In this iterative receiver, the extrinsic information is updated within each individual decoding block and passed to the other decoder over many iterations. This is a pragmatic approach since iterative decoding was not originally introduced as the solution to an optimization problem rendering its analysis difficult. As a consequence, the stopping criterion of the iterative process can not easily be derived from the evaluation of an objective function which would converge to some limit value. In addition, the mutual information \( I(L, X) \) which is the performance indicator in the Exit Charts is not easily computable at the receiver. Thus, different classes of approximations and rules have been developed for error detection and stopping criteria. One important class of stopping criteria is concerned with the detection of a stationary point. This class encompasses cross entropy [7] stopping rule, sign change rule [8], [9] or hard-decision-aided [10] rule as special cases. These rules have difficulties stopping the decoding if the iterative process enters an oscillatory behavior [11] and do not have any error detection capability. Another class is based on a performance evaluation like in [12] where the stopping rule is based on the mean of the absolute values of the log-likelihood ratios at the output of the component decoders or on the instantaneous values as in [13]. It is well-known that the reliability of a solution is connected with the magnitude of the LLR however the choice of the threshold is not trivial.

Independently, several publications such as [14], [15], [16] considered the issue of optimal LLR scaling. Indeed, it was frequently observed in turbo-codes and LDPC codes that the imperfections in the receiver can substantially lower the performance of the decoder. Linear LLR correction can potentially compensate the degradation. The LLR-distribution is analyzed for both LDPC and turbo-decoder in [17], [18]. It is pointed out that the LLR are well approximated by Gaussian distributions but it is inappropriate to use the mean of the density only to model the iterative decoding process. Using this result, the LLR are modelled in this paper using Gaussian distribution including a scaling factor which is equivalent to considering independent mean and variance.

This paper shows that the two issues (stopping rule and optimal scaling) can be addressed jointly by introducing a new performance indicator. This indicator is the mutual information between extrinsics \( I(L_y, L_z) \) where \( L_y \) and \( L_z \) denote the extrinsic LLRs at the output of two individual component decoders. The contributions of the paper are listed below.

The mutual information between extrinsics is proved to be a lower bound of the mutual information between the extrinsics LLR and the message \( X \) to be retrieved. As a consequence, \( I(L_y, L_z) \) is an indicator for a successful/unsuccesful decoding and a good metric for stopping criterion. The mutual information between extrinsics can be measured offline via an histogram method as in Exit Charts. A single curve Exit
Chart [19] is used here since this configuration is suitable for tracking the evolution of a given system as a whole and enables an easy evaluation of $I(L_y, L_z)$. In parallel, an efficient online computation of $I(L_y, L_z)$ is derived. Comparison with the results of the Exit Charts shows a good accuracy of the online estimation. In addition to the previous results, two methods are proposed for the online estimation of the optimal scaling factor. These methods allow closed-form expression and do not require an estimation of the actual message bits as in [16], [20]. It should be mentioned however that the latter references do not require Gaussian assumption and are more general than the methods proposed here. It will be shown, through simulations that, in the context of Gaussian LLR, the methods proposed here outperform [16] in particular in early iterations and at low SNR. The connection between the optimal scaling factor and the mutual information between extrinsics is also emphasized. It is well understood that the optimal scaling factor depends on the SNR, the iteration number and the code structure. The evolution of the mutual information between extrinsics shares the same characteristics. We will see in this paper that the optimal scaling factor can be viewed as a function of a single parameter: the mutual information $I(L_y, L_z)$ between extrinsics. The main contribution of the paper is thus to provide a theoretical analysis and a practical method for the full exploitation of the information contained in the extrinsics for a proper design of the receiver enabling self-diagnosis (successful decoding, early stop) and well-informed choices (scaling factor). The proposed methodology is quite general and rely partially on the assumption that the LLR are Gaussian distributed and that the symmetry property holds.

II. SYSTEM MODEL AND NOTATION

In this paper, random variables are denoted with upper-case letters and their corresponding realizations with lower-case letters. Sequences of random variables or vectors are indicated by boldface letters. Fig. 1 depicts the decoding model used in this paper and previously in [21]. The a priori channel models the a priori information used at the constituent decoders and the communication channel models the transmission medium between the transmitter and the receiver. Both serial and parallel turbo coding schemes can be seen as specific instantiations of this generic scheme. For the iterative decoding of an outer decoder in a serial concatenation, the switch in Fig. 1 is in position 1 and the communication channel is inactive. When the switch is in position 2, the system can be used for modeling the iterative decoding of a constituent decoder in a parallel concatenation setting. This system can also be used for modeling the input/output relationship at the Variable Node or at the Check Node decoder in LDPC. In both systems, the iterative decoding aims at finding the binary sequence $X = (X_1, X_2, ..., X_K)$ with length $K$. A constituent decoder takes as input an a priori information $L_y$ (resp. $L_z$) which denotes log-likelihood ratios (LLR) of an extrinsic probability. The length of $L_y$ (resp. $L_z$) is $K$ and $L_{y,k}$ is the $k^{th}$ element of $L_y$. At iteration $i$, the first decoder receives the prior information $\ell_y^{(i)}$ and outputs the regenerated prior information $\ell_{y,k}^{(i+1)}$ which comes as an input to the second decoder and gives $\ell_{y,k}^{(i+1)}$ as an output. We then focus on the statistical properties of the extrinsic LLR. In other words, $L_{y,k}$ (or $L_{z,k}$) is considered as an outcome of random variable $L_y$ (or $L_z$). In the following, index $k$ will be omitted (except when needed for clarification) and we will use simply $X$, $L_y$, $L_z$ or even $L$ when an equation or a property hold for both $L_y$ and $L_z$. Unless stated otherwise, the next properties hold [22]: **Symmetry**: $p_L(\ell | X) = p_L(-\ell | -X)$, **Generalized Consistency**: $p_L(\ell | X) = e^{\alpha \ell}$ with $\alpha \in \mathbb{R}^+$. **Range**: $\ell \in [-\infty; +\infty]$. In the seminal works on Exit Charts and density evolution [2], [19], [23], the assumptions considered are symmetry and consistency which corresponds to $\alpha = 1$ in the Generalized Consistency property above. This comes from the assumption that $L$ is a noisy version of $X$ with expression:

$$L = \frac{\sigma^2}{2} X + \sigma n$$


with $n \sim \mathcal{N}(0, 1)$. In that case, $p_L(\ell | X) = e^{\ell}$. A stochastic analysis of iterative decoding is available in [17] where it is shown that the input-output signals in a turbo-decoder, when expressed using LLR, are indeed well approximated by a Gaussian distribution but with independent mean and variance. These results also hold for LDPC decoders [18]. In this paper, we will consider that

$$L = \alpha \frac{\sigma^2}{2} X + \sigma n$$


with $n \sim \mathcal{N}(0, 1)$. In that case, $p_L(\ell | X) = e^{\alpha \ell}$ and the Generalized consistency condition holds. This model is in accordance with the true LLR distribution that can be observed in iterative decoding of turbo or LDPC codes.

III. MUTUAL INFORMATION

The mutual information between extrinsics is analyzed first. The statistical model in (2) is considered and an equivalence class between LLR following model (1) and (2) is exhibited. The mutual information between $L_y$ and $L_z$ is defined as

$$I(L_y, L_z) = \frac{1}{\log(2)} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{L_y, L_z}(\ell_y, \ell_z) \times \log \left( \frac{p_{L_z}(\ell_z | L_y, \ell_y)}{p_{L_z}(\ell_z | L_z)} \right) d\ell_y d\ell_z$$


A. Definition

The mutual information between $L_y$ and $L_z$ is defined as

$$I(L_y, L_z) = \frac{1}{\log(2)} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{L_y, L_z}(\ell_y, \ell_z) \times \log \left( \frac{p_{L_z}(\ell_z | L_y, \ell_y)}{p_{L_z}(\ell_z | L_z)} \right) d\ell_y d\ell_z$$


Figure 1. General Encoding/Decoding model
Based on the three properties above (Symmetry, Generalized Consistency and Range), \(I(L_y, L_z)\) can be written as a function of the mutual information between \(X\) and the LLR as:

\[
I(L_y, L_z) = I(L_y, X) + I(L_z, X) - I(L_y + L_z, X)
\]

where \(I(L, X) = 1 - \int_{-\infty}^{+\infty} p_L(l|X = 1) \log_2(1 + e^{-a})dl = 1 - \int_{-\infty}^{+\infty} p_{aL}(l|X = 1) \log_2(1 + e^{-\sigma})dl\). The proof is given in section A of the appendix. Some interesting properties can be derived in the special case where \(I(L, X)\) is a function of a single parameter. In that case, \(I(L_y, L_z)\) is a function of two variables as

\[
I(L_y, L_z) = J(a_{L_y}) + J(a_{L_z}) - J(u(a_{L_y}, a_{L_z}))
\]

where \(a_{L_y}, a_{L_z} \in \mathbb{R}^+\) and \(u : \mathbb{R}^+ \times \mathbb{R}^+ \mapsto \mathbb{R}^+\). Models (1) and (2) fall under this case, this is made precise below.

**Example 1** [2], [19], [23]: \(L\) is the Gaussian variable in model (1) then

\[
I(L, X) = J(\sigma)
\]

with

\[
J(\sigma) = 1 - \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\sigma - \alpha)^2}{2\sigma^2}} \log_2(1 + e^{-\sigma})dl
\]

and \(J\) is a monotonically increasing function of \(\sigma\) [24]. The mutual information \(I(L_y, L_z)\) is given by (5) with \(a_{L_y} = \sigma_{L_y}, a_{L_z} = \sigma_{L_z}\) and \((a_{L_y}, a_{L_z}) = (\sigma_{L_y}^2 + \sigma_{L_z}^2)\). The proof is given in Appendix A. As a consequence, it is assumed here that \(J\) is a monotonically increasing function and is thus reversible and that \(u(a_{L_y}, a_{L_z}) \geq \max(a_{L_y}, a_{L_z})\). These two properties hold for example 1 and 2 above. The properties of \(I(L_y, L_z)\) are listed below.

- \(\max(J(a_{L_y}), J(a_{L_z})) \leq J(\sqrt{a_{L_y}^2 + a_{L_z}^2}) \leq J(a_{L_y}) + J(a_{L_z})\)
- \(\lim_{a_{L_y} \to 0} I(L_y, L_z) = \lim_{a_{L_z} \to 0} I(L_y, X)\)
- \(\lim_{a_{L_y} \to \infty} I(L_y, L_z) = I(L_z, X)\) for a given \(a_{L_y}\)
- \(I(L_y, L_z) \leq \min(I(L_y, X), I(L_z, X))\)
- If \(I(L_y, L_z) = m\) then \(I(L_y, X) \geq m\) and \(I(L_z, X) \geq m\).

The last property proves that \(I(L_y, L_z)\) is a lower bound of the mutual information between the extrinsic and the message \(X\). Thus if, at the end of the iterative process, \(I(L_y, L_z)\) is almost equal to 1 so are \(I(L_y, X)\) and \(I(L_z, X)\).

From this section we can conclude that, the mutual information between extrinsics \(I(L_y, L_z)\) is therefore a performance indicator for the whole system and can be used as a stopping criterion or as an error-free sequence indicator at the receiver side, provided that \(I(L_y, L_z)\) can efficiently be computed online. This is addressed in section IV-A.

**B. On equivalent LLR classes**

Let \(X\) denote a random variable with equiprobable values in \([-1; +1]\). Let \(G(X)\) denote the set of random variables following the model in (2) with \(\alpha \in \mathbb{R}^+\) and \(\sigma \in \mathbb{R}^+.\) Let \(G_0(X)\) denote a subset of \(G(X)\) such that \(\sigma = 0\) is a given number in \(\mathbb{R}^+.\) Thus, \(G(X) = \bigcup_{\sigma \in \mathbb{R}^+} G_0(X)\). The LLR considered in (2) spans \(G(X)\) whereas the LLR considered in (1) and in density evolution or in EXIT charts spans \(G_1(X)\). We first characterize the correspondence between \(G(X)\) and 

**Result 1:** Let \(L \in G(X).\) Let \(L_\alpha = \alpha L\) then \(I(L, X) = I(L_\alpha, X)\) and \(L_\alpha \in G_1(X)\).

**Proof:** \(L_\alpha = \sigma^2 \frac{\alpha}{2} X + \alpha \sigma n\) and belongs by construction to \(G_1(X).\) From (8), \(I(L_\alpha, X) = J(\alpha \sigma)\) and from (6), \(I(L_\alpha, X) = J(\alpha \sigma)\).

With the notations in result 1, \(\alpha L\) is the unique element in \(G_1(X)\) with mutual information with \(X\) equal to \(I(L, X).\) We prove below the stability of \(G_1(X)\) under addition.

**Result 2:** If \(L_\alpha \in G_1(X)\) and \(L_\beta \in G_1(X)\) then \(L_\alpha + L_\beta \in G_1(X)\).

**Proof:** \(L_\alpha = \sigma^2 \frac{\alpha}{2} X + \sigma \sigma n\) and \(L_\beta = \sigma^2 \frac{\beta}{2} X + \sigma \sigma n\) where \(n_\alpha\) and \(n_\beta\) are two independent Gaussian variables with mean 0 and unit variance. \(L_\alpha + L_\beta = \sigma^2 \alpha^2 \frac{1}{2} X + \sigma^2 \alpha \sigma \sigma n + n\) where \(n\) is a Gaussian variable with mean 0 and unit variance.

As a consequence, if the extrinsic LLRs of the constituent components are in \(G_1(X)\), the a posteriori log-ratio is also in \(G_1(X)\). From result 1, it is clear that the scaling has no impact on the mutual information of the actual LLR vector with the message. However it was observed in [14], [15], [16] and in many other references that, if a proper scaling is not used, sub-optimal LLRs may be obtained in future iterations and propagated resulting in worse performance. This point is illustrated below. The system under consideration is a serially-concatenated turbo-code (SCTC) with (5, 7)-8 outer code. The inner code is a convolutional code with generator \(\frac{1}{15}\). This SCTC will be used through the paper as an illustrative example.

The two decoders are considered separately. Let \(L_{prior}\) denote the LLR at the input of a decoder with \(L_{prior} \in G_0(X)\). The mutual information \(I(L_{prior}, X)\) is kept fixed while \(\alpha\) is increased from 0.4 to 2.5. The mutual information is measured at the output of each decoder and plotted as a function of \(\alpha\) in Fig. 2. We observe for the inner code that, independently of the fixed value of \(I(L_{prior}, X)\), the mutual information at the output reaches a maximum when \(L_{prior} \in G_1(X)\) \((\alpha = 1)\). For the outer code, a maximum is also observed for low value of \(I(L_{prior}, X)\) at \(\alpha \approx 1\). We can conclude that EXIT charts give a prediction of the highest mutual information that can be obtained at the output of a decoder for a given \(I(L_{prior}, X)\) and that this value can be reached provided that the LLR are properly scaled in order to be in \(G_1(X)\). Note that the inner decoder receives as an input the LLR computed from the received data which are in \(G_1(X)\) whereas \(L_{prior}\) is the sole input of the outer decoder which explains the difference observed in Fig. 2 between the inner and outer decoder.
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Figure 2. SCTC - Inner decoder (up) - Outer decoder (down) \( EbN0 = 2dB \)

C. Offline estimation : single curve exit charts

This section is devoted to the offline analysis of an iterative decoder. The performance of the association of two component decoder is usually evaluated by tracking the mutual information \( I(L, X) \) at the output of each decoder considered separately and for different values of the mutual information at the input. For tracking the evolution of \( I(L_y, L_z) \), both components decoder must be considered jointly. Following [19], a single curve EXIT chart (SC-EXIT) is considered here. The principle is described below for turbo and LDPC codes.

1) SC-EXIT for turbo-codes: The principle of SC-EXIT is depicted in Fig. 3. The input (a priori) is modeled with a Gaussian random variable with known mutual information \( I(L, X) = J(\sigma) \) with \( X \) and is chosen in \( G_1(X) \). The process is repeated for different \( \sigma \) values of the range of interest. The a priori enters decoder 1. The output \( L_y \) of decoder 1 is scaled with \( \alpha_y \) such that \( I(\alpha_y L_y, X) = I(L_y, X) \) and \( \alpha_y L_y \in G_1(X) \). Then \( \alpha_y L_y \) is given as an input to decoder 2. The output of decoder 2 is \( L_z \), the corresponding scaled LLR is \( \alpha_z L_z \in G_1(X) \) with parameter \( \sigma_z \) (\( \sigma \) in (1)). The mutual information \( I(L_y, L_z) \) between the extrinsics is evaluated using (4) through an his-

togram method. The result is denoted \( I_{\text{hist}}(L) \) in the following. The computation of \( \alpha \) is trivial since \( X \) is known. The SC-EXIT gives the evolution of \( I(L_y, L_z) \) as a function of \( \sigma_L \) and also the evolution of \( \sigma^2_z \) as a function of \( \sigma_y^2 \). The system is able to recover the message \( X \) if \( I(L_y, L_z) \) is an increasing function and if the maximum value is reached or equivalently if \( \sigma^2_z > \sigma_y^2 \) [19]. If this condition is not met an oscillatory behaviour may be observed or convergence towards a local minimum may occur. In standard EXIT Charts, the curves of the individual decoders intersect. The SC-EXIT proposed here is very similar to the one in [19] except that \( I(L_y, L_z) \) is not considered in [19] (tracking of the variance only) and that in [19] the non-consistency of the LLR is observed without further analysis. The translation of the SC-EXIT into an efficient stopping criterion is straightforward. This will be made explicit in the examples of section V.

2) SC-EXIT for LDPC codes: An LDPC code with \( m \) parity-check equations and length-\( K \) codewords is considered here. A soft decision algorithm such as sum-product [25] or min-

\[ K \text{A single curve EXIT chart (SC-EXIT) is considered here. The principle is described below for turbo and LDPC codes.} \]

\[ \text{Check messages} \]

\[ E_{ji} = 2\tanh^{-1}\left( \prod_{i \neq j} \tanh \left( \frac{M_{jj'}}{2} \right) \right) \text{ Sum-Product} \]

\[ E_{ji} = \prod_{i \neq j} \text{sign} \left( M_{jj'} \right) \min_{i \neq j'} \left| M_{jj'} \right| \text{ Min-Sum} \]

\[ \text{Variable messages} \]

\[ M_{ji} = \sum_{j \neq j'} E_{j',i} + R_i \]

\[ E_{ji} \text{ can be interpreted as the check node } j \text{'s opinion on the probability that } X_i = 1. \] We will consider also here \( E_i = \min_{m_j} \sum_{j \in A_i} E_{ji} \) where \( A_i \) is the set of check nodes connected with bit \( i \) and \( m_j \) is the cardinality of \( A_i \). Then, \( E_i \) can be interpreted as the opinion of the check nodes on the probability
that \( X_i = 1 \). In the same way, \( M_i \) is defined as \( M_i = \sqrt{\sum_{j \in A_i} M_{ji}} \). The SC-EXIT chart is given in Fig. 4. The input/output of the SC-EXIT is \( M_{ji} \). To guarantee that \( M_{ji} \) remains in \( G_1(X) \) it is sufficient to guarantee that \( \sum_{j \neq i} E_{ji} \in G_1(X) \) since \( R_i \in G_1(X) \) (perfect knowledge of channel characteristics or mismatch correction) and \( G_1(X) \) is stable under addition. This is the role of \( \alpha_{yi} \). Let \( L_y \) (resp \( L_z \)) denote the random variable associated to \( E_i \) (resp \( M_i \)) then \( L_y \) and \( L_z \) are noisy variables on the message \( X \). As in the turbo-code case, the SC-EXIT Chart in Fig. 4 gives the evolution of \( I(L_y, L_z) \) as a function of \( \sigma_y^2 \) and also the evolution of \( \sigma_z^2 \) as a function of \( \sigma_y^2 \).

IV. EFFICIENT COMPUTATION FOR FINITE-LENGTH SEQUENCES

A. Online computation of the mutual information

Obviously, the convergence behavior of the algorithm involves global quantities (on the whole sequence). Therefore, we are interested in evaluating the mutual information averaged over the whole sequence. As a first step, we consider \( Q \) frames each of length \( B \) such that \( K = BQ \). The average mutual information between two extrinsics is defined as

\[
I_M := \frac{1}{Q} \sum_{k=1}^{Q} I(L_y, L_z)
\]

The average extrinsic information is defined as

\[
I_E := \frac{1}{Q} \sum_{k=1}^{Q} I(L_y, X_k)
\]

We demonstrate below that the average mutual information can be computed based on quantities available at the receiver, namely the extrinsics and the a posteriori probabilities. First recall two key results from [21], [28]. These results (Lemma 1 and Theorem 1) are given in [28] for binary sequences and extended to non-binary iterative decoding in [21]. They are recalled below for the binary case which corresponds to our setting.

Lemma 1: Let \( \ell_{y,k} \) be the log ratio of an extrinsic probability at the output of a constituent decoder, let \( \ell_{z,k} \) denote the log ratio of an a priori probability at the input of the same decoder and let \( y \) denote the observed sequence. Let \( \ell_{z,[k]} \) denote the sequence \( \ell_z \) from which index \( k \) is excluded. Then for all \( X_k \) in \( \{-1; 1\} \), \( p(X_k = x_k | L_y, k = \ell_{y,k}) = p(X_k = x_k | y, \ell_{z,[k]} \)\). Lemma 1 proves that the extrinsics at the output of a constituent decoder contain the same amount of information on \( X_k \) than the observation and the a priori. The extrinsic LLR are computed as log \( p(X_k = 1 | y, L_y, k = \ell_{y,k}) \) and \( p(X_k = 0 | y, L_y, k = \ell_{y,k}) \). Based on lemma 1, we have log \( p(X_k = 1 | y, L_y, k = \ell_{y,k}) = \log \frac{p(X_k = 1 | L_y, k = \ell_{y,k})}{p(X_k = 0 | L_y, k = \ell_{y,k})} \) which is equal to \( \alpha L_{y,k} \) from the generalized consistency and symmetry assumptions. Hence, Lemma 1 proves that \( \alpha L_y \) (resp \( \alpha L_z \)) should be propagated through the iterations instead of \( L_y \) or \( L_z \).

Theorem 1: Let \( p_{2}(x_k) = p(X_k = x_k | y, \ell_{z,[k]} \) represent an ergodic random variable for all \( X_k \) in \( \{-1; 1\} \), then the average mutual information between \( X \) and \( L_z \) is given by

\[
I_E = 1 + \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \sum_{x_k} p_{2}(x_k) \log_2(p_{2}(x_k))
\]

The average extrinsic information can be obtained through time-averaging over a sequence of \( K = BQ \) binary symbols.

Theorem 1 and (4) lead to a practical evaluation of \( I_M \):

\[
I_M = 1 + \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \sum_{x_k} p_{2}(x_k) \log_2(p_{2}(x_k)) + \frac{p_{2}(x_k) \log_2(p_{2}(x_k))}{s_{k}}
\]

where \( s_{k} = \sum_{x_k} p_{2}(x_k) = 1 \) and \( s_{k} = \sum_{x_k} p_{2}(x_k) p_{2}(x_k) \). The average mutual information can be approximated by time-averaging. The definition of the mutual information leads to another expression for an efficient computation of \( I_M \):

\[
I_M = \frac{1}{Q} \sum_{k=1}^{Q} \int \log_2 \left( \frac{p(\ell_{y,k}, \ell_{z,k})}{p(\ell_{y,k}) p(\ell_{z,k})} \right) d\ell_{y,k} d\ell_{z,k}
\]

The variable \( X_k \) can be introduced in the equation above by using the fact that

\[
p(\ell_{y,k}, \ell_{z,k}) = \sum_{x_k} p_{2}(x_k | \ell_{y,k}) p_{2}(x_k | \ell_{z,k}) \frac{p(\ell_{y,k}) p(\ell_{z,k})}{p(x_k)}
\]

Then the average mutual information reads

\[
I_M = \frac{1}{Q} \sum_{k=1}^{Q} \int \log_2 \left( 2 \sum_{x_k} p(x_k | \ell_{y,k}) p(x_k | \ell_{z,k}) \right) d\ell_{y,k} d\ell_{z,k}
\]

By assuming that the random variables involved in \( I_M \) are ergodic, we have

\[
I_M = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \log_2 \left( 2 \sum_{x_k} p(x_k | \ell_{y,k}) p(x_k | \ell_{z,k}) \right)
\]

\[
= \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \log_2(2s_{k})
\]
By using (16) and (20), we obtain
\[
\lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \sum_{s_k=0}^{1} \left( p_z(x_k) \log_2(p_z(x_k)) + p_y(x_k) \log_2(p_y(x_k)) - \frac{p_y(x_k)p_z(x_k)}{s_k} \log_2\left(\frac{p_y(x_k)p_z(x_k)}{s_k}\right)\right) = 0
\] (21)

At this step, two different methods can be used for an online evaluation of \(I_M\). The first method is based on equation (16) evaluated over a sequence of finite length \(K\). This method, called \(I_M^{(o)}\), requires the knowledge of the extrinsic probabilities. The computational complexity in terms of number of operations grows linearly with \(K\). The second method is based on equation (20) evaluated over a sequence of finite length \(K\). This method, called \(I_M^{(b)}\), has the same characteristics than \(I_M^{(o)}\) with the additional advantage of a lower complexity.

The accuracy of these estimators is addressed here through an example. The system under consideration is the serially-concatenated turbo-code (SCTC) of section III-B. The block-length \(K\) is a parameter which is increased from 500 to 8000. In this example, \(EbN0 = 1dB\) or \(EbN0 = 2dB\) (bounds of the waterfall region). We use as a reference the exact expression of \(I_M\) in (4) evaluated through a standard histogram method as in section III-C1 and denoted \(I_M^{(hist)}\). The comparison involves \(I_M^{(o)}\) and \(I_M^{(b)}\). The Mean Square Error (MSE) is plotted in Fig. 5. It can be observed that (20) is a better approximation of \(I_M\) than (16) which is impaired by the slow convergence of (21). If a precision of \(10^{-2}\) is required on \(I_M\), (20) is an accurate approximation provided that \(K \geq 1500\). This precision can not be reached with (16) as long as \(K \leq 10000\). For all these reasons, \(I_M\) will be approximated at the receiver side by \(I_M^{(b)}\) with
\[
I_M \approx I_M^{(b)} = 1 + \frac{1}{K} \sum_{k=1}^{K} \log_2(s_k)
\] (22)

We proved in this section that the mutual information \(I(L,y,L_z)\) can be efficiently estimated online (at the receiver) through (22) without requiring estimation of \(X\) (hard decisions). The computational complexity of this approximation is linear with \(K\). The mutual information \(I(L,X)\) can also be estimated online in a similar manner but with lower accuracy. It is clear that the stopping rule and error detection device should be based on \(I(L,y,L_z)\) rather than on \(I(L,X)\). Note that the results in this section hold for both Gaussian and non-Gaussian distributed LLRs.

B. Online estimation of \(\alpha\) and \(\sigma\)

The scaling factor and its estimation was considered in [14], [15], [16] and in many other references. In most of them, the optimal scaling factor is computed offline and for a given SNR value. These methods are not applicable if the channel conditions are not known with sufficient accuracy at the receiver. Recently, an online estimation method was proposed in [16] for BICM requiring an online numerical search. This method is general and does not require the LLR to be Gaussian distributed or symmetric. In [20], online LLR scaling is also derived for SNR mismatch compensation. The effectiveness of these two methods depend on the reliability of the decoder decisions which may be inaccurate during the first iteration. In the following result, an online estimation method for \(\alpha\) and \(\sigma\) is provided. In contrast with most references, closed-form expressions are derived that do not require accurate decoder decisions. Our method is designed to be efficient in the whole range of SNR and at any stage of the iterative process.

\textbf{Result 3:} Let \(L \in G(X)\) with parameters \(\alpha\) and \(\sigma\). Let \(I = I(L,X)\) then
\[
\alpha = \frac{J^{-1}(I)}{\sigma}
\] (24)
where $J^{-1}$ is the inverse function of $J$ in (7) and $V(L)$ stands for the variance of $L$.

**Proof:** From (2), and considering that $X$ and $n$ are independent random variables, $V(L) = \alpha^2 \sigma^2 + \sigma^2$. Since $I = J(\alpha \sigma)$ and $J$ is reversible, $\alpha \sigma = J^{-1}(I)$ leading to $V(L) = \left(\frac{(J^{-1}(I))^2}{4} + 1\right) \sigma^2$ which completes the proof.

The method in result 3 can be extended to non-Gaussian situations provided that $I(L, X)$ is a non-decreasing function of a single variable and provided that $L$ is given by (2) in which $n$ is not necessarily Gaussian. In the Gaussian case, $J^{-1}(I)$ can be approximated as in [29].

**V. NUMERICAL EXPERIMENTS**

A. Example 1: Turbo-Code

As an example, the SCTC described in section III-B is again considered here. It is explained how the mutual information can help for choosing efficiently a stopping criterion. Then, the online estimation of the scaling factor is applied to the SCTC with comparison to alternative methods from the literature. Finally, both scaling factor estimation and stopping rule are included at the decoder, the performance of the decoder is evaluated in terms of BER and number of iterations.

1) SC-EXIT chart and early stopping criterion: The SC-EXIT, for this particular system, are given in Fig. 6 when $EbN0 = 1dB$ or $2dB$. We observe the following. When $\sigma_g^2 > 5$, the convergence condition $(\sigma_g^2 > \sigma_x^2)$ towards the correct decision is fulfilled even when $EbN0 = 1dB$ whereas an oscillatory behavior may be observed when $\sigma_g^2 < 5$ preventing the convergence of the iterative process. But at the opposite, if this threshold $(\sigma_g^2 > 5)$ is reached the iterative process is likely to converge in few iterations. We take advantage of this fact and propose an accurate stopping criterion as follows. The iterative process for this SCTC should be stopped when either (SC1) or (SC2) below are met:

(SC1) $I(L_y, L_z) > 1 - \epsilon$ or $i > i_{\text{max}}$ \hspace{1cm} (25)

(SC2) $i = i_{\text{early}}$ and $\sigma_x < \sqrt{5}$ \hspace{1cm} (26)

where $\epsilon$ is a threshold to be fixed, $i_{\text{max}}$ is the maximum number of iterations and $i_{\text{early}}$ is the number of iterations for deciding of an early stop. The first condition (SC1) is designed to detect error free sequences whereas (SC2) is intended to stop the process at an early stage when the algorithm is unlikely to converge to the global solution. The equivalence between different forms of the stopping rule is given below.

**Result 4:** Let $L \in G_1(X)$ with parameter $\sigma$, the following inequalities are equivalent:

$\sigma > \sigma_0$ \hspace{1cm} (27)

$I(L, X) > J(\sigma_0)$ \hspace{1cm} (28)

$E(|L|) > M(\sigma_0)$ with $M(\sigma_0) = \sigma_0 \sqrt{2\pi e} \frac{\sigma_0^2}{8}$ \hspace{1cm} (29)

$E(L^2) > \frac{\sigma_0^4}{4} + \sigma_0^2$ \hspace{1cm} (30)

Let $L_y, L_z \in G_1(X)$. If $I(L_y, L_z) > 1 - \epsilon$ then $I(L_y, X) > 1 - \epsilon$ and $I(L_z, X) > 1 - \epsilon$.

**Proof:** Eq. (28) is equivalent to (27) because $J$ is a strictly increasing function. When $L \in G_1(X)$, simple computation leads to $E(|L|) = M(\sigma)$ where $M$ is a strictly increasing function which proves the equivalence between (29) and (27). The equivalence between (30) and (27) is obvious. The latter statement comes from the properties of $I(L_y, L_z)$.

Result 4 proves the equivalence between various stopping criterion commonly used in practice. Stopping rules (27-30) are based on the reliability of the LLR at the output of a given decoder. Alternative methods such as Cross-entropy [7] measure the similarity of the distributions at the output of the two decoders. Once the system has converged to the correct solution, the magnitude of the LLRs has reached a high level (reliability) and the two decoders agree on the decisions (similarity). It is proved below that $I_M$ the estimator of $I(L_y, L_z)$ reaches its maximum if and only if the two conditions are met.

**Result 5:** $I(L_y, L_z) \approx I_M = 1$ if and only if $\text{sign}(L_{y,i}) = \text{sign}(L_{z,i})$ and $|L_{y,i}| = |L_{z,i}| = +\infty$ $\forall i \in \{1, 2, ..., K\}$. 

![Figure 6. SC-EXIT Chart for the SCTC, up : $\sigma_g^2$ vs $\sigma_x^2$ down: $\alpha_y$ and $\alpha_z$ vs $I(L_y, L_z)$.](image-url)
Proof: \( I_M = 1 + \frac{1}{K} \sum_{i=1}^{K} \log_2 \left( \frac{1+e^{\alpha y_i + z_i}}{1+e^{\alpha y_i}} \frac{1+e^{\alpha z_i + y_i}}{1+e^{\alpha z_i}} \right) \) and \( I_M = 1 \) is equivalent to \( \frac{1+e^{\alpha y_i + z_i}}{1+e^{\alpha y_i}} \frac{1+e^{\alpha z_i + y_i}}{1+e^{\alpha z_i}} = 1 \) \( \forall i \in \{1, 2, ..., K\} \). This condition is met if and only if \( \text{sign}(L_y, i) = \text{sign}(L_z, i) \) and \( |L_y| = |L_z| = +\infty \) \( \forall i \in \{1, 2, ..., K\} \).

As an illustration, the shape of \( I_M \) and of cross-entropy (CE) are compared in Fig. 7 for a single bit with probability measures \( p_y \) and \( p_z \). We can see that \( 1-CE \) reaches its maximum when \( p_y(x_k) = p_z(x_k) \) (similarity) whereas \( I_M \) reaches its maximum when \( p_y(x_k) = p_z(x_k) = 0 \) or \( p_y(x_k) = p_z(x_k) = 1 \) (reliability and similarity).

![Figure 7](image)

From the SC-EXIT, the typical values of \( \alpha_y \) and \( \alpha_z \) can also be obtained. They are plotted in Fig. 6 as a function of \( I(L_y, L_z) \) and for different values of the SNR. We observe that the value of \( \alpha \) varies with the iteration number and with the SNR but this information is captured in \( I(L_y, L_z) \). As a consequence, the scaling factor \( \alpha \) is a function of a single parameter \( I(L_y, L_z) \). We conclude that an alternative method for estimating the value of \( \alpha \) consists in evaluating online the mutual information \( I(L_y, L_z) \) with (22) and using Fig. 6 to obtain the corresponding \( \alpha_y \) and \( \alpha_z \). The coefficients of the polynomials that fit each of the two curves \( \alpha_y = f(I(L_y, L_z)) \) and \( \alpha_z = g(I(L_y, L_z)) \) in the least square sense are given in Appendix B.

2) Scale Factor estimation: Two methods for an online estimation of the scaling factor \( \alpha \) are proposed in this paper. The efficiency of these methods is measured here for the SCTC. Comparison is also provided with two other methods from the literature:

- Generalized Mutual Information (GMI) [16]. The optimal scaling factor \( \hat{s} \) reads:
  \[
  \hat{s} = \arg \min_{s \in [0, 1]} \left\{ 1 - \frac{1}{K} \sum_{i=1}^{K} \log_2 (1 + \exp(-\text{sign}(X_i, L_i))) \right\}
  \]

  where \( X_i \) is the hard decision of the decoder that provides an estimate for \( X_i \). This online method maximizes the generalized mutual information and is proved to be equivalent to the offline explicit method for deriving the scaling factor. The method does not require the Gaussian assumption to hold. The scaling factor is obtained from online numerical search (iterative method). The accuracy depends on decoder decision and may be inaccurate at low SNR and at the beginning of the iterative process.

- LLR absolute value [30]. It is assumed here that \( L \) is Gaussian distributed as in (2). The scaling factor is obtained by measuring the mean \( E(\hat{L} | L) \) and variance \( V(\hat{L} | L) \) of the absolute value of the LLR and by solving the system of equations below:
  \[
  V(\hat{L} | L) = \frac{\alpha^2 \sigma^4 + \sigma^2}{1 + \frac{\alpha^2 \sigma^2}{\sqrt{2 \pi e \frac{\alpha^2 \sigma^2}{\sqrt{2} \sigma^2}}}} = h(\alpha \sigma) \quad (32)
  \]

  A second order polynomial is found in [30] to approximate \( h^{-1} \left( \frac{V(\hat{L} | L)}{E(\hat{L} | L)} \right) \) in the range \( 0 - 6dB \) avoiding numerical integration.

- Mutual information (MI). This is the method in result 3 where \( I \) reads (Eq. (15)):
  \[
  I = I(L, X) \approx 1 + \frac{1}{\log(2)K} \sum_{i=1}^{K} \left( \frac{L_i e^{L_i} \log(1+e^{L_i})}{1+e^{L_i}} - \log(1+e^{L_i}) \right)
  \]

  This method holds as long as \( J \) is a strictly increasing function of the variable \( \alpha \). In this paper, \( J \) is obtained by assuming Gaussian distributed LLR and \( J^{-1}(I) \) is computed with the approximation in the appendix of reference [29].

- SC-EXIT. The scaling factor is estimated with (39) for the inner code and (40) for the outer code. From Eq. (22), the mutual information \( I(L_y, L_z) \) reads:
  \[
  I(L_y, L_z) \approx 1 + \frac{1}{K} \sum_{i=1}^{K} \log_2 \left( \frac{1+e^{L_y + L_z}}{1+e^{L_y} + e^{L_z}} \right)
  \]

  The accuracy of the proposed methods is quantified with the normalized mean error as \( E(\frac{\hat{\alpha}}{\alpha}) \) where \( \hat{\alpha} \) is the estimate provided by one of the methods under consideration and \( \alpha \) is the desired scaling factor. The latter is obtained assuming true transmitted bits are available. The MSE is plotted in Fig. 8 as a function of the mutual information in order to
evaluate the efficiency of the method for various SNR and at different stages of the iterative process. As expected, GMI is not sufficiently accurate for low values of the mutual information and is dismissed here since accurate estimation of $\alpha$ is mandatory in early iterations (see Fig. 2). The method in [30] is very sensitive to violation of the Gaussian assumption. This may occur in early iterations especially at the outer code that does not admit the channel observations as an input. At the opposite, we observe that the two methods proposed in this paper are valid over the whole range of SNR and are robust, to a certain extent, to non-Gaussian data. It can be noticed that the Gaussian assumption is not required in the derivation of (15) and (22).

3) BER curves: The optimal parameters deduced from the SC-EXIT are now included at the decoder side. Precisely, we now consider as stopping criterion (SC1) in (25) combined with the early stopping criterion (SC2) in (26) with $i_{\text{early}} = 15$. We proved in the previous section that stopping rules can take several equivalent expressions. Two configurations are considered here: (a) (SC1) and (SC2) involve $\sigma$ as stopping indicator and $\alpha_y$ and $\alpha_z$ are estimated with the method in (24). The thresholds for (SC2) are based on the EXIT curve ($\sigma \leq \sqrt{5}$, $I(L_y, L_z) \leq 0.4$) whereas the thresholds in (SC1) are chosen in order to obtain the same performance in terms of BER for the two methods ($\epsilon = 10^{-2}$ and $\sqrt{\sigma_y^2 + \sigma_z^2} > 20$). The performance is evaluated in terms of BER and WER and is plotted in Fig. 9 with label $SCTC_{\text{optim}}$. Comparison is given with the standard decoder ($SCTC_{\text{standard}}$) with unscaled LLR and a fixed number of iterations ($n = 15$). Two different codeword lengths are considered: $K = 1000$ and $K = 8000$. In both cases, we observe a slight improvement in the performance with $SCTC_{\text{optim}}$. This is due to the propagation of scaled LLR and also to a better repartition of the iterations thanks to the stopping criterion. The average number of iterations is reported in Fig. 9 confirming the validity of (SC1) as an accurate stopping rule based on a performance criterion (error free). At low $E_bN_0$, stopping rule (SC2) maintains the average number of iterations at a reasonable level even if the maximum number of iterations allowed is large ($i_{\text{max}} = 50$ here) with a better efficiency when (SC2) is based on $I(L_y, L_z)$.
B. Example 2 : LDPC codes

In this section, a (3-6) regular LDPC code and a (4,8) regular LDPC are considered. The SC-Exit charts are given in the section below.

1) SC-Exit chart: The SC-EXIT Chart in Fig. 4 is applied to regular LDPC codes. The evolution of $I(L_y, L_z)$ is plotted in Fig. 10 when either Sum-Product or Min-Sum is implemented. We observe that the curves obtained with Sum-Product and Min-Sum are superimposed when an optimal scaling factor is applied meaning that the two implementations yield the same performance. In several publications, Min-Sum with scaling factor is compared to Sum-Product without scaling for which a slightly worse performance is noted at low SNR. The comparison is unfair, optimal scaling with Sum-Product must correct this phenomenon. The value of the scaling factor $\alpha_y$ is given in Fig. 11. We can see again that $\alpha_y$ is a function of the single variable $I(L_y, L_z)$ since the value obtained for $\alpha_y$ always falls on the same curve independently of $EbN0$ and of the iteration number. From Fig. 11, we can conclude that LLR-scaling is mandatory when using Min-Sum at the decoder side. In addition, we can observe that $\alpha_y$ is not in the immediate vicinity of 1 even when Sum-Product is implemented at the decoder. As with Min-Sum, the LLR are overestimated in the first iterations and should be scaled to improve the performance. The performance of (3-6) and (4-8)-LDPC codes are now evaluated with different implementations at the decoder. We consider Sum-Product with either unscaled LLR (SP, $\alpha = 1$) or optimally scaled LLR (SP, $\alpha_{opt}$). We also consider Min-Sum either with unscaled LLR (MS, $\alpha = 1$) or with a fixed scaling factor (SP, $\alpha = 0.8$). The value of the scale factor ($\alpha = 0.8$) is obtained from the literature [14], [15] where its optimality is assessed for regular (3-6)-LDPC codes. In this experiment, the codeword-length is $K = 1000$. The stopping criterion is $He = 0$ or $i = it_{max}$ where $H$ is the parity-check matrix, $e$ is the hard-decision on the encoded bits and $it_{max} = 50$. The BER is plotted as a function of $EbN0$ in Fig. 12. We observe the following, scaling LLR always improves the BER. The gain is more important when $\alpha$ is far from 1 and at high $EbN0$. When properly scaled, Min-Sum and Sum-product exhibit the same performance. We can observe that $\alpha = 0.8$ is indeed optimal with (3-6)-LDPC and is close to be optimal with (4-8)-LDPC.

![Figure 10](image1.png)
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VI. CONCLUSION

In this paper, we studied the properties of the mutual information between the extrinsics involved in an iterative decoding process. Our framework is quite general and encompasses serially or parallel concatenated turbo-codes or LDPC codes as special cases. We proved that the mutual information between extrinsics is a pertinent performance measure that can be used at the receiver side for error detection purpose. In addition, an offline evaluation, reminiscent of EXIT Charts, gives guidelines for defining efficient stopping rules. Two methods for an online efficient estimation of scaling factors are also derived. Numerical example highlighted the benefits and the generality of the proposed approach.
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APPENDIX

A. Proof of Eq. (4):

In the following, we consider that the three properties (Symmetry, Generalized Consistency and Range) hold for $L_y$ and $L_z$. We will use the notation $\alpha Y$ (resp. $\alpha Z$) in the Generalized Consistency property when applied to $L_y$ (resp. $L_z$) and $\alpha$ otherwise (ie the result hold for both and is given for $L$ which stands for $L_y$ or $L_z$).

The expression of $p_{L_i}(\ell)$ is given by $p_{L_i}(\ell) = \frac{1}{2} \sum_x p_{L_i}(\ell|x)$. Since $L_y$ and $L_z$ are independent when conditioned on $X$, we have

\[
\log\left( \frac{p_{L_y}(\ell_x | \ell_z)}{p_{L_z}(\ell_x | \ell_z)} \right) = \log(2) + \log\left( \sum_x p_{L_y}(\ell_x | x) p_{L_z}(\ell_z | x) \right) - \log\left( \sum_x p_{L_z}(\ell_x | x) \right)
\]

or

\[
U_{L_y, L_z} = U_{L_y} + U_{L_z}
\]

$U_{L_y}$ and $U_{L_z}$ have similar expression $U_L = \log\left( p_{L}(\ell|x) + \log \left( 1 + e^{-\alpha \ell} \right) \right)$ whereas $U_{L_y, L_z} = \log\left( p_{L_y}(\ell_y | x) p_{L_z}(\ell_z | x) + \log \left( 1 + e^{-\alpha \ell} \right) \right)$. The mutual information reads

\[
I(L_y, L_z) = 1 + \frac{1}{\log_2(2)} \left( \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \log(p_{L_y}(\ell_y | x) p_{L_z}(\ell_z | x)) d\ell_y d\ell_z \right) - \int_{-\infty}^{+\infty} p_{L_y}(\ell_y) U_{L_y} d\ell_y - \int_{-\infty}^{+\infty} p_{L_z}(\ell_z) U_{L_z} d\ell_z
\]

where $A_L = \frac{1}{2} \sum_x \int_{-\infty}^{+\infty} p_{L_i}(\ell_i | x) \log(p_{L_i}(\ell_i | x)) d\ell_i$ and

\[
A_{L_y, L_z} = \frac{1}{2} \sum_x \int_{-\infty}^{+\infty} p_{L_y}(\ell_y | x) \log(p_{L_y}(\ell_y | x)) d\ell_y + \frac{1}{2} \sum_x \int_{-\infty}^{+\infty} p_{L_z}(\ell_z | x) \log(p_{L_z}(\ell_z | x)) d\ell_z + \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{L_y}(\ell_y, \ell_z | X = 1) p_{L_z}(\ell_z | X = 1) \times \log(1 + e^{-\alpha \ell_y + \alpha \ell_z}) \right) d\ell_y d\ell_z
\]

Then the mutual information reads

\[
I(L_y, L_z) = I(L_y, X) + I(L_z, X) + \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{L_y}(\ell_y, \ell_z | X = 1) p_{L_z}(\ell_z | X = 1) \times \log(1 + e^{-\alpha \ell_y + \alpha \ell_z}) \right) d\ell_y d\ell_z - 1
\]

We prove now that the last term in (36) is the mutual information between $L_y + L_z$ and $X$. We can first remark that (substitution in the integral)

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{L_y}(\ell_y | X = 1) p_{L_z}(\ell_z | X = 1) \times \log(1 + e^{-\alpha \ell_y + \alpha \ell_z}) \right) d\ell_y d\ell_z = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{L_y}(\ell_y | X = 1) p_{L_z}(\ell_z | X = 1) \times \log(1 + e^{-\ell_y + \ell_z}) \right) d\ell_y d\ell_z
\]
Let $u = \ell_y + \ell_z$ and $t = \ell_z$, we have

$$
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{\alpha_y} (t | X = 1) p_{\alpha_z} (\ell_z | X = 1) \times 
\log (1 + e^{-u}) du
\times
\log (1 + e^{-t}) dt
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{\alpha_y} (u-t | X = 1) p_{\alpha_z} (\ell_z | X = 1) \times
\log (1 + e^{-u}) du
= I(L_y, X) + I(L_z, X) - I(L_y + L_z, X)
$$

where $x = I(L_y, L_z)$. 

The convolution leads to

$$
I(L_y, L_z) = I(L_y, X) + I(L_z, X) + 
\int_{-\infty}^{+\infty} p_{\alpha_y} (u-t | X = 1) \times \log (1 + e^{-u}) du
\times
\log (1 + e^{-t}) dt
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_{\alpha_y} (u-t | X = 1) p_{\alpha_z} (\ell_z | X = 1) \times
\log (1 + e^{-u}) du
= I(L_y, X) + I(L_z, X)
$$

which concludes the proof.

B. Approximation of $\alpha = f(I(L_y, L_z))$ for the SCTX

The two curves in Fig. 6 can be approximated with the polynomials below:

$$
\alpha_y = 5.6574 x^6 - 12.3492 x^5 + 10.3204 x^4 - 3.7379 x^3 + 0.5703 x^2 + 0.0671 x + 0.9461
$$

$$
\alpha_z = -9.1055 x^5 + 24.933 x^4 - 26.7916 x^3 + 14.8465 x^2 - 3.8655 x + 1.2148
$$

where $x = I(L_y, L_z)$. 
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