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Introduction

Multiple Scattering and wave localization

The propagation of waves, for example light waves, in a disordered media is an active research area nowadays. The original scientific motivation came from an astrophysical question about the properties of light radiated by interstellar atmospheres [1]. After that, in general, wave propagation was studied in many fields of physics such as, for example, acoustics, solid states (electrons in metal), geophysics (seismic waves in earth-crust), and so on.

Generally, in a slab of thickness $L$, characterized by a mean free path $\ell$, we define the opacity (optical thickness) as $b = L/\ell$. In multiple scattering regimes ($b \gg 1$) wave propagation is governed by the diffusion equation [2]. However, in the case of light, as well as in the case of electrons, the quantum nature of the wave has to be considered. In fact, in random media, interference can modify wave propagation (by reducing the diffusion coefficient), and even lead to it vanishing completely, where the diffusion is suppressed [3]. In this latter case, the wave function is localized in the media, and the phenomena is known as Anderson’s localization.

A macroscopic criteria, in order to observe such localization, is expressed by the Ioffe-Regel criteria [4]:

$$\ell \sim \lambda$$

which gives a relation between the wavelength ($\lambda$) and the mean-free path ($\ell$).

Particularly, such criteria requires a scattering medium with high spatial densities $n$, and a high scattering cross-section $\sigma$ ($\ell \propto 1/\sigma n$).

Photons traveling through strongly scattering media are an ideal model system with which to study localization. This is because the photons are not charged and do not interact with each other. In the optical domain, the experimental realization of such a dense sample is very difficult but many ideas have been put forward and experiments carried out to try to achieve this intriguing regime. In particular, we point to the experiment carried out in 1997 [5], where the authors claim to have observed Anderson’s localization by using semiconductor powder in 3D geometry. But the results were contested by proposing an alternative interpretation which includes the absorption of the sample [6]. However, a more recent experiment shows that close to the localized threshold, a modification of the diffusion coefficient was observed by performing time-resolved photon transport [7] [8].
Multiple Scattering and Cold Atoms

The effects of interference in wave transport can also be seen even in the diluted regime ($\ell \gg \lambda$), called the weak localization regime, with the observation of coherent light transport properties such as coherent back scattering (CBS), observable even with cold atoms [9].

Nowadays, with more developed laser cooling techniques [10], we are able to trap atoms, starting from a "hot" vapour, in a Magneto-Optical Trap (MOT), realizing an atomic sample which is controllable across a wide range of parameters.

The choice to use cold atoms to study multiple scattering, particularly for the observation of Anderson’s localization, is motivated by the complete absence of absorption and by the possibility of controlling the scattering properties of the sample including, for example, the atomic cross-section.

In the case of cold atoms, with for example $^{85}\text{Rb}$, the Ioffe-Regel criteria impose a spatial density of about $10^{13} - 10^{14}$ atm/cm$^3$ in order to observe localization effects. This means that one has to increase the atomic density by three or four orders of magnitude compared to that obtainable in a standard MOT.

However, it is well known in the cold atom research community that multiple scattering has been a major limitation on the possibility of obtaining large phase space density, and particularly high spatial density, in cold atomic traps. In fact, Bose-Einstein condensation in diluted atomic vapors was only achieved after switching off all laser fields and using evaporation techniques [11] [12]. Moreover, when the number of trapped atoms is increased the light scattered by these atoms will modify the phenomena of light induced forces. In this regime two competing effects have to be considered: an opacity effect, which leads to a compression of the trap, and a repulsive radiation pressure, which tends to increase the size of the atomic cloud. The model proposed by [13] predicts a constant density $n$ when more and more atoms are added into the MOT. This means that if we want to increase the density, we need to "control" the interaction induced by the scattered light within the MOT.

Multiple Scattering and Gain

As we already mentioned, light can also be trapped in a disordered system due to multiple scattering. In an active medium (with gain) the propagating light wave will travel along a long random route before it leaves the medium, and will be amplified at every scattering event. As we already observed, interference effects can survive random multiple scattering (e.g. CBS or weak localization) and such an interference effect is still observable if we introduce gain into the medium. Moreover, it is possible to observe that long, deeply penetrating light paths become much more important with the introduction of gain. This means that if we think of Anderson’s localization of light as closed loops made by the light in an extremely strong scattering media, the introduction of gain can amplify such a "localized state". Further, we can be confident that the presence of gain can allow us to observe the pre-localized state. This justifies our interest in having an active sample, with gain, to study new effects in the multiple scattering even though the localization threshold is not reached. In order to do this we decided to use a pump-probe scheme with our large cloud of cold atoms to pump energy into the atomic medium, and found a very
large gain [14]. The investigation of unexplored regimes of cold atomic clouds, namely the limit of very large numbers of atoms in the presence of quasi-resonant light, could also be helpful in reaching the dense regime needed for the investigation of light localization. This latter aspect is the main subject of this thesis.

Outline of the thesis

We will present the experimental set-up in Chapter 1. In Chapter 2 we will present a detailed experimental investigation of size and density scaling laws for large magneto-optical traps with up to $10^{10}$ atoms and identify a new mechanism which can limit the density of the atoms in such a system. In Chapter 3 we will present the strategies used to compress our atomic sample by up to two orders of magnitude with respect to a standard MOT. This study was finalized to design new compression techniques to achieve high spatial densities, in order to study localization effects of light in a dense cloud of cold atoms.

However, before doing that, the pump-probe scheme provides us with the possibility of investigating the Degenerate Four-Wave Mixing (DFWM) signal in a sample of cold atoms. In Chapter 4, after a brief introduction of its theoretical aspect, we will present the observation of a new effect, the red-blue asymmetry of the DFWM signal for high intensities of the pump beams. This asymmetry can be explained as the spatial bunching of the atoms in the nodes or antinodes of the strong standing wave of the pump beams.
Chapter 1

Experimental Setup

In the following section, we will describe the Rb set-up used for the experiments performed during this thesis.

The set-up has already been described in [9]. However, several items have been changed. Therefore we will give more details of the present laser set-up, including the laser cooling system, as well as the repumper laser, with a description of the MOT configuration. In this part, we will also show all calibration curves used during all the experimental measurements performed.

![Figure 1.1: Atomic levels of energy $^{85}$Rb, $^{87}$Rb. The transitions used for trapping and repumper atoms of $^{85}$Rb are reported.](image-url)
1.1 The Laser System

The complex laser set-up, shown in Table (1.1) and described in the following sections, was necessary to allow flexible time and frequency control of all lasers and to obtain the relatively high power obtained for all beams. The high power is needed because of the large beam waists used to trap a lot of atoms.

One additional advantage of this set-up is that intensity fluctuations are reduced by the injection technique we use (the Master-Slave technique). In fact, the good spectral quality of the Distributed Bragg Reflector (DBR) laser diodes, our Master frequency-stabilized laser, is transferred into a more powerful laser diode (Slave), which follows the frequency imposed by the Master. The typical Master-Slave arrangement is presented in Fig. (1.1), and the frequency injection is checked by using a home-made confocal Fabry-Perot (FP) Fig. (1.1). Frequency is controlled by double passing through an acousto-optical modulator (AOM) as shown in Fig. (1.2).

After this brief presentation of the ideas behind the laser control we will present the laser arrangement for both repumper and cooling lasers in greater detail.

1.1.1 Cooling laser

Cooling and trapping is performed on the D2 line of the Rubidium \((5S_{1/2} \rightarrow 5P_{3/2})\) at wavelength \(\lambda = 780\,nm\). To be precise we use the hyperfine cycling transition \(F = 3 \rightarrow F' = 4\). The laser light for this transition is obtained by a DBR diode (Yokogawa YL78XN), with a nominal power of about 5\(mW\) and a line width of 2\(MHz\). The laser is frequency-stabilized on the cross-over transition of the saturated absorption, as we can see in the Fig. (1.3). Then, it is frequency-shifted via a double pass acousto-optical modulator (AOM1) roughly 80\(MHz\) on the blue side of the resonant transition \(F = 3 \rightarrow F' = 4\). As we need more power for the trapping beams, we inject a slave diode (SDL5401-G1) which provides us with more than 20\(mW\). The injection is made by the geometric alignment of a laser beam through the optical isolator of the slave. The operating range of such an injection, monitored by a Fabry-Perot Fig. (1.1), depends on the slave temperature and current. Even with the controlled temperature and stabilized current source we are using,
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Figure 1.3: Signal of Saturated absorption used to obtain the derivative signal for laser stabilization. We lock the MOT master-laser in the cross-over $(CO_{24})$ between the $F' = 2$ and $F' = 4$ transition, indicated by the arrow. This transition is about $\sim 90\, MHz$ below the cycling $F = 3 \rightarrow F' = 4$ atomic transition. To calibrate the time scale, we used the difference between the two cross-over $(CO_{24} and CO_{24})$, that we know are $31.7\, MHz$ distant from each other, as reported in the figure.

an injection might hold for only half an hour in the worst case, but might run all day without readjustment under more stable conditions (e.g., less room temperature fluctuations). The output of this slave is then passed through a tapered amplifier (SDL-8630-E) Fig. (1.1). A second acousto-optical modulator (AOM2) Fig. (1.1), used in a single pass configuration, is used to bring the frequency of the laser close to the resonant transition $F = 3 \rightarrow F' = 4$ of $^{85}Rb$ and is also used as a switch (with a reduction of $10^{-4}$ in the first diffraction order). A spatial filter (diameter of $100\, \mu m$) Fig. (1.1), allows us to clean up the transverse mode of the laser and we routinely obtain $180\, mW$ power after using the spatial filter. Using polarizing cubes the laser is then split into 3 pairs of counter propagating beams crossing into a $10\, cm$ sized cubic vacuum chamber.

The 6 beams (not retro-reflected) have each been expanded by a telescope to a waist of $w = 2.4\, cm$ before entering the vacuum chamber. We thus have intensities of about $1\, mW/cm^2$ for each of the six beams.

The optimization of the number of trapped atoms had lead us to misalign the counter propagating beams in some experiments. However, by very carefully adjusting the center of the counter propagating beams we finally obtained an optimal trap with as many as $10^{10}$ atoms trapped.

As we use a time sequence where the second acousto-optical (AOM2) modulator is periodically switched off (for the detection procedure), the polarization of the laser after this acousto-optical modulator can change depending on the applied time sequence.
Therefore, the intensities of the 6 MOT beams have to be balanced very carefully. During the period when we switch off the cooling and trapping beams (and the magnetic field gradient as well), all the light passes without diffraction through AOM2 (Fig. (1.1)), and is directed to a third acousto-optical modulator (AOM3) where we use the first diffraction order as a probe beam. The single pass AOMs (AOM2 and AOM3) are used as switches, and the frequency of the cooling and trapping beam as well as of the probe beam (during the corresponding time period) is controlled via a double pass on the acousto-optical modulator (AOM1). The frequency can be calibrated by looking at the displacement of the transmission signal of the Fabry-Perot (Fig. (1.1)) as a function of the voltage applied to the AOM1. Typically we found a calibration coefficient of 2.1Γ/Volt.

1.1.2 Repumper

![Diagram of saturated-absorption signal for the repumper transition.](image)

**Figure 1.4:** The diagram shows the saturated-absorption signal for the repumper transition. The repumper-laser is stabilized in a cross-over transition. Then we finely adjust its frequency by looking at the maximum number of atoms trapped as we will see later on in Fig. (1.5).

As we perform the atomic cooling by using the $F = 3 \rightarrow F' = 4$ slightly red-detuned by $\sim 3\Gamma$, as we already saw in the Sec. (1.1.1), we also have a probability different from zero, to excite the $F = 3 \rightarrow F'' = 3$, which is an open transition. This latter transition is responsible for the hyperfine ground changing state via a spontaneous Raman-Transition. This transition happens for every $10^3$ photons exchanged between the atom and the cooling laser. Thus we need a repumper laser tuned, for example, to $F = 2 \rightarrow F' = 3'$ to 'repump' the atoms back into the $F = 3$ hyperfine ground state to be ready to be cooled and trapped again.
1.1. THE LASER SYSTEM

![Graph (a)](image-a)

![Graph (b)](image-b)

**Figure 1.5:** The diagram shows the calibration of the repumper laser. The frequency shift of the double-passing as a function of tension control, Fig. (b), is monitored by looking at the Fabry-Perot transmission and we found a calibration coefficient of $1.39 \Gamma/\text{Volt}$. The tension necessary to be at resonance is found by looking at the atomic fluorescence obtained during a 'Dark-Phase' of 2 ms with a large probe detuning of about $\delta_{\text{probe}} \sim -6 \Gamma$, Fig. (a). By looking at Fig. (a), we observe that the optimum repumper transition ($F = 2 \rightarrow F' = 3$) corresponds to a control tension in the AOM of about 8.71 Volt. A less favourable transition is also found for a control tension of 1.12 Volt, which corresponds to $F = 2 \rightarrow F' = 2$ atomic transition that is about $\sim 60 \text{MHz}$ away from the $F = 2 \rightarrow F' = 3$.

In the past we used several different lasers as repumpers. The present configuration uses a master-slave configuration with a DBR master (Yokogawa YL78XNW/S) and a SDL slave (SDL-5401-G1). The master laser is locked to a cross-over transition and shifted, Fig. (1.4) by a double pass AOM (AOM4), before injecting the slave laser. The output beam of the slave laser is passed through an AOM (AOM5) in single pass configuration allowing the possibility of switching the repumper laser on and off at will. We
also inserted a half-wave plate and a polarizing cube (intensity control Fig. (1.1)), which allowed us to change the intensity of the repumping laser, one of the techniques employed to change the number of atoms in the MOT. The size of the repumping beam was also increased by a telescope before entering the vacuum chamber and was limited by the size of the lenses used to \( \phi = 10 \text{ cm} \), providing a maximum intensity for the repumping beam of \( I_{\text{rep}} = 0.5 \text{ mW/cm}^2 \). We also placed a diaphragm at the conjugate position of the MOT, allowing us to reduce the capture volume of the MOT without affecting the MOT dynamics directly. We used a retro-reflection scheme for the repumper along one axis at about 20 degree from the axis defined by the magnetic field coils.

1.1.3 Probe

The probe beam was obtained by using the first diffraction order of the acousto-optical modulator AOM3 Fig. (1.1). As we periodically switched off the cooling and trapping beams by the AOM2 Fig. (1.1), during the period when the MOT was off, all the light passed through AOM2 without diffraction. Then, this light was sent into the AOM3. The time duration of the probe could be set by controlling the duration of TTL applied to AOM3, while its detuning was imposed by the double-passing AOM1 Fig. (1.1), which could be changed independently of the MOT’s detuning, ranging between \(-4\Gamma\) and \(+4\Gamma\).

1.2 The MOT

After we had realized laser stabilization for both the cooling and the repumper laser, as described in the Sec. (1.1), and after the separation into three branches as shown in Fig. (1.1), we again separated each branch into two others, to obtain the three counter propagating pairs, for the \( \sigma^- - \sigma^+ \) configuration required for the Magneto-Optical Trap (MOT), as shown Fig. (1.6).

The MOT was loaded from a room temperature vapor of Rubidium \(^{85}\text{Rb} \) atoms in a cubic quartz cell sized 10 cm [15]. A system of vacuum valves connects the cell to an ionic pump (25 l/sec) that allows a vacuum of \(10^{-8} \text{ mbar} \) inside the cell, and a reservoir of Rb.

The magnetic field gradient is obtained by two coils in configuration \( \text{anti-Helmholtz} \). We typically obtained a magnetic field gradient of about 10 Gauss/cm with a current of 2 A with a relative tension of 6 Volt. We were also able to switch off such a magnetic field in about 50\( \mu \text{sec} \).
Figure 1.6: Photo of the Rb MOT (red spot) realized in the center of the vacuum cell.
Table 1.1: In the figure we show the set-up arrangement used for cooling and trapping the atoms. Basically, the set-up is formed by three main blocks. The block (a), shows the master-slave configuration used for the frequency stabilization of the laser MOT, we used the block (c) as a power-amplifier that gave us sufficient power to produce six independent beams for trapping. First of all, the outgoing beam is split into three beams (pair 1, pair 2, pair 3) and then each beam is split again into two more beams. Finally, the block (b) shows the master-slave configuration for the repumper laser. More details for each block are given in the text.
Chapter 2

Size Experiments

The first realization of a Magneto-Optical-Trap (MOT), where atoms are cooled and trapped by using quasi resonant-light, was achieved at the end of the '90s. We will briefly review the physical process at the origin of such mechanisms. Several references on the basic processes and physical mechanisms which govern atomic motion in laser-light were studied [16], [17]. Here we will report only the main results and useful relations used during this thesis. Starting from the simplest atomic model (a two-level atom) at rest, we will review the light-induced forces, giving the expression for the radiation pressure and dipole force. Then we will quickly pass through the description of the well-known Doppler Cooling and end up with the role played by the structure of multi-level atoms.

2.1 Atom-light Interaction

In atom light interaction the laser field is assumed to be monochromatic with frequency $\omega_L$, and can be described as a classical field dependent on time, after a unitary transformation [18]:

$$\vec{E}_L(\vec{r}, t) = \frac{E_0^L}{2}(\vec{\epsilon}_L(\vec{r})e^{-i\omega_L t - i\phi(\vec{r})} + c.c),$$

(2.1)

where $E_0^L$, $\vec{\epsilon}_L$ and $\phi(\vec{r})$ are respectively the amplitude, polarization and phase of the laser field in the $\vec{r}$ position.

The atom-laser interaction is given in the dipole approximation, and is characterized by Rabi frequency $\Omega$, which is proportional to the scalar product of dipole moment matrix $\langle e | d | g >$ and laser field $\vec{E}_L(\vec{r}, t)$. The atom-vacuum field interaction is responsible for the spontaneous emission of photons by excited atoms which is characterized by the natural width $\Gamma$.

In the case where separation between internal and external degrees of freedom is possible, we can adiabatically eliminate the fast internal variables and derive reduced equations of motion for external variables. The evolution of the internal degrees of freedom is described by the Optical-Bloch-Equation (OBE). In a stationary regime, using the Rotating-Wave-Approximation (RWA), which neglects the anti-resonant terms of the interaction terms, and by solving the OBE, we can arrive at an expression of the force acting on one atom at rest [16]. The total force can be resumed in the following way [16]: an atom in a monochromatic light field with a frequency tuned close to an atomic resonance $\omega_0$, experiences strong forces and large acceleration which can be used for slowing...
2.1. ATOM-LIGHT INTERACTION

down the atomic velocity. The force has two contributions: the conservative dipole force arising from the energy shift of atomic states in a light field, and the dissipative radiation pressure arising from momentum transfer and scattered photons.

In the following sections, we will review both forces, and give their expressions and characteristics.

The radiation pressure

The expression of radiation pressure, for an atom at the position \( \vec{r} \) and with a \( \vec{v} = 0 \) is given by [16]:

\[
\vec{F}_{pr}^\star = \frac{\hbar \Gamma}{2} \nabla_\star \phi(\vec{r}) \frac{s(\vec{r})}{1 + s(\vec{r})},
\]

where \( \phi(\vec{r}) \) is the phase of electric field, \( \delta = \omega_L - \omega_0 \) the laser detuning, \( s(\vec{r}) = \frac{\Omega^2(\vec{r})/2}{\delta^2 + \Gamma^2/4} \) is the saturation parameter and \( \Omega(\vec{r}) \) the Rabi frequency where the atom is located.

In the simplest case, a plane running wave, the phase is \( \phi(\vec{r}) = -\vec{k}_L \cdot \vec{r} \), and \( \Omega \) is uniform and thus \( s \). Then the Eq. (2.2) reads:

\[
\vec{F}_{pr}^\star = \frac{\hbar \vec{k}_L \Gamma}{2} \frac{s}{1 + s}, \quad s = \frac{I/I_s}{(1 + 4\delta^2)}
\]

where we observed that \( \Omega^2 \) is proportional to the intensity laser \( I \) and we usually express \( I \) in units of saturation intensity \( I_s \). Also, it is useful to define the saturation parameters for \( \delta = 0 \) as \( s_0 = I/I_s = 2 \Omega^2/\Gamma^2 \).

We observed that the force expressed by the Eq. (2.3), is proportional to photon scattering rate \( \Gamma \cdot \sigma_{ee} \), where \( \sigma_{ee} = \frac{1}{2} \cdot \frac{s}{1 + s} \) is the excited state population.

Finally, we concluded that the radiation force is simply related to the momentum transfer \( \hbar \vec{k}_L \) for each absorbed photon of the plane wave.

The dipole force

The second term of the total atomic force is given by:

\[
\vec{F}_{dip}^\star(\vec{r}) = -\frac{\hbar \delta}{2} \nabla_\star \frac{s}{1 + s}.
\]

This force is equal to zero for a plane wave because of \( \Omega(\vec{r}) = const \). It is related to the intensity gradient and can be deduced from a potential in stationary regime [18]:

\[
U_{dip} = \frac{\hbar \delta}{2} \log(1 + s).
\]

In the limit of small saturation parameters \( s \ll 1 \), and large detuning \( |\delta| \gg \Gamma, \Omega \), Eq. (2.5) reads:

\[
U_{dip} = \frac{\hbar \Omega^2}{4\delta}.
\]
And for example, when $\delta < 0$ the potential $U_{dip}$ has a minimum where the intensity is maximal. This peculiarity can be used to trap atoms using Gaussian beams, with few microns in waist, where we have the highest intensity, for a red-detuned laser.

### 2.1.1 The Magneto Optical Trap (MOT)

We will give a basic description of MOT by first introducing the Doppler-Cooling model, used to slow down the atomic velocities, and indeed, we are neglecting dipole forces that give rise to the well-known Sisyphus Effects [16]. Then we will explain how we obtained the spatial confinement required for trapping the atoms.

#### Doppler Cooling

Doppler cooling was suggested in 1975 by Hänsch and Schawlow [19]. It is based on the fact that the frequency laser is shifted for a moving atom by $-\vec{k} \cdot \vec{v}$. This fact should be taken into account by replacing, in the Eq. (2.3), the detuning $\delta' \rightarrow \delta - \vec{k}_L \cdot \vec{v}$. In a 1D situation, we considered two counter propagating plane waves in Oz directions, and one atom with a velocity $v_z$. In the low saturation limit ($s \ll 1$), the total force experienced by the atom can be written:

$$F_z(v_z) = \hbar k_L \frac{\Gamma}{2} \left( \frac{I/I_{sat}}{1 + 4 \cdot \frac{(\delta - k_L v_z)^2}{\Gamma^2}} - \frac{I/I_{sat}}{1 + 4 \cdot \frac{(\delta + k_L v_z)^2}{\Gamma^2}} \right).$$

(2.7)

We can further simplify the expression (2.7) by taking the limit for small velocities $k_L v_z \ll \Gamma$, and writing it as a friction function:

$$F_z(v_z) \approx -\gamma v_z, \quad \gamma = -\hbar k_L^2 s \frac{2 \delta \Gamma}{\delta^2 + \Gamma^2/4}.$$  

(2.8)

The generalization in the third dimension is straightforward in the case $s \ll 1$, where the forces add independently to the three standing waves. But the result in Eq. (2.8), and its generalization, is completely wrong in the case of large intensity.

Because of the important friction coefficient $\gamma$ (for $\delta < 0$), this type of cooling has been called "Optical Molasses". If one changes the frequency of the laser to positive ($\delta > 0$) one will get a heating process (i.e. increasing of the atomic velocities).

In this approximation, the Doppler model leads to a zero velocity for all atoms. This is because we are neglecting the fluctuations of the forces due to spontaneously emitted photons, which have random directions, and photon absorption processes, which depend on the recoil velocity ($\hbar k_L/M$). These two effects both contribute to the diffusion coefficient in momentum space $D_p$, responsible for the atomic heating.

The final temperature achievable in the optical molasses is a balance between the heating and cooling mechanisms, and is related to $D_p$ and $\gamma$ via the following expression [16]:

$$k_B T = \frac{D_p}{M \gamma},$$

(2.9)

where $M$ is the atomic mass and $k_B$ the Boltzmann constant.

In the 3D generalization, we can show that [16]:

...
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\[ k_B T = \frac{\hbar \Gamma}{4} \left( \frac{2|\delta|}{\Gamma} + \frac{\Gamma}{2|\delta|} \right). \] (2.10)

The Eq. (2.10) has a lower limit in temperature. If we choose \( \delta = -\frac{\Gamma}{2} \) the limit temperature of the Doppler cooling \( T_D \) can be written as:

\[ k_B T_D = \frac{\hbar \Gamma}{2}. \] (2.11)

In the case of \(^{85}\text{Rb}\) the Doppler cooling limits give rise to \( T_D = 140 \mu K \), with corresponding mean velocity distribution \( \bar{v}_D = 0.1 \text{ m/sec} \).

This Doppler force can be useful for decelerating atoms but does not provide spatial confinement and the atoms may quit the laser beams and be lost. The solution to this problem is to generate a spatial restoring force, directed towards the trap center, by using the Zeeman shift of the atomic frequency. Such an effect is achieved by applying an external magnetic field gradient.

Spatial Confinement

The idea was proposed by J.Dalibard and then realized by S.Chu and is based on multilevel atoms. In general, in the context of laser cooling, the term "multi-level atoms" is used to indicate the atoms with the degenerate Zeeman structure for both ground and excited states. Let’s considerer the case of an atomic transition \((J = 0 \rightarrow J = 1)\) with the three times degenerate excited state. Then, the energy shift due to an external magnetic field \( B \) is given by \( g_J m_J \mu_B B \), where \( \mu_B = e\hbar/2m_e \) is the Bohr magneton, \( m_J \) is the projection of angular momentum along the direction of the magnetic field, and \( g_J \) is the Landé-factor.

In the case of a standing wave with appropriate polarizations \((\sigma^+/\sigma^-)\) and applying the magnetic field gradient, with zero crossing in the trap center, we broke the symmetry along the laser cooling beams. Thus, the atoms can distinguish between laser beam directions. If the magnetic field can be written as \( B = (\nabla B)z \), introducing magnetic field gradient \((\nabla B)\), in the direction of the standing wave as described above, we modified the force acting on the atom adding the Zeeman effect. In fact, (in the case \( J = 0 \rightarrow J = 1 \) transition with \( m_J = \pm 1,0 \)) the atomic detuning modifies in the following way:

\[
\begin{align*}
\delta' & \rightarrow \delta \pm \frac{g_J \mu_B (\nabla B) z}{\hbar}, \ m_J = \pm 1 \\
\delta' & \rightarrow \delta, \ m_J = 0
\end{align*}
\] (2.12)

We note that the Zeeman shift plays a role in the Doppler effect on the optical molasses. Thus, the expression of the total force is exactly analogous with Doppler cooling if we make the substitution \( k_L v_z \leftrightarrow \frac{\mu (\nabla B) z}{\hbar} \), with \( \mu = g_J \mu_B \).

Due to the magnetic field gradient, we can introduce spatial dependence into the expression of the force given by Eq. (2.7). With a limit of \( s \ll 1 \) and considering a linear approximation of around \( v_z \approx 0 \) and \( z \approx 0 \), the force looks like that of a damped harmonic oscillator:
that leads to a restoring force for a red detuning ($\delta < 0$).

With such a description and in a low density limit, the mean extension of the MOT can be deduced from its temperature by using the equipartition theorem in the following way:

$$\frac{1}{2} M v_z^2 = \frac{1}{2} k_B T_D = \frac{1}{2} \kappa \langle z^2 \rangle.$$  

From the Eq. (2.14) in the Doppler limit with optimum detuning $\delta = -\frac{\Gamma}{2}$ we found that:

$$\langle z^2 \rangle = \frac{\hbar \Gamma}{\kappa} = \frac{\hbar \Gamma}{4 k_L s \mu b'},$$  

and for the typical parameters of our MOT $^{85}$Rb, $T_D = 140 \mu K$, $b' = 10 G/cm$ and $s = 0.5$ we defined as standard deviation for the size $\sigma_z = \sqrt{\langle z^2 \rangle} \approx 15 \mu m$.

In this condition the MOT’s size is independent of the number of atoms and is only limited by the temperature. Thus, in principle, if the temperature goes to zero, the density can diverge. This means that we can set the density value as we prefer. Particularly, in the case of $^{85}$Rb MOT, it is possible to obtain a temperature lower than $T_D$, just by using the Sisyphus cooling [20] to increase the density. This is because we are neglecting the collective effects in the MOT.

The first manifestation of such effects in the MOT is the increase in its size when more and more atoms are added. This is responsible for the transition between the temperature-limited regime (TL), where the size is independent of numbers of atoms, and the multiple-scattering regime (MS), where the atom-atom interactions are important, and they start interacting with each other due to the scattering of the photons within the atomic cloud. In the MS regime, the one-atom model is no longer valid. If we want a reliable description for density behavior in a MOT we need to include such effects in a possible model.

In the next sections, we’ll take an overview of the following effects: absorption and re-radiation within an atomic cloud. We will also see how they can be combined together.

### 2.1.2 Re-radiation and Absorption: The Wieman model

When the number of trapped atoms is increased, the light scattered by atoms starts to modify the light-induced forces. Two competing effects have to be taken into account: the shadow effect [21], arising from the attenuation of the trapping beam, which compresses the cloud; and the repulsive radiation pressure effect [22], which increases the size of the cloud. The size of the atomic cloud is determined by the relative importance of these effects. A standard MOT works in the MS scattering regime, where the re-scattering
process is more important than the attenuation. Consequently the size increases with the
numbers of atoms while the spatial density stays constant. In such a regime, the density
is limited to \( n \approx 10^{10} - 10^{11} \text{cm}^{-3} \).

Finally, to resume we can say that: the force acting on a trapped atom is made up
of three contributing forces. The first is the trapping force produced by laser beams and
the Zeeman shifts of the atomic energy. The second is the attenuation force, called
the shadow effect, due to atomic density. The last, the multiple scattering force, arises from
the atoms reradiating the absorbed photons which are subsequently scattered a second
time by other atoms. The physical origin of the two latter forces will be discussed in the
following paragraphs.

\section*{Shadow Effect}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{shadow_effect.png}
\caption{Shadow effects: The trapping beams are absorbed when travelling through the cloud
and this effect gives rise to a compressive force i.e directed towards the center of the MOT.}
\end{figure}

The intensity loss due to the scattering of light from a laser beam when it travels
through a sample of resonant atoms with atomic frequency \( \omega_0 \), and density \( n(z) \), in the
limit \( s \ll 1 \) is given by:

\[
\frac{dI}{dz} = -\hbar \omega_0 \frac{\Gamma}{2} s n(z) \quad (2.16)
\]

where for \( \delta = 0 \) the Eq. (2.16) can be written as:

\[
\frac{dI}{dz} = -\hbar \omega_0 n(z) \frac{\Gamma}{2} \frac{I}{I_{\text{sat}}} = -\sigma_0 n(z) I \quad (2.17)
\]

where we define the atomic resonant cross-section as \( \sigma_0 = \frac{3\lambda^2}{4\pi} \).

The general solution of the differential Eq. (2.17), for an incoming beam with \( \delta \neq 0 \),
can be expressed by:

\[
I(z) = I_\infty e^{-\sigma_L \int_{-\infty}^{z} n(z')dz}, \quad \sigma_L = \frac{\sigma_0}{1 + 4(\delta \Gamma)^2} \quad (2.18)
\]
In the case of constant density \( n(z) = \text{const} = n_0 \) for a slab with a thickness of \( L \) \((0 \leq z \leq L)\), with boundary condition \( I(z = 0) = I_\infty \), we can write:

\[
T(\delta) = I(z = L)/I_\infty = e^{-b(\delta)}
\] (2.19)

where \( T(\delta) \) is the transmission coefficient measured at the end of the sample. We define the atomic optical thickness as the following quantity:

\[
b(\delta) = -\ln(T(\delta)) , \quad b = \int_{-\infty}^{+\infty} \sigma_L n(z) \, dz .
\] (2.20)

If the \( \sigma_L \) does not have spatial dependence, and for constant density in the slab, we have \( b(\delta) = n_0 \sigma_L(\delta) L \). The optical thickness can also be expressed as \( b(\delta) = \frac{n_0 \sigma_L(\delta)}{\ell} \), where \( \ell = 1/\sigma_L n_0 \) is the mean free path in the diffusing medium. In some sense, \( b \) measures the number of diffusions made by the laser light before escaping from the medium.

Let us consider the 1D-model illustrated in Fig. (2.1), two plane waves respectively of intensity \( I^+ (I^-) \) for the laser coming from the left (right) with respect to the atomic cloud. Their intensities are attenuated by the optically thick atomic cloud. Such attenuation leads to a local imbalance between the two counter propagating beams that produces the so called attenuation force (shadow effects). The two unattenuated beams are assumed to have the same incoming intensity \( I_\infty \). The strength of the force associated with the local intensity imbalance is found in the following way for \( \delta = 0 \), and for atoms at rest:

\[
F_{\text{shw}}(z) = \frac{\hbar k L \Gamma}{2 I_{\text{sat}}} \left( I^+(z) - I^-(z) \right)
\]

\[
= \frac{\hbar k L \Gamma I_\infty}{2 I_{\text{sat}}} \left( e^{-\int_{-\infty}^{\infty} \sigma_0 n(z) \, dz} - e^{-\int_{-\infty}^{\infty} \sigma_0 n(z) \, dz} \right)
\] (2.21)

If we derivative the Eq. (2.21) with respect to \( z \) and then we make the limit of small optical thickness \( b = \int_{-\infty}^{\infty} \sigma_L n(x, y, z) \, dz \ll 1 \) we obtain:

\[
\partial_z F_{\text{shw}}(z) = -2 \cdot \frac{\hbar k L \Gamma I_\infty n(x, y, z) \sigma_L}{2 I_{\text{sat}}} \left( 1 - \frac{b_z}{2} \right)
\] (2.22)

The generalization of the force in three dimensions is straightforward. By using the same arguments, we find \( \partial_y F_{\text{shw}}(y) \), \( \partial_x F_{\text{shw}}(x) \), and the total force is given by the following relation:

\[
\vec{\nabla} \cdot \vec{F}_{\text{shw}} = -2 \frac{\hbar k L \Gamma I_\infty \sigma_L}{2 I_{\text{sat}}} n(x, y, z) \left( 3 - \frac{b_x + b_y + b_z}{2} \right)
\] (2.23)

Assuming spherical density distribution for the atomic cloud and small optical thickness \( b_x = b_y = b_z \ll 1 \) the Eq. (2.23) can be rewritten as:

\[
\vec{\nabla} \cdot \vec{F}_{\text{shw}}(r) = -6 \frac{\hbar k L \Gamma I_\infty \sigma_L}{2 I_{\text{sat}}} n(r)
\]

\[
= -6 \frac{\sigma_L^2}{c} I_\infty n(r) , \quad k_L = \omega_L/c
\] (2.24)

The negative sign of the divergence indicates that this attenuation force yields to a compression of the atomic cloud.
Correction of the Spring Constant

As already mentioned in [13], when many atoms are added in the trap, the attenuation of the trap beams can give rise to a slight reduction of the spring constant of the MOT. In the following we will try to characterize this effect, and in order to simplify the discussion, we will consider a 1D-model for a two-level atom.

As shown in Fig. (2.1), for small optical thickness \( b = \frac{L}{\ell} \ll 1 \), the force experienced by one atom at rest, including the shadow effect, can be written:

\[
F_{\text{tot}}(z) = \frac{\hbar k_L \Gamma I}{2 \cdot I_{\text{sat}}} \left\{ \frac{1 - (z + L/2)/\ell}{1 + 4 \cdot \frac{\delta - \mu z}{\Gamma^2}} - \frac{1 + (z - L/2)/\ell}{1 + 4 \cdot \frac{\delta - \mu z}{\Gamma^2}} \right\}
\]

(2.25)

where we simplified the notation using \( \mu = \frac{\mu_B (\nabla B)}{\hbar} \). As usual, we linearized the force around \( z \approx 0 \) by taking the limit \( \mu \cdot z \ll \delta \), and arriving at the expression for the force:

\[
F_{\text{tot}}(z) \approx -\kappa \cdot z
\]

(2.26)

where \( \kappa_0 \) is the spring constant for the "one-atom" MOT, given by Eq. (2.13).

The correction to the spring constant, the \( \frac{b}{2} \) factor, can be neglected if

\[
b/2 \ll \frac{n \sigma_0}{8 \delta \mu/\Gamma^2}.
\]

(2.27)

Eq. (2.27) with \( b = n \sigma_L L \) leads to a condition for the magnetic-field gradient (\( \nabla B \)):

\[
b' \ll \frac{[1 + 4(\delta/\Gamma)^2] \Gamma^2 \hbar}{(4 |\delta| \mu_B) L}
\]

(2.28)

For our typical parameters of MOT, i.e \( L = 10^{-3} m \), and \( \delta = -2\Gamma \) this condition is completely verified.

At the end this correction to the spring constant has to be taken into account only when we deal with magnetic field gradients of the order of \( 10^2 G/cm \).

Multiple scattering

In a laser field of intensity \( I \), an atom absorbs and subsequently re-radiates energy at a rate of \( P_{\text{diff}} = \sigma_L \cdot I \). Thus, the intensity of light radiated by one atom at the position of a second atom located a distance \( d \) away is:

\[
I_{\text{diff}} = \frac{I \sigma_L}{4\pi d^2}.
\]

(2.29)

The multiple scattering force for two atoms is \( \frac{I_{\text{diff}}}{c} \langle \sigma_R \rangle \), where we indicate with \( \langle \sigma_R \rangle \) the average absorption cross section for re-scattered photons. In general, the frequency of
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the reradiated light is different from the incident light because of frequency redistribution. In the high intensity limit, $\langle \sigma_R \rangle$ is different from the absorption cross section $\sigma_L$ because the fluorescence spectrum for an atom is formed by three components called Mollow’s Triplet [23]. The complete expression for $\langle \sigma_R \rangle$, in the high intensity limit, can be found in the appendix A. Here we will give just an approximate expression in the limit of $|\delta| \gg \Omega \gg \Gamma$ for the difference between the two cross sections, and we get:

$$\langle \sigma_R \rangle - \sigma_L \cong \sigma_0 \frac{\Omega^2}{8} \cdot \frac{\delta^2}{2}. \quad (2.30)$$

Using Eq. (2.29) the multiple scattering force for two atoms at a distance from each other of $d$, can be written as:

$$F_{ms} = \frac{\langle \sigma_R \rangle \sigma_L I}{4 \pi c d^2}. \quad (2.31)$$

To generalize to an arbitrary distribution of atoms, we consider that an incident photon is unlikely to be absorbed and emitted more than twice by atoms in the MOT (double scattering approximation). In such an approximation we can write the following expression for $F_{ms}$:

$$\vec{F}_{ms}(r) = \frac{\langle \sigma_R \rangle \sigma_L I}{4 \pi c} \int \frac{I(r')n(r')}{|r - r'|^3} d^3 r'. \quad (2.32)$$

Like in electrostatic, we can use Gauss’s law to obtain a differential equation for $F_{ms}(r)$, with the assumption that absorption of the beams in the MOT is small.

Let us consider a surface $S$, with an element of surface area $d\vec{S}$ which contains the atomic density distribution $n(r)$. We define $r$ as the point connecting the center of atomic distribution and one point on the surface. Then, $F_{ms}(r)$ at that point $r$, can be rewritten as:

$$\oint_S \vec{F}_{ms}(r) \cdot d\vec{S} = \frac{I \langle \sigma_R \rangle \sigma_L}{c} \int_V n(r) d^3 r, \quad (2.33)$$

where $V$ is the volume enclosed by $S$.

Then, by using the divergence theorem, we obtain:


\[ \int_V (\vec{\nabla} \cdot \vec{F}_{ms}(r) - \frac{I}{c} \langle \sigma_R \rangle \sigma_L n(r) d^3r) dV = 0. \] (2.34)

and because Eq. (2.34) is independent of the particular choice of Volume (V), we arrive at the differential form of Eq. (2.33):

\[ \vec{\nabla} \cdot \vec{F}_{ms}(r) = \frac{I}{c} \langle \sigma_R \rangle \sigma_L n(r) \] (2.35)

The form of the divergence of \( F_{ms} \) is similar to that found for \( F_{shw} \) but, in this case, with the opposite sign. This means that the \( F_{ms} \) force expands the atomic cloud. We can note that the multiple scattering is a Coulomb-like force: proportional to \( r \) inside the atomic cloud, and decreases like \( 1/r^2 \) outside.

**Steady state regime in the small optical thickness regime** (\( b \ll 1 \)).

The three forces (and their divergences) discussed above, neglecting the correction to the spring constant, will now be combined to form the total force acting on the atoms in the MOT.

\[ \vec{\nabla} \cdot \vec{F}_{tot}(r) = \vec{\nabla} \cdot (\vec{F}_{ms} + \vec{F}_{shw} + \vec{F}_{trap}) = 0 \] (2.36)

From that relation we can have an analytical expression for the upper limit of the density achievable in a MOT.

If we get the total intensity as \( I = 6I_\infty \), (because we have six independent beams), we end up with an equation like this:

\[ \frac{6I_\infty}{c} (\sigma_L)^2 n_{cw}(\langle \sigma_R \rangle / \sigma_L - 1) - 3\kappa_0 = 0 \] (2.37)

In Eq. (2.37) the spring constant \( \kappa_0 \) can be deduced from a trapping model Eq. (2.13), that can be supposed to be described by a Doppler model that takes account of degenerate atomic structure.

In Eq. (2.37), where the density \( (n_{cw}) \) is constant, the only unknown parameter is \( \eta = \langle \sigma_R \rangle / \sigma_L \), which depends on the properties of reradiated light that can have spectral distribution different from that of the laser light.

In the situation where \( \langle \sigma_R \rangle \neq \sigma_L \), the density can be written:

\[ n_{cw} = \frac{\kappa c}{2I_\infty \sigma_L (\langle \sigma_R \rangle - \sigma_L)} \] (2.38)

that can be rewritten as:

\[ n_{cw} = \frac{\kappa_0}{G_3}, \quad G_3 = \frac{2I_\infty}{c} (\eta - 1) \] (2.39)

where we introduced an effective interaction term \( G_3 \) between the trapped atoms, as a function of the \( \eta \) parameter.

This is called the Wieman model [13]. The model gives us an upper limit for the atomic density that does not depend on the number of atoms but only on the trapping
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Figure 2.3: Figure showing the size vs. number of atoms taken from the reference [13]. The inset shows a discrepancy of experimental observation (dot points) with respect to the model $N_{at}^{1/3}$, proposed [13], when the number of atoms became of the order of $5 \times 10^7$.

parameters. That is equivalent to saying that the cloud’s volume increases linearly with the number of atoms ($N_{at}$) trapped in the MOT.

The Wieman model is well validated in the regime of $N_{at} < 5 \times 10^7$. However, deviation from that model has been observed experimentally in the limit of large atomic clouds ($10^9$) Fig. (2.3).

The experimental results presented in Fig. (2.3) seem to indicate the existence of a new regime, where the scaling law for the size ($L$) is $L \propto N_{at}^{1/2}$. One possible explanation has been proposed in reference [13]. The new regime occurs when the growing of the atomic cloud is made a constant optical thickness $b$. In such a situation, the MOT adapts itself to have a constant optical thickness.

With our set-up, we were able to observe the same behavior when the number of atoms rises above $10^9$. The measured evolution of the atomic size $L$ is reported in FIG. (2.4). Even though the two experiments are showing the same qualitative behavior, they cannot be compared directly to each other. As we will describe more precisely in the experimental set up sections, the experiments were made with different protocols.

Data shown in FIG. 2.3, are gathered by looking at the total fluorescence and the size defined as the FWHM of the fluorescence recorded with a CCD. Also, during the probe phase, the magnetic field gradient is always kept on. This can lead to a more involved
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Figure 2.4: Experimental data for the size as function of $N_{at}$ is given. Indeed, an evident new regime for the size is observed with our set-up. This might be in agreement with the observation made in [13].

Theoretical discussion, including the spatial dependence on the absorption cross section (Zeeman shift). That is why, in order to simplify things, we decided to do more "clean" experiments where, during the probe phase, only the probe is present.

The confirmation of $N_{at}^{1/2}$ regime in our MOT can be one possible limitation on achievement of high atomic density. In fact, if we suppose that the new regime appears when the optical thickness of the MOT is constant, ($b = n\sigma L = const$) the consequence would be a decrease in density. Therefore, its highest value is not reached at maximum $N_{at}$.

A complete understanding of $N_{at}^{1/2}$ regime, and its behavior as a function of the control's parameters, may help us towards the best, or at least, a correct starting point for the following compression stage if we want to compress the atomic cloud.

In the following subsection we will list possible effects which can contribute to density limitation.

**Taking into account the correct spring constant**

As we already saw we can include the corrections of spring constant as mentioned in Sec.(2.1.2) in the complete model. We can show that, for one atom at rest, in 1-D configuration, after the force presented in Eq. (2.25) Sec.(2.1.2), including the multiple-scattering terms (MS-term) (in approximation of double-scattering) and with the same
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Figure 2.5: Typical MOT profiles are shown for the three spatial directions. The profiles are obtained for standard MOT parameters with a total number of trapped atoms of about $10^{10}$.

notation, the multiple scattering force reads:

$$F_{ms}(z) = \eta \frac{b \cdot z}{(L/2) \left\{ 1 + 4 \cdot (\delta/\Gamma)^2 \right\}}$$  \hspace{1cm} (2.40)

where, again, $\eta = \langle \sigma_R \rangle / \sigma_L$ and $b = n \sigma(\delta) L$ is optical-thickness. If we include such a term for the linearized-force around the trap’s center and for $b \ll 1$, we end up with the following expression:

$$F_{tot}(z) = -\kappa_0 \{ 1 - b/2 + (\eta - 1) \frac{(\Gamma^2 + 4\delta^2)}{8\delta\mu L} b \cdot z \} .$$  \hspace{1cm} (2.41)

When we look for the steady-state, we find that the following condition has to be fulfilled:

$$1 - b/2 + (\eta - 1) \frac{(\Gamma^2 + 4\delta^2)}{8\delta\mu L} b = 0$$  \hspace{1cm} (2.42)

But still, the model takes into account the correction to the spring constant which gives rise to a constant density:

$$n_0 = \frac{8 |\delta| \mu}{\sigma_0 \Gamma^2 (\eta - 1)} ,$$  \hspace{1cm} (2.43)

that corresponds exactly to the CW-model.
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Figure 2.6: Figure shows the typical loading time of the MOT with standard parameters. The line fits the recorded fluorescence via Eq. (2.45). From the fit we extract a $\sim 3$ sec life-time.

Cold Collisions limiting atomic density

In our set-up, the trap is loaded continuously from the background room-temperature atomic vapor, with a loading rate $L$ (atoms/sec). The evolution of the total number of atoms trapped can be written as [24]:

$$\frac{dN}{dt} = L - \gamma \cdot N - \beta \cdot \int n^2(r,t) d^3r,$$

(2.44)

where $n(r,t)$ is the atomic density, and where we have taken into account two types of loss process: collisions with room-temperature background atoms which occur at rate $\gamma$ (proportional to both $Rb(P_{Rb})$ and residual vacuum-pressure $P_{vac}$), and the collisions between trapped atoms (cold collisions). They can impact each other and have enough kinetic energy to allow them to escape from the trap.

The loss rate of the trapped atoms increases quadratically with the atom density $n$ and is characterized by a trap loss $\beta$ term. In fact, $\beta$ accounts for two-body losses, i.e. two atoms are lost in the trap for each collision. In the limit of low spatial density, where we can neglect the cold collision, the general solution of Eq. (2.44), with the condition $N(t = 0) = 0$ is given by:

$$N(t) = N_\infty (1 - e^{-\gamma t})$$

(2.45)

and the stationary solution $N_\infty = \frac{L}{\gamma}$. If $P_{vac} \ll P_{Rb}$ the $N_\infty$ is independent of the pressure, ($L \propto P_{Rb}$ and $\gamma \propto P_{Rb} + P_{vac}$). However, the life-time $\tau = 1/\gamma$, which is also the time
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taken to fill the trap, does depend on pressure. The general expressions for the two coefficients $L$ and $\gamma$ can be computed by using kinetic theory for a room-temperature gas [25]. We assumed the loss-rate due to collisions between trapped atoms and room-temperature atomic background to be $\gamma = \rho_0 \cdot \sigma_{\text{rb-\text{rb}}} \cdot v_{\text{rms}}$ where $\sigma_{\text{rb-\text{rb}}} \sim 10^{-13}$ cm$^2$, and $\rho_0$ is the density of background gas, and $v_{\text{rms}} \sim 236$ m/s is the root-mean-square of the Maxwell Boltzmann velocity distribution.

The measured $\gamma = 0.3$ s$^{-1}$ corresponds to an indicative pressure of $P_{\text{Rb}} = 0.9 \cdot 10^{-9}$ mbar, in the science cell. This value is in complete agreement with another kind of measurement: the transmission of a resonant atomic beam through the cell. If we define $T_{\text{cell}}$ as the transmission on the cell’s MOT over a distance $L_{\text{cell}}$, and $T_{\text{ref}}$ as the transmission in a reference cell of length $L_{\text{ref}}$, we can deduce the following relation between the two relative pressures:

$$\frac{P_{\text{cell}}}{P_{\text{ref}}} = \frac{\ln(T_{\text{cell}})}{\ln(T_{\text{ref}})} \cdot \frac{L_{\text{ref}}}{L_{\text{cell}}}.$$  \hspace{1cm} (2.46)

By computing the Eq. (2.46) with $L_{\text{ref}} = 35$ mm, $T_{\text{ref}} = 22\%$, for the reference cell, $L_{\text{cell}} = 463$ mm $T_{\text{cell}} = 2.2\%$ for the science cell, using the results of ref (for $P_{\text{ref}} = 3.8 \cdot 10^{-7}$ mbar, we end up with a ‘hot’ pressure for $\text{Rb}$ of about $P_{\text{cell}} = P_{\text{Rb}} = 0.7 \cdot 10^{-9}$ mbar.

Suppose now that we cannot neglect cold collisions. Thus, we need to solve the complete Eq. (2.44) supposing a constant density $n_0$. Hence, the evolution of total number of atoms in the MOT is found to be:

$$N(t) = N_\infty (1 - e^{-(\gamma + \beta n_0) t}) \hspace{1cm} (2.47)$$

The only unknown parameter is then the cold collision coefficient $\beta$.

There are several ways to measure such a term. For example the easiest could be done either by monitoring the time evolution of the number of trapped atoms [26] or by illuminating the atomic cloud with the light from a "catalysis" laser to increase the collisions rate without affecting the operation trap [27].

In the case of $\text{Rb}$-atom, we can find in reference [28], for our parameters and the same isotope ($^{85}\text{Rb}$), the measured $\beta = 2 \cdot 10^{-12}$ cm$^3$·s$^{-1}$. In order to be limited by cold collision, we need to fulfill the condition $\gamma \sim \beta n_0$. In our case, we measured a maximum density’s value of $n_0 \sim 10^{10}$ cm$^{-3}$ and $\gamma = 0.3$ s$^{-1}$, thus we are in the regime $\beta \cdot n_0 \ll \gamma$.

We can conclude that, in order to be limited by cold collisions, we need to reach a density of about $n_0 \sim 10^{12}$ cm$^{-3}$.
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Alignment of the Trapping Beams.

![Spatial atomic distribution is shown in the case of misalignment of the trapping beams. Even with few atoms in the trap, clumps of rotating atoms around a nucleus can be produced, giving rise to a Saturn-like image. Approximate size of the atomic cloud is about 1 cm.](image)

It is well known [22], that a misalignment of trapping beams can yield to an atomic clump rotating around a central core. This effect can be easily seen, and can be another possible limitation of the density. In fact, in such a situation, one more term $a_{cent} r$ (centripetal-like acceleration) has to be added. This force, directed out of the atomic cloud and responsible for the stable orbit-generation, can be added to the total force experienced by the trapped atom in the following way:

$$F(r) = -\kappa_0 r + G_3 n r + a_{cent} r.$$ \hspace{1cm} (2.48)

Eq. (2.48), in the equilibrium situation, gives a maximum density

$$n_0 = \frac{\kappa - a_{cent}}{G_3} < n_{CW}$$ \hspace{1cm} (2.49)

where $n_{cw}$ is the density in the CW-model without accounting for this effect.

On the whole, as shown by Eq. (2.49), the misalignment of trapping beams could decrease the atomic density and that is why particular attention has to be taken in order to avoid such an effect.

During all the experiments presented in this thesis, the trapping beams were well aligned.
2.1.3 The Wieman-Pritchard Model

So far we have learned that the main limitation to obtaining high atomic density in the cloud is due to multiple scattering. This is one evident limitation to obtaining degenerate gases like Bose-Einstein Condensate (BEC) in standard MOT.

Over the years, many efforts have been made in order to circumvent such a limitation. The most important attempt to overcome this problem was proposed in reference [29] where for the first time a new type of MOT was proposed and obtained. It consists of a confinement of atoms predominantly in a “dark” hyperfine level (for $^{85}$Rb $F = 2$) that does not interact with the trapping light. This leads to much higher densities because repulsive forces between atoms, due to multiple scattering, are reduced. As reported in the original paper: “...in such a trap, more than $10^{10}$ atoms have been confined to densities approaching $10^{12}$ atoms/cm$^{-3}$” for the Sodium atom.

In reference [29], a generalization of the Wieman-model was presented including a “dark” and “bright” hyperfine ground state. We will call such a generalization the Wieman-Pritchard model. In this new model a new parameter $p = \frac{N_3}{N_2 + N_3}$ is introduced where $p$ gives the probability that an atom is in the bright hyperfine state. Thus, both trapping and multiple scattering forces modify in the following way:

$$F_T(r) = -\kappa p r,$$

$$F_{ms}(r) = G_3 n p^2 r$$

(2.50)

In the steady-state regime, we have $|F_T| = |F_{ms}|$, and this gives the following expression for the density:

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{figure2_8.png}
\caption{Theoretical prediction given by the Wieman-Pritchard model. For $p \sim 0.01$, we observe a transition between the TL-regime and MS-regime for which the highest density is obtained.}
\end{figure}
\[ n = \frac{n_0}{p}, \quad n_0 = \frac{\kappa}{G_3}. \quad (2.51) \]

We note that for \( p = 1 \), we recover the Wieman model. If we are able to set \( p \sim 0.01 \), the density can be enlarged by two orders of magnitude.

Technically speaking, we can get such a low “\( p \)” by realizing a spatial “dark-spot” in the center of the repumper laser. Indeed, an atom trapped in the center of MOT doesn’t see the repumper photons and spends most of its time in the Dark \( F = 2 \) hyperfine state. It can only be repumped in the bright state and cooled again when it goes out of the dark-zone. However, looking at the Eq. (2.50), as \( p \) is decreased, a second limit for the density appears. In fact, we arrive in the Temperature-Limited regime where because \( \kappa_0 \propto p \) the density adheres to \( n \propto p^{3/2} \). This means that there is an optimum value of \( p \) which optimizes the density as shown in FIG (2.8).

Our interest in the behavior of the Magneto-Optical Trap in general lost its fascination after the realization of the first Bose-Einstein Condensate (BEC) with the evaporating-cooling technique, and because of the difficulty of dealing with multiple scattering, which is especially problematic in MOTs with a very large number of atoms.

In the following sections, we will present an experimental study of a MOT with the possibility of trapping up to \( 10^{10} \) atoms. A complete investigation of this special MOT, and an understanding of the main limitations of the density’s value, could be a step towards answering the following question: “Why can’t we set as high density in the MOT as we want?”.

In all the following experiments, we varied the total number of atoms \( (N_{at}) \) to investigate a region that spanned from the multiple-scattering regime to the new regime where we observed a \( \sqrt{N_{at}} \) scaling law for the size.

The most important results of this study are published in the paper titled: “Scaling laws for large magneto-optical traps.”, here attached.

In Sec. (2.2) we will comment on some parts of the paper by giving more details, particularly focusing on atomic and spatial calibration discussed in Sec. (2.2.1).

Then, in Sec. (2.2.2) we will present the ‘preliminary test’ part, which covers the description of all experiments performed before doing a systematic study of the MOT, to be sure that the results obtained are independent of the way we probed the atomic cloud. This section also includes a description of image analysis treatment and the different ways used to change the numbers of atoms in the MOT.

The Sec. (2.3) concludes the experimental part, where the size experiments are shown and qualitative differences are pointed out when the total number on the MOT is changed in different ways.

Finally, in Sec. (2.3.2), one particular case of the generalized Wieman-Pritchard model introduced in the attached paper is presented.
2.2 Experimental set-up and detection techniques

![Detection system diagram](image)

**Figure 2.9:** Detection system used to take an image of the MOT. In this configuration we are able to have access to 3-D density profiles. The two orthogonal images are recorded into a CCD by using a polarized cube. We define $I_g$ as the image coming from the left-side of the cube, while $I_d$ is for that coming straight as shown in the illustration.

In the following sections, we will report the detection scheme used to probe the cloud. We will detail the calibration both for atom and CCD camera. We will also give the preliminary tests carried out to ensure that the size of the cloud does not depend on the laser parameters used to probe the cloud.

In order to perform the size measurements we recorded the cloud fluorescence in a CCD camera.

In order to obtain a 3-D reconstruction of the density distribution we use two 2-D images from orthogonal directions. We collect both by polarizing a cube into the CCD camera using the set-up shown in Fig. (2.9).

Referring to Fig. (2.9), we will refer to the image taken in "direction one" as $I_d$, while "direction two" will be referred to as $I_g$.

From the two images we can retrieve spatial information as well as the 2-D fluorescence integrated in one direction. $I_g$ measures the size in the $Ox$ and $Oy$ directions, while $I_d$ measures the size in the $Oy$ and $Oz$ with respect to the laboratory frame.

The two images are taken in the simple-scattering regime. Such a regime is achieved with a time sequence. We alternate a "MOT phase" with the duration of $30ms$ where the trapping beams, repumper and magnetic field are switched off, and the dark-phase of $5ms$ within which the trapping beams are switched on and far-red detuned ($-7\Gamma$).
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We will see later (in the ‘preliminary test’ section) that with this detuning, the MOT size isn’t going to be modified by the scattering light of the probe. The dark phase is also sufficiently short so that all the atoms remain in the capture zone and are efficiently recaptured when the MOT is switched back on.

With the duty cycle described above, the only problem we have is that the CCD camera cannot be triggered. The minimum exposition time $t_{\text{exp}}$ is 20 ms due to the opening of the mechanical shutter. To overcome such a problem, the CCD remains in the acquisition mode for all of the exposition time and is protected from the bright light scattered during the MOT phase by a shutter as shown in Fig (2.9).

The trapping laser is turned on and off with an acusto-optical modulator. The same TTL signal, generated by computer, drives the modulator and serves as a reference for the controller of the shutter. Then its phase is adjusted so that we don’t detect the scattering light during the MOT phase. In this way, we are able to perform acquisition during up to several tens of seconds, or even more, depending on the signal to noise ratio that we’re interesting in. However, one typical exposition time is of about 15 s. Further, a background image (‘dark’ for us), taken without cold atoms and with the same exposition times, is obtained by turning off the repumper when the trapper laser is on. The dark image is necessary to subtract stray light from the cold atoms.

The typical images, with relative MOT profiles along the three spatial directions ($Ox, Oy, Oz$) are shown in FIG. (2.10) for the $I_g(x, y)$ image and FIG. (2.11) for $I_d(z, y)$.

---

**Figure 2.10**: Typical MOT fluorescence signal recorded in $I_g(x, y)$. In the upper-right position a cut of the $Y$-direction is plotted, while in the lower-left there is a cut of the $X$-direction.
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![Figure 2.11: Typical MOT fluorescence signal recorded in $I_d(x, y)$. In the upper-right position a cut of the oy direction is plotted, while in the lower-left there is a cut of the oz direction.](image)

2.2.1 Calibration

In this section we detail the calibration procedure used both for the atoms and the CCD camera.
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Figure 2.12: The typical time sequence used for the size experiments is shown. We alternate a 30 msec MOT-phase to a 2 msec for the 'dark'. We collect the signal only for a time $\tau_{probe}$, and we average over many cycles.
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Spatial Calibration

\[
\text{Image } I_g(x, y) \parallel \alpha \quad Y_{MOT} \quad (\Delta Y_{\text{probe}}) \parallel \beta \quad \Delta Y_{\text{ccd}} \parallel \Delta X_{\text{ccd}}
\]

**Figure 2.13:** An illustration of the technique used for the spatial-calibration of the CCD. We related the horizontal fluorescence of an on-resonance laser beam imaged directly into the CCD and recorded its horizontal displacement using a graduate translation-stage as described in the text. In the illustration on the left-side the angle \(\beta\) between the CCD and probe axis is defined.

**Figure 2.14:** Linear fit used to determine the \(\eta(\text{mm/pixel})\) factor for spatial calibration. Experimental points were obtained in the way described in the text, and using the method illustrated by Fig. (2.13).
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The camera used for the following experiments is a cooled CCD (APOGEE AP1) with a checked linearity curve, and square pixels \((9\mu m \cdot 9\mu m)\). The magnification \(\zeta (mm/pixels)\) of our detections system was found by using the experimental set-up shown in Fig. (2.13). We used a probe tuned at resonance with the atomic hot vapor inside the vacuum cell, and we moved it parallel to the probe direction where the MOT is formed by using a translation stage. Thus, knowing the real vertical displacement in \(mm\) and recording the position of the fluorescence of the hot atoms in \(pixel\) in one direction of the CCD camera (for example \(I_g(x,y)\) Fig. (2.13)), we can precisely deduce \(\zeta\). In order to do that, we account for the relative angles as defined in Fig. (2.13): the first made between the probe and the angle of view \(\alpha\); the second one \(\beta\), made with respect to the CCD. By looking at the Fig. (2.13), we can easily be convinced that the magnification \(\zeta\) can be written in the following way:

\[
\zeta (mm/pixels) = \frac{\Delta Y_{\bot}}{\Delta Y_{ccd}} = \frac{\Delta Y_{probe} \cdot \cos(\alpha) \cdot \cos(\beta)}{\Delta Y_{ccd}}
\]  

(2.52)

where \(\beta\) is defined as \(\tan(\beta) = \frac{\Delta X_{ccd}}{\Delta Y_{ccd}}\), the angle between the CCD and the probe axis. We also estimated that \(\tan(\alpha) = \frac{6 \text{ cm}}{16.5 \text{ cm}}\) and thus \(\alpha = 0.35 \text{ rad}\).

From the measure shown in Fig. (2.15), we extracted \(\frac{\Delta Y_{ccd}}{\Delta Y_{probe}} = 22.92 \text{ pixel/mm}\); also for a horizontal displacement of \(\Delta X_{ccd} = 30.96 \text{ pixels}\) when a vertical is moved by \(\Delta Y_{probe} = 5 \text{ mm}\), we calculated \(\beta = 0.263 \text{ rad}\) and finally using Eq. (2.52), we found a calibration value of:

\[
\zeta (mm/pixels) = 39.5 \mu m/pixel
\]  

(2.53)
Atomic Calibration

Figure 2.15: Experimental Set-up used to measure the Coherent Transmission. We image the MOT center with two lenses into a photodiode, and select the central part of it by diaphragm. This arrangement, replacing the photodiode with a CCD camera, can be used for the absorption image technique.

After the spatial calibration, the next important stage is to calibrate the fluorescence signal of the CCD camera. In the low intensity limit $s \ll 1$, we can write the scattering rate as $\Gamma/2 \cdot s$. In such a regime, the fluorescence recorded into the CCD with the $I_g$ ($I_d$) image, integrated in the directions Oz (Ox), is proportional to the number of atoms, and the signal obtained can be written, for the $I_g$ image, as:

$$I_g(x, y) = \beta \frac{\sigma_o}{1 + 4(\frac{\delta}{\Gamma})^2} \int n(x, y, z) \, dz \quad (2.54)$$

as well as for $I_d$:

$$I_d(z, y) = \beta' \frac{\sigma_o}{1 + 4(\frac{\delta}{\Gamma})^2} \int n(x, y, z) \, dx \quad (2.55)$$

Indeed, $\beta$ and $\beta'$ depend on the solid angle of the detection system as well as on the intensity of the laser beams and on the duration of the probe illumination.

In principle, as the total number of atoms in MOT does not depend on which directions we look at, we conclude that $\frac{\beta}{\beta'} (N_{at}) = \text{const} = 1$. This could be checked in the experimental images and for both directions, as a control that everything works as one would expect.

We calibrate the fluorescence by measuring the optical thickness across the $z$ direction of the atomic cloud at the center $(x = 0, y = 0)$, by looking at the coherent transmission curve of the probe laser as a function of laser detuning $\delta$ (Fig. (2.16)).

Generally, a large optical thickness $b_0$ is responsible for the flat transmission around the resonance $\delta = 0$, and is too small to be measured. The non zero transmission is due to the finite linewidth of our probe laser estimated to be $2 \, MHz$ and assumed to be Lorentzian. In order to take this into account we convolute the monochromatic coherent transmission with the probe laser spectrum $\mathcal{L}(\delta \nu)$:
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Figure 2.16: Experimental curve showing the absorption (coherent transmission) of the probe beams with its frequency scanned across the atomic resonance ($^{85}\text{Rb}, F = 3 \rightarrow F' = 4$). From its width, defined as FWHM (given in $\gamma$ units), we extracted the on-resonance optical thickness ($b_0$) as described in the text. In this particular case we found FWHM = $6\Gamma$ that corresponds to $b_0 = 30$.

$$T(\delta) = \int_{-\infty}^{+\infty} \mathcal{L}(\delta \nu) e^{\frac{-b_0}{1 + 4(\delta + \delta \nu)^2}} d(\delta \nu).$$  \hspace{1cm} (2.56)

By computing the FWHM in units of $\Gamma$, from Eq. (2.56) for different $b_0$, we end up with the curve shown in Fig. (2.17) that we use to characterize our atomic sample.

If we assume a monochromatic spectrum for the probe laser, we can easily give an analytical expression for mapping the FWHM (in $\Gamma$ units) of the coherent transmission with the on-resonance optical thickness ($b_0$) expressed by:

$$\Delta \nu_{FWHM} = \Gamma \sqrt{\frac{b_0}{\ln(2)} - 1}.$$  \hspace{1cm} (2.57)

The graph in Fig. (2.17) shows that if the spectral properties of the probe laser are not taken into account, the calibration of the number of atoms can be wrong. We can overestimate the total number of atoms in the MOT and consequently the atomic density. Also, from the figure Fig. (2.17), we computed the FWHM of coherent transmission $T_c(\delta)$ by numerically integrating Eq. (2.56), and the results can be fitted by the following function:

$$\Delta \nu_{FWHM}(b_0) = \Gamma \cdot A(\sqrt{(G \cdot b_0 - 1)})$$  \hspace{1cm} (2.58)
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Figure 2.17: Theoretical model for FWHM of Coherent Transmission. The circle dots represent a theoretical model for coherent transmission convoluted with a Lorentzian spectrum of 2 MHz; the dashed line is the transmission without taking into account the spectral properties of the laser probe (monochromatic case), while the solid line is a fit with the function given in Eq. (2.58). Finally, the dotted line represents normal work conditions (standard parameters) for our MOT ($b_0 = 30$).

with two free fitting parameters $A = 1.10$ and $G = 1.21$.

In order to improve the experimental determination of $b_0$, each value of the transmitted intensity taken in presence of cold atoms is divided by the incident intensity without the cold atoms. With this protocol, the coherent transmission curve shown in Fig. (2.16) is obtained. From its FWHM, we extract the on-resonance optical thickness $b_0$ (typically found to be $b_0 = 30$ in our MOT) which is independent of density profile as integrated along one direction:

$$b(\delta) = \sigma_L(\delta) \int_{-\infty}^{+\infty} n(0, 0, z) \, dz.$$  \hspace{1cm} (2.59)

By comparing, for example, the center values for the image $I_y(0, 0)$ Eq. (2.54) and the Eq. (2.59) we are now able to calibrate our detection system.

Supposing a Gaussian density distribution for the atomic cloud, characterized by the standard deviations $\sigma_x, \sigma_y, \sigma_z$, the total number of atoms in the cloud is found to be:

$$N_{at} = (2\pi)^{3/2} n_0 \sigma_x \sigma_y \sigma_z,$$  \hspace{1cm} (2.60)
and equivalently using Eq. (2.59) for a Gaussian distribution:

$$N_{at} = \frac{(2\pi) b_0 \sigma_x \sigma_y}{\sigma_0}.$$  \hspace{1cm} (2.61)

We can further deduce the center density at the MOT’s center via a direct measurement of $b_0$ still using Eq. (2.59):

$$n_0 = \frac{b_0}{\sqrt{2\pi} \cdot \sigma_0 \cdot \sigma_z}.$$  \hspace{1cm} (2.62)

In conclusion, the calibration of $N_{at}$ can be done with only the images $I_g$ while the density needs the $I_d$ image, as we have to look at the $Oz$ direction.

This apparently complicated protocol of measurement allows us to extract all the quantities we are interested in from three experimental measurements, $b_0$, $I_g$, $I_d$.

During all calibrations, we assume that the atoms are equally distributed among all the Zeeman sublevels of the ground state. This is accounted for by considering a $g$ factor equal to:

$$g = \frac{1}{3} \frac{2F^\prime + 1}{2F + 1}.$$  \hspace{1cm} (2.63)

This reduces the total cross section $g \cdot \frac{3\lambda^2}{2\pi}$. For the transition $F = 3 \rightarrow F^\prime = 4$ on the $^{85}$Rb, we have $g = 3/7$.

### 2.2.2 Preliminary test

In this part, we will detail all experiments done before the beginning of the systematic scan of the MOT parameters. Such tests are useful in order to control all possible physical effects that can be involved in the size measurements. Particularly, we want to be sure that what we are measuring does not depend on the laser parameters we use to probe the atomic cloud.

From the curves shown in Fig. (2.18), we see that the apparent MOT size does not depend on the probe detuning when its value is set to be $\delta_{probe} = -6\Gamma$. For that detuning value we also investigated the size for different values of probe duration for both large and small MOT (Fig. (2.19)).

From the experiment observation Fig. (2.20) we conclude that size didn’t change during different probe durations for either the large or the small MOT. However, we observed dramatical drops in the total number of atoms due to optical pumping towards lower hyperfine ground state ($F = 2$) Fig. (2.19). This is because of the absence of a repumping laser during the probe phase. This means that if we don’t want a loss of signal, the duration of illumination, done with the six trapping beams red-detuned, has to be as small as possible.

During all the experiments, we chose such a duration to be of the order $\tau_{probe} = 10 \mu s$. 
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Figure 2.18: Cloud size as a function of probe detuning. Keeping the number of atoms in the trap constant, we varied the probe detuning of six trapping beams. From the experimental observations, we deduced that a $\delta_{\text{probe}} = -6\Gamma$ doesn't modify the MOT's size and is independent of it. We checked this in the two extreme cases that could be realized with our set-up: a 'large' MOT, shown in Fig. (a) with $10^{10}$ atoms, and a relatively 'small' MOT, Fig. (b) with $10^8$. These are the extremes of the ranges we looked at.

Atomic control

We are able to control, and measure, the total number of atoms in the MOT in different ways illustrated below. As before, we can control the delay ($\tau_{\text{delay}}$) between the TTL's
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\[ \tau_{\text{op}} = 60 \mu s \]

\[ \tau_{\text{probe}} (\mu \text{sec}) \]

Figure 2.19: Optical Pumping due to probe interactions with an MOT optical thickness at resonance of \( b_0 = 30 \) and \( \delta_{\text{probe}} = -6\Gamma \) for the probing-beams. The result shows that we need to choose smaller probe durations in order to avoid optical pumping the \( F = 2 \) hyperfine ground state.

signals of the repumper and trapping beams Fig. (2.22). Indeed, when we switch off the trapping beams intensities as before and then the repumper (\( \tau_{\text{delay}} > 0 \)), the light recorded in the CCD (for example in image \( I_1 \)) is proportional to the total number of atoms \( N_{\text{at}} (N_{F=3} + N_{F=2}) \). On the other hand, when the repumper and trapping beams are switched off at the same time (\( \tau_{\text{delay}} = 0 \)), the total fluorescence (image \( I_2 \)) is proportional to \( N_{\text{at}} = N_{F=3} \). Thus the difference between the two images (\( I_1 - I_2 \)) gives us information about the total number of atoms present in the \( F = 2(N_{\text{at}} = N_2) \) state. Finally, in the case in which \( \tau_{\text{delay}} < 0 \) we have a loss of atoms due to optical pumping.

In the standard condition where the MOT works, we have a defined repartition between the atomic population in the different hyperfine ground states (\( F = 3, F = 2 \)). Using the delay method illustrated above we are able to measure such a repartition and monitor it as a function of control parameters.

The delay-method could also be employed to change the total number of atoms in the MOT without affecting any MOT parameters, once we have calibrated the ‘delay’ curve as we did in Fig. (2.21).

A second method is provided by putting a \( \lambda/2 \) wave plate and a polarized cube system in the path of the repumper laser. We can thus change its total intensity before it enters the vacuum chamber. However, by altering the repumper intensity we also change the hyperfine ground-state repartition.

The last technique implemented in our set-up was to reduce the capture volume of our
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Figure 2.20: Size as a function of probe duration $\tau_{\text{probe}}$ for our two extremes: 'large' MOT (b) and 'small' MOT (a). In conclusion the probe used doesn't depend on the $\tau_{\text{probe}}$; the only dramatic consequence is the optical hyperfine pumping (Fig. (2.19)).

trap by limiting the repumper size ($\phi$). The total number of atoms trapped in the MOT varies in accordance with $N_{\text{at}} \propto \phi^4$ [25]. This is realized by imaging a diaphragm, with a controllable aperture, in the center of the MOT chamber using the telescope system of the repumper laser.

In this way, changing the size of the diaphragm results in a variation of the total number of atoms in the MOT without affecting the external control parameters at the cloud location. We have also verified that the intensity at the center of the repumper laser, at the level of the vacuum cell, is constant, as shown in Fig. (2.24).
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Figure 2.21: Number of atoms in the 'bright' state as a function of turn-off delay $\tau_{\text{delay}}$ of the repumper with respect to MOT beams. When $\tau_{\text{delay}} > 0$ all atoms are 'repumped' in the bright $F = 3$ state.

Figure 2.22: Calibration of the delays for the TTL’s signals: the MOT and repumper intensity. We can conclude that the two signals have the same delay.
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Fit $\alpha = 0.9$.

Figure 2.23: Standard deviation (sdv) of the size of the images when they are taken with either $N_3$ or $N_3 + N_2$ atoms. In both cases, the final sdv is independent of such a choice.

**Image analysis**

From the images we obtained we are able to extract plenty of information. First of all, the total fluorescence (the integral made over all pixels’ values) is proportional to the total number of atoms. Then, as we have already seen, from the central value of image $I_g(0,0) \propto b_0$, we can monitor the optical thickness as a function of $N_{at}$.

The only delicate point is the determination of the size of the atomic cloud. In the case of a small MOT (with only $10^7$), the profile of the fluorescence can be well fitted by Gaussian function Fig. (2.25)-(a). While in the case of $N_{at} = 10^{10}$ Fig. (2.25)-(c), such a profile is dramatically different from a Gaussian.

This is why we decided to realize a computer routine to evaluate a standard deviation, in pixels, extracted from the intensity distribution recorded in the images; this quantity is well defined and independent of any assumption of density distribution.

The standard protocol used to analyze the date is resumed as follows:

- Each image is subtracted from a correspondent 'dark (background)', taken in the same experimental conditions and exposition time ($t_{exp}$), without the cold atoms to eliminate the stray light [30].

- After the subtraction, we defined a region-of-interest (ROI) centered around the atomic cloud. This is used to resize the scientific image in order obtain a better signal to noise ratio, and to be less sensitive to background pixel fluctuation. Then, for both directions of the CCD, $x_{ccd} = x$ and $y_{ccd} = y$, we use the standard deviation
as a definition of size, defined by the following quantity:

\[ \sigma_\xi = \sqrt{\frac{\sum_{ij}(\xi_i - \xi_c)^2 \cdot (I_O)_{ij}}{\sum_{ij}(I_O)_{ij}}} } , \quad \xi = x, y, z \quad (2.64) \]

with the ‘center of mass’ \( \xi_c \), defined as

\[ \xi_c = \frac{\sum_{ij} \xi_i \cdot (I_O)_{ij}}{\sum_{ij}(I_O)_{ij}} , \quad \xi = x, y, z \quad (2.65) \]

where in Eqs. (2.64) (2.65) instead of \( I_O \) the appropriate image has to be used: \( I_d \) for \( \xi = y, z \) and \( I_g \) for \( \xi = x, y \). In this way, the scaling-law for the SDV as a function of \( N_{at} \) is obtained without any assumption for the atomic density distribution.

- However, during all measurements, for the sake of simplicity, we compute the central density value (\( n_0 \)) assuming a Gaussian density profile.

### 2.3 Qualitative Observations

In this section, we will give a resume of all qualitative observations that we have made during the investigation of the new regime. A systematic study of the MOT is made:

![Graph showing the experimental evidence](image-url)
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Figure 2.25: Experimental data showing the density profile. The MOT with a moderate number of atoms ($10^7$), profile (a), is well fitted by a Gaussian (dotted-line). In (b) we plot the same data as (a) but in log-linear scale. For a maximum number of atoms in the trap ($\sim 10^{10}$) the Gaussian approximation is no longer valid (c). We found a more ‘squared’ density profile and, in a log-linear plot (d), we can see two different regimes. The dotted-line in (d) is used to illustrate two such regimes.

by altering the standard parameters defined as $I_{\text{MOT}} = 7 \text{ mW/cm}^2$, $\delta_{\text{MOT}} = -2.5 \Gamma$ and $\nabla B = 10 \text{ G/cm}$. The results are presented in the following sub-sections.

2.3.1 Size Scaling Law: $L(N_{at})$

In this particular sub-section we show the main experimental results we obtained from the size experiments.

As in the first investigation, we varied the MOT parameters around the standard one. In this way we want to be able to characterize the cross-over between the two regimes; multiple-scattering and constant optical thickness. This kind of study has also been used to optimize the MOT with our set-up. We further present two different ways to change the number of atoms in the MOT in two separated sections, surprisingly giving different results: atom number controlled by the intensity of the repumper and atom number controlled by its size.
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Repumper Intensity controlled atom number: $N(I_{\text{rep}})$

In this paragraph, we will present the studies for the MOT when we change the total number of atoms by altering the repumper intensity.

For each choice of set of parameters we took about 25 images with the relative dark image and an average exposition time of 60 sec for both directions: $I_g$ and $I_d$.

Once we had performed the MOT optimization we carried out a series of 8 experiments over the two full days that the set-up was kept running in order to maintain the same experimental conditions and to allow us to compare the different series with each other. Throughout the discussion we will present only the results for one size defined as:

$$L = 1/3(\sigma_x + (\frac{\sigma_{y_d} + \sigma_{y_d}}{2}) + \sigma_z)$$

where the size in the Y direction is already defined as an average of the Y-size coming from $I_g$ and $I_d$ images. The Eq. (2.66) is justified because the 3 dimensions follow approximately the same scaling law, as we can see from Fig. (2.26).

The results of the 8 experiments are reported in a separate section, in which they are followed by the relative table giving a resume of the main information we can extract from the analyzed images.

- Varying the MOT intensity, where the intensity of trapping beams are changed: $I_{\text{max}}$, $I_{\text{max}}/2$, $I_{\text{max}}/10$ and the Tab. (2.1);
- Varying the MOT detuning: $\delta = -2\Gamma - 2.5\Gamma - 3\Gamma$ shown in Tab. (2.2);
- Varying the Magnetic field gradient: 4.8, 10, 16 G/cm shown in the Tab. (2.3).
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Figure 2.26: Graph shows the scaling laws for the three spatial directions obtained from one experimental run. The scaling laws are the same for all directions which is why we chose to only monitor an average $L$, defined by Eq. (2.66). The regimes discussed in the text are also represented on the graph: temperature-limited (TL), multiple-scattering (MS) and maybe a new one: constant optical thickness.
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Varying $I_{MOPA}$

- Optical thickness
- Size [mm]
- Density [cm$^{-3}$]
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Varying MOT Intensity ("I\text{MOT}"
### 2.3 Qualitative Observations

<table>
<thead>
<tr>
<th>Name of Experiment</th>
<th>$I_{MOPA}$ (mW/cm²)</th>
<th>$\delta_{MOT}$</th>
<th>$\vec{\nabla}B$ (G/cm)</th>
<th>$b^\text{max}_0$</th>
<th>$N_{cr}^{avg}$</th>
<th>$L_{cr}^{avg}$ (mm)</th>
<th>$N_{at}^{max}$</th>
<th>$L_{max}$ (mm)</th>
<th>$n_0^{max}$ (cm⁻³)</th>
<th>$\alpha_{cr}^{1/3}$</th>
<th>$\alpha_{cr}^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manip1</td>
<td>7</td>
<td>−2.5Γ</td>
<td>10</td>
<td>21</td>
<td>1.6·10⁹</td>
<td>0.96</td>
<td>9.8·10⁹</td>
<td>2.32</td>
<td>2.7·10¹⁰</td>
<td>0.22</td>
<td>0.49</td>
</tr>
<tr>
<td>Manip2</td>
<td>3.5</td>
<td>−2.5Γ</td>
<td>10</td>
<td>17</td>
<td>0.6·10⁹</td>
<td>0.86</td>
<td>3.8·10⁹</td>
<td>2.10</td>
<td>2.3·10¹⁰</td>
<td>0.21</td>
<td>0.45</td>
</tr>
<tr>
<td>Manip3</td>
<td>1.75</td>
<td>−2.5Γ</td>
<td>10</td>
<td>5</td>
<td>0.16·10⁹</td>
<td>1.15</td>
<td>0.38·10⁹</td>
<td>1.63</td>
<td>0.46·10¹⁰</td>
<td>0.23</td>
<td>0.41</td>
</tr>
</tbody>
</table>

**Table 2.1**: The table shows all parameters concerning the experiments for different MOT intensities
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Varying $\delta_{MOT}$

- Optical thickness
- Size [mm]
- Density [$cm^{-3}$]

Varying MOT detuning ($\delta_{MOT}$):

- $\delta = -3\Gamma$
- $\delta = -2.5\Gamma$
- $\delta = -2\Gamma$

$N_{at}$: $10^7$ to $10^{10}$
$10^{10}$ to $10^{10}$
$10^{10}$ to $10^{10}$
<table>
<thead>
<tr>
<th>Name of Experiment</th>
<th>$I_{MOPA} \text{ (mW/cm}^2\text{)}$</th>
<th>$\delta_{\text{MOT}}$</th>
<th>$\nabla B \text{ (G/cm)}$</th>
<th>$b_0^{\text{max}}$</th>
<th>$N_{\text{cr}}^{\text{avg}}$</th>
<th>$L_{\text{cr}}^{\text{avg}} \text{ (mm)}$</th>
<th>$N_{\text{at}}^{\text{max}}$</th>
<th>$L_{\text{max}} \text{ (mm)}$</th>
<th>$n_0^{\text{max}} \text{ (cm}^{-3}\text{)}$</th>
<th>$\alpha_{\text{cr}}^{1/4}$</th>
<th>$\alpha_{\text{cr}}^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manip1</td>
<td>7</td>
<td>$-2.5 \Gamma$</td>
<td>10</td>
<td>21</td>
<td>1.6·10$^9$</td>
<td>0.96</td>
<td>9.8·10$^9$</td>
<td>2.32</td>
<td>2.7·10$^{10}$</td>
<td>0.22</td>
<td>0.49</td>
</tr>
<tr>
<td>Manip4</td>
<td>7</td>
<td>$-2 \Gamma$</td>
<td>10</td>
<td>17.0</td>
<td>1.0·10$^9$</td>
<td>0.87</td>
<td>7.4·10$^9$</td>
<td>2.30</td>
<td>2.3·10$^{10}$</td>
<td>0.21</td>
<td>0.48</td>
</tr>
<tr>
<td>Manip6</td>
<td>7</td>
<td>$-3 \Gamma$</td>
<td>10</td>
<td>21.4</td>
<td>1.60·10$^9$</td>
<td>1.01</td>
<td>9.0·10$^9$</td>
<td>2.16</td>
<td>2.5·10$^{10}$</td>
<td>0.24</td>
<td>0.45</td>
</tr>
</tbody>
</table>

**Table 2.2:** In this table we put together all parameters concerning the experiments for different detuning of MOT beams.
2.3. QUALITATIVE OBSERVATIONS

Varying $\vec{\nabla}B$

Optical thickness

Size [mm]

Density [$cm^{-3}$]

Varying Magnetic Field Gradient ($\vec{\nabla}B$)
<table>
<thead>
<tr>
<th>Name of Experiment</th>
<th>$I_{MOPA} \left( \frac{mW}{cm^2} \right)$</th>
<th>$\delta_{MOT}$</th>
<th>$\nabla B (G/cm)$</th>
<th>$b_0^{\text{max}}$</th>
<th>$N_{cr}^{\text{avg}}$</th>
<th>$L_{cr}^{\text{avg}} (mm)$</th>
<th>$N_{at}^{\text{max}}$</th>
<th>$L_{max} (mm)$</th>
<th>$n_0^{\text{max}} (cm^{-3})$</th>
<th>$\alpha_{cr}^{1/3}$</th>
<th>$\alpha_{cr}^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manip8</td>
<td>7</td>
<td>$-2.5 \Gamma$</td>
<td>5</td>
<td>8</td>
<td>$0.47 \cdot 10^8$</td>
<td>$0.96$</td>
<td>$1.92 \cdot 10^9$</td>
<td>$1.77$</td>
<td>$0.86 \cdot 10^{10}$</td>
<td>$0.20$</td>
<td>$0.43$</td>
</tr>
<tr>
<td>Manip1</td>
<td>7</td>
<td>$-2.5 \Gamma$</td>
<td>10</td>
<td>21</td>
<td>$1.6 \cdot 10^9$</td>
<td>$0.96$</td>
<td>$9.8 \cdot 10^9$</td>
<td>$2.32$</td>
<td>$2.7 \cdot 10^{10}$</td>
<td>$0.22$</td>
<td>$0.49$</td>
</tr>
<tr>
<td>Manip7</td>
<td>7</td>
<td>$-2.5 \Gamma$</td>
<td>16</td>
<td>22.5</td>
<td>$9 \cdot 10^9$</td>
<td>$0.81$</td>
<td>$7.1 \cdot 10^9$</td>
<td>$2.0$</td>
<td>$2.8 \cdot 10^{10}$</td>
<td>$0.25$</td>
<td>$0.44$</td>
</tr>
</tbody>
</table>

**Table 2.3:** In this table we put together all parameters concerning the experiments for different values of Magnetic field gradient.
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Conclusions on repumper controlled Atom numbers.

![Graphs showing qualitative observations](image)

Figure 2.27: In the graph we give a resume of the main results obtained from the study: in particular we look at $N_{at}^{max}$, (a)-(c)-(e), and $n_0^{max}$ (b)-(d)-(f), obtainable in our MOT. The standard parameters are defined as: $I_{MOT} = 7 \text{ mW/cm}^2$, $\nabla B = 10 \text{ G/cm}$, $\delta_{MOT} = -2.5 \Gamma$. From the experiments we found confirmation that for these values the atomic density is optimized while the total number of atoms is not. In fact, as we can see from (c), with the highest power we have, we are still in the linear regime.

From the data reported in table (2.1),(2.2) and (2.3) we can conclude that the threshold (for example in numbers of atoms $N_{cr}^{at}$) of the new regime does not depend on the MOT parameters. The only notable thing is the evolution of the maximum number of atoms captured in the MOT, and the consequent decreasing of the optical thickness. In fact it is evident that by changing the MOT parameters we only affect the capture volume of our trap. To avoid this kind of problem, we could perform the same experiment by keeping the capture volume fixed during the loading time (typically 2 sec), and only changing the MOT parameters at the end of the sequence before probing the cloud. Such
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A time sequence was not possible in our set-up at that time for the following reasons: slow acquisition image shutter synchronization, and realization of the time sequence up to several seconds.

Therefore, we used this study to optimize the MOT as shown in the Fig. (2.27). In this graph we give a resume of the results obtained from the experiments described in the above sections. As usual, we moved from a starting point defined as: \( I_{MOT} = 7 \text{ mW/cm}^2 \), \( \nabla \vec{B} = 10 \text{ G/cm} \), \( \delta_{MOT} = -2.5 \Gamma \) and then we altered the standard conditions by changing only one parameter and leaving the other parameters fixed. The maximum number of atoms \( N_{at}^{\text{max}} \), the maximum density \( n_0^{\text{max}} \) obtained as a function (vertical direction) of the total intensity, detuning and magnetic field gradient are reported.

From the experimental observation, Fig. (2.27)-(c), we claim that the \( N_{at}^{\text{max}} \) in our trap is limited only by the total intensity of the laser beams provided by the MOPA. The maximum output power from the amplifier is about 300 mWatt but we end up with only 150 mWatt due to spatial mode cleaning.

Nevertheless, we are not interested in trapping as many atoms as possible but we want to optimize the achievable density value in the MOT. As we can see in the right column in Fig. (2.27)-(b),(d),(f), for the standard parameters (where the MOT usually works) we get the highest density. This means that if we want to increase the atomic density by introducing a compression phase by for example suddenly changing either the magnetic field gradient or the MOT detuning, it won’t work.
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Repumper Size controlled number of atoms: \( N(\phi) \)

![Graph showing the relationship between Cloud Size and \( N_{at}(\phi) \).](image)

**Figure 2.28:** In the Figure we show the evolution of the total number of atoms by changing the size of the repumper. We can clearly see that we follow the 1/3 scaling law over the whole atomic range. The experiments were carried out with the standard parameters for the MOT (\( I_{MOT} = 7 \text{ mW/cm}^2, \nabla B = 10 \text{ G/cm}, \delta_{MOT} = -2.5 \Gamma \)).

As we couldn’t come up with a convincing model for the description of the ”New Regime” and also because of the observation that the threshold does not depend on the MOT parameters, we decided to change the number of atoms in a different way. We controlled the size of the repumper laser as described in ‘Atomic Control’ sec.(2.2.2). In this way all local parameters at the level of the trapped atoms were kept fixed. However, this alternative method does not exclude the possibility that the average intensity of the trapping and repumping laser can affect the populations in the different hyperfine ground states (dark \( N_2 \) and bright \( N_3 \) states) for different numbers of atoms trapped. In fact, a modification of the optical thickness in the atomic cloud may change the attenuation of the incoming beams and thus the atoms in the bright state. Hence, in the new experiments, the \( d = N_2/N_3 \) quantity was measured. From this we can easily extract the p-parameters \( (p = 1/(1 + d)) \) introduced in the Ketterle model.

With the new protocol scheme, the ”1/2” regimes disappeared as we can clearly see from the result shown in Fig. (2.28). In such a situation, where the total intensity of the repumper remains constant, the role played by the repumper laser was investigated, both in detuning and intensity.

The results of this alternative protocol are reported in the following sections, where the evolution of the size, optical thickness and the \( p \) are shown as functions of the total number of atoms \( (N_{at} = N_2 + N_3) \).
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All the results are reported in two different sections as before, organized in the following manner:

- Varying \( \delta_{\text{rep}} \), where the detuning of the repumper is changed: \( \delta_{\text{rep}} = \pm \Gamma \) and \( \delta_{\text{rep}} = \pm 2\Gamma \) are investigated;

- Varying Repumper Intensity, where the repumper intensity is spanned in the range \( I_{\text{rep}}/2, I_{\text{rep}}/4 \) and \( I_{\text{rep}}/10 \).
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Varying repumper detuning (“$\delta_{\text{rep}}$”)

![Graphs showing density, ratio, and cloud size as functions of detuning.]

**Figure 2.29:** We respectively show the density, ratio $d = N_2/N_3$ and the size of the cloud for different values of the repumper intensity as a function of different detuning ($\delta_{\text{rep}}$). We can conclude that the density and the other relevant quantities are, more or less, independent of the detuning.
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Figure 2.30: The optical thickness is not affected by the choice of the repumper detuning, and its value is almost independent of the choice of the detuning.
Varying Repumper Intensity ("I_{rep}")

Figure 2.31: We report the density, the ratio $d = N_2/N_3$ and the optical thickness for different values of repumper intensity.
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Figure 2.32: In the graph we show size behavior for different repumper intensity in the range $I_{rep}/2$, $I_{rep}/4$, $I_{rep}/10$. For the three parameters we always saw the Wieman regime. Therefore, the maximum size follows the $\sqrt{N_{at}}$ law, as one would expect for the intensity controlled numbers of atoms. Such a regime is shown in the figure by the dotted-line.

Conclusions

Fig. (2.31), (2.30) shows that when the detuning is changed within the range $\pm 2\Gamma$, $\pm \Gamma$, the density is almost independent of the number of atoms, in accordance with the Wieman-Pritchard model. Indeed, we recovered the ”1/3” regime over the whole atomic range. We reached the same conclusion for the optical thickness, while the $N_2/N_3$ ratio is not as one may expect, even though the repumper intensity does not change. In fact, we couldn’t understand the sharp increase of the $N_2/N_3$ ratio (or an equivalent decrease in $p$) when atoms approached $1 \cdot 10^9$. From a pure Wieman-model, we would expect a density augmentation as $p$ is lowered. But if we look at the density, Fig. (2.31) remains constant. The density slightly increases as we reduce the repumper intensity. This observation is consistent with those made in the intensity controlled atom number experiments. In fact the $p$-value is modified due to the changing of repumping cycle efficiency. Indeed, the largest atomic size ($L_{max}$) moves into the ”1/2” regime when we lower the repumper intensity. In Fig. (2.32) the point-dotted line shows the fit of the three $L_{max}$ obtained from three different intensities. The exponent of the power-law is found to be $\alpha_{1/2} = 0.53$ again. We found the same results obtained in the ’intensity controlled atom number’ experiments. The only parameter changing when the repumper intensity is changed is the repartition of atomic population, measured by $d$ Fig. (2.31). Plotting the central density as a function of $p$ for the three repumper intensities, Fig. (2.33), we found $1/p$ power-law in accordance with the Wieman-Pritchard model. This means in our MOT we can talk about ”Self-Adjusting Dark MOT” (SADM) created by the repumper laser as its intensity is lowered.
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Figure 2.33: Density as a function of p-parameter. The solid line is a power-law with an exponent of 1.05. This is in agreement with the WK-model and can be interpreted as a Self-Adjusted Dark MOT (SADM).

We can conclude that changing the numbers of atoms in the MOT via the repumper intensity or by controlling its size is not equivalent. In the case of intensity controlled numbers of atoms, we found two regimes: one where the atomic size follows $N_{at}^{1/3}$ above threshold, and the new regime where the size grows in accordance with $N_{at}^{1/2}$. But this is no longer valid in the case of repumper size controlled numbers of atoms. In this latter case, we observed the $1/3$ law over the whole atomic range, and we also observed an optical thickness of the repumper laser as shown in the Fig. (2.34) that yields to a SADM effect.

In the Wieman model, the density limitation is due to the reabsorption of the trapping photons. It therefore seems reasonable to conclude that the repumper photons, also scattered within the clouds, can be reabsorbed and lead to an additional limitation on the total density obtainable in the MOT. This kind of phenomena has to be taken into account as one possible explanation of density decreasing observed in the situation of intensity controlled numbers of atoms. In fact, by decreasing the repumper intensity, we decrease the $p$-value by adding more and more atoms in the dark state ($F = 2$) arriving in the regime where the repumper starts to be optically-thick ($b_{rep}$) and can no longer be neglected. In contrast, when the repumper transition is saturated the hole completely vanishes, as shown in Fig. (2.34), due to the reduction of the repumper optical thickness.
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Figure 2.34: In the Figure we show the transmission of the repumper laser. We can observe a black spot in the middle of the picture. A horizontal plot line passing through the center, showing the relative intensity attenuation on the repumper laser of the atoms in dark-state, is shown above.

Further investigation is needed, by monitoring the $b_{rep}$ as a function of the number of atoms in the traps, in order to understand the role of repumper induced interaction. In general, the interactions of the repumper in MOT studies are neglected when the description is given.

In the paper attached in sec.(2.4), we will propose one possible generalization of the Wieman-Pritchard model taking into account the additional effective repulsion of the rescattering repumper photons. We do this by adding to the model a new term, $G_2$, as one more additional repulsion term. In the sec.(2.3.2) we will treat the extreme case where the $G_2$ is dependent on the repumper laser intensity ($I_{rep}$), showing the density can drop even for high values of $p$ in contrast with a pure Wieman-Pritchard model, where the density decreases only when the TL-regime is achieved.
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2.3.2 Beyond the Wieman-Pritchard model.

In order to introduce the new $G_2$ parameters, the Wieman-Pritchard model can be modified in the following way:

$$F_{WK}^{tr} = - p \cdot \kappa \cdot r$$
$$F_{WK}^{MS} = + n G_3 p^2 r + n G_2 (1 - p)^2 r$$  \hspace{1cm} (2.67)

where we are neglecting the $p \cdot (1 - p)$ interaction.

In the steady-state regime, when the repulsion term completely compensates for the trapping term, the system in the Eq. (2.67) can be easily solved and gives rise to an expression for the upper limit of the density given by the following equation:

$$n_{wk} = \frac{\kappa}{p + \frac{\frac{G_2}{G_3} \cdot (1-p)^2}{p}}$$  \hspace{1cm} (2.68)

In the limit of small repumper interaction ($G_2 \ll G_3$) the Eq. (2.68) corresponded to the WK-model.

As soon as $G_2$ can no longer be neglected with respect to the $G_3$ term, and approximating $G_2(I_{rep}) = \text{const}$, the density decreases as more atoms spend more time in the 'Dark' state.

In the graph shown in Fig. (2.35), we plot the densities given by the model of Eq. (2.68) as a function of $p$ and for different values of the ratio $G_2/G_3 = \alpha$.

Depending on $\alpha$, we may have a sudden decrease of density even though $p \sim 0.9$, in contrast with the Wieman-Pritchard model.

From the Eq. (2.68) we can also extract the predicted maximum density, which is obtained for a value $p_{th}$

$$p_{th} = \frac{1}{\sqrt{1 + \frac{G_2}{G_3}}}.$$  \hspace{1cm} (2.69)

In the repumper intensity controlled atom number, the dependence of $p$ as a function of $I_{rep}$ can be deduced from a simple rate equation:

$$p = p_\infty \frac{I_{rep}}{I_0 + I_{rep}}$$  \hspace{1cm} (2.70)

where $p_\infty$ is the $p$ value for the power of an infinity repumper. This result, taking into account the velocity capture of the trap, described in appendix B of the paper, leads to the following dependence for the $N_{at}(I_{rep})$:

$$N = N_{max} \left( \frac{I_{rep}}{I_0 + I_{rep}} \right)^2$$  \hspace{1cm} (2.71)

where $N_{max}$ is the maximum number of atoms trapped.

We equate Eqs. (2.70) (2.71), and we find that $p \propto \sqrt{N/N_{max}}$, which can be used to define a $N_{cr} = N_{max} \left( 1 + \frac{G_2}{G_3} \right)$: the critical value on $N_{at}$ at which we have a cross-over.
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between the MS-regime and the new one. In this way we can obtain an expression for the interaction term $\alpha = G_3/G_2$ given by:

$$\frac{G_3}{G_2} = \frac{N_{\text{max}}}{N_{\text{th}}} - 1 ,$$

(2.72)

and for standard parameters in our experiment we find $\frac{G_3}{G_2} \sim 0.1$.

From the above consideration one can also understand that as the intensity of the repumper is reduced, the optical thickness of the repumper at resonance $b_{\text{rep}}(0)$ increases. Indeed, even in the regime where the optical thickness $b(\delta)$ for the trapping and cooling beams is constant, one has:

$$\frac{b_{\text{rep}}(0)}{b(\delta)} = 1 - \frac{p}{p} (1 + 4(\delta/\Gamma)^2) .$$

(2.73)

and as we measured a $b(\delta_{\text{MOT}}) \sim 1$ and even for 2% of the total population in the 'dark' state, using the Eq. (2.73), the repumper optical-thickness is of the order of 1. This means that the 'repumper induced interaction' has to be taken into account and cannot be neglected.

In the model shown above we have made a rough approximation for the $G_2$ term. In reality $G_2$ depends on the repumper intensity ( $G_2 = I_{\text{rep}}G_2^0$) modifying the interaction parameters of Eq. (2.68) as $\alpha = \frac{I_{\text{rep}}G_2^0}{G_3}$. The expression of $\alpha$ can be very complicated depending on the repumper parameters as well as the MOT and it is difficult to arrive at a general a priori expression.
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Figure 2.35: MOT center density $n_0$, normalized to the density in the Wieman limit $n_{cw}$ as a function of bright state fractions $p$ for different values of $\frac{G_2}{G_3}$-coefficient($\alpha$). When $\alpha=0$ (neglecting repumper induced reaction), we obtain the behavior of the density as predicted by Wieman-Pritchard model.
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Abstract. Multiple scattering of light is known as the main limitation of the maximum atomic density achievable in magneto-optical traps. We present a detailed experimental investigation of the size and density scaling laws for large magneto-optical traps with up to $N = 10^{10}$ atoms. A simple model gives a qualitative account of most of our experimental results. However, several yet unexplained observations lead us to propose a new additional mechanism, based on the repulsion of repumper photons, which limit the atomic density of atoms when the optical thickness for the repumper light becomes important.

PACS. 32.80.Pj – 39.25.+k – 42.50.Vk

1 Introduction

Since the first realization of laser cooling and trapping of dilute atomic vapors, one important goal has always been the realization of a degenerate atomic gas, such as the Bose-Einstein condensate (BEC). Beyond the realization of BEC, large densities of cold atoms are also important for a variety of fundamental studies such as cold collisions and cold molecule formation, cold Rydberg atom experiments, photon localization, local field corrections for the index of refraction and coupled dipole-dipole experiments with cold atoms, with its potential impact for quantum computing.

Achieving high spatial density has, hence, been as important as designing subtle cooling mechanisms [1,2]. Very soon, it has been realized that for a large numbers of atoms rescattering of the trapping light results in an effective repulsion force between the atoms [3,4]. The spatial densities achievable in standard magneto-optical traps (MOTs) has thus been limited to about $n \approx 10^{10} - 10^{11} \text{cm}^{-3}$ and
increasing the number of atoms $N$ in such a MOT results in a MOT size $L$ scaling as $L \propto N^{1/3}$, which corresponds to a constant density $n \sim N/L^3$. These density-limiting effects have been studied by many groups [4–11] and several attempts have been made to circumvent this limitation, notably the so-called dark spontaneous force trap (dark SPOT)[12]. A number of systematic studies have investigated the limits of such a dark SPOT, where the fraction $p$ of atoms in the ‘bright’ hyperfine level ($\otimes$ coupled to the cooling and trapping lasers) is an important parameter [12, 13]. Different mechanisms have been put forward to explain the observed limitation of the density $n(p)$, such as finite temperature effects, multiple scattering forces and cold collisions. For very large MOTs, the confining force might also become nonlinear (anharmonicity of the trap), which in extreme regimes is at the origin of self-sustained oscillations of the MOT [14].

In our setup we realize a large number of atoms $N \approx 10^{10}$, beyond the typical range used in most previous studies. In this paper we present a systematic study of the sizes and densities in such a large MOT and observe different scaling laws depending on the atom number $N$ and the method used to change that number. In section 2, we describe in detail our experimental setup and detection techniques. In sections 3 and 4 we compare and analyze the experimental data obtained using two different techniques to vary the number of trapped atoms $N$ : either by varying the diameter of the repumper laser (section 3) or its intensity (section 4). We finally discuss in section 5 results which cannot be explained by the standard models used for describing the scaling laws of a MOT and propose to include a new repulsion force, based on the rescattered repumper photons to describe the MOT behavior in new regimes.

2 Experimental setup and detection techniques

We prepare our atomic sample by loading a magneto-optical trap from a dilute vapor of Rubidium atoms. The experimental setup used for the present studies has already been described in [15], and we thus only briefly recall some features of our experimental setup, including calibration techniques.

A magnetic field gradient of typically $10G/cm$ is generated using a pair of coils along the $Oz$ axis. We use a master/slave configuration with subsequent amplification in a tapered amplifier for the MOT beam close to
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the $F = 3 \rightarrow F' = 4$ transition of the D2 line of $^{85}\text{Rb}$ (Fig. 1). We routinely obtain 180mW power after spatial filtering, split into 6 beams with a waist of $w = 2.4\text{ cm}$, directed in pair wise counter propagation into a 10cm sized cubic vacuum chamber. The repumper laser, close to the $F = 2 \rightarrow F' = 3$ transition of the D2 line of $^{85}\text{Rb}$, is a master/slave configuration as well and is used in a retroreflection geometry along one direction only. The repumper beam diameter is expanded to $\Phi \approx 5\text{ cm}$ using a telescope. A diaphragm placed at the conjugate position of the MOT allows to vary the repumper diameter, thus modifying the effective capture volume of the MOT without directly affecting its dynamics. Indeed there is no change of external MOT parameters (incident intensities, detunings, magnetic field gradient) when the atom number is changed using the repumper size. Alternatively, we can vary the intensity of the repumper laser (at fixed size), which also allows to change the number of trapped atoms. However, in this case, we expect the overall dynamics of the MOT to be affected. We thus have two methods to change the number of trapped atoms and as we will see, these methods lead to different MOT scaling laws.

The time sequence implemented in this study is a sequence of a MOT period of 30ms followed by a ’dark’ period of 5ms. During the dark period, we switch off all beams and the magnetic field, leaving the atoms in free fall expansion for 2ms before applying one or more probe beams. The ’dark’ period is sufficiently short, such that we do not need to load new atoms to fill up the MOT. This is an important point, allowing a fast duty cycle and efficient data taking. As a probe we use either a single (weak) beam or the 6 beams of the cooling and trapping laser, with an adapted detuning. The single probe beam is used to measure the optical thickness $b(\delta)$ of the cloud, which depends on the detuning $\delta$ between the laser frequency $\omega_L$ and the atomic resonance frequency $\omega_{\text{at}}$. In a different measurement, we use the 6 trap beams to illuminate the whole cloud and take images of the density distribution. A cooled CCD is used to record these fluorescence images. As we are interested in the sizes along all three dimensions of the MOT, we have directed two orthogonal images (labeled $I_d$ and $I_g$) of the cloud onto the same CCD. From these images we can retrieve spatially-resolved information as well as the total fluorescence. A chopper, closed during the MOT period and opened during the dark period, prevents the strong fluorescence of the MOT from reaching the CCD. In this way, only the fluorescence induced by the off-resonance beams (typically at $\delta = -6\Gamma$) is recorded on the CCD. The use of such a large detuning to illuminate the cloud ensures that multiple scattering, which can modify the intensity distribution in the images, is negligible. Indeed, even the largest on-resonance optical thickness ($b_{\text{res}} \approx 40$) obtained in our experiments is reduced to a very small value at the imaging detuning:

$$b(\delta = -6\Gamma) = \frac{b_{\text{res}}}{1 + 4(\delta/\Gamma)^2} < 0.3,$$

where $\Gamma = 2\pi 6M\text{Hz}$ is the inverse lifetime of the excited state. We have verified (see 8.1) that the size extracted via this procedure is independent of the detuning for $|\delta/\Gamma| > 5$. Hence, the CCD images provide us with fluorescence
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integrated along one line of sight, e.g. Oz :

\[ I(x, y) = \eta \frac{\sigma_{\text{res}}}{1 + 4\delta^2/\Gamma^2} \int n(x, y, z) \, dz, \]  

(2)

where \( \eta \) takes into account the detection efficiency of our imaging system, the intensity of the laser beams and the duration of the illumination. The expression of the on-resonance scattering cross-section \( \sigma_{\text{res}} \) will be given later.

In order to determine the total number of atoms, we measure the optical thickness of our atomic cloud along Oz by scanning a probe beam across the resonance and looking at the transmission \( T(\delta) \) of this probe. This measurement is again done with the MOT switched off. For large enough optical thicknesses \( b_{\text{res}} \gg 1 \), the full width at half-maximum \( \Delta \) of the transmission curve \( T(\delta) \) is connected to \( b_{\text{res}} \) by:

\[ b_{\text{res}} \approx \ln(2)[1 + (\Delta/\Gamma)^2]. \]  

(3)

This technique allows to measure in a reliable fashion large optical thicknesses, which is not possible by measuring directly \( T(\delta = 0) \) due to finite signal-to-noise ratio and probe laser spectral width. The measured \( b_{\text{res}} \) is proportional to the atomic density \( n \) integrated along the line of sight:

\[ b_{\text{res}} = \sigma_{\text{res}} \int n(x = 0, y = 0, z) \, dz. \]  

(4)

By comparing the value at the center of the image (2) and (4), we calibrate the detection efficiency of our imaging system. The total number of atoms \( N \), assuming a Gaussian density profile (with rms sizes \( \sigma_x, \sigma_y, \sigma_z \) along each dimension) is:

\[ N = (2\pi)^{3/2} \frac{\sigma_x \sigma_y \sigma_z n_0}{\sigma_{\text{res}}}. \]  

(5)

where \( n_0 \) is the peak atomic density. This can also be written:

\[ N = \frac{(2\pi) \sigma_x \sigma_y b_{\text{res}}}{\sigma_{\text{res}}}. \]  

(6)

Thus, combining the data from fluorescence imaging (\( \sigma_x, \sigma_y \), see eq. 2) and the optical thickness measurement \( (b_{\text{res}}) \) we obtain the number of atoms \( N \). This however requires the knowledge of the scattering cross-section:

\[ \sigma_{\text{res}} = g \frac{3\lambda^2}{2\pi} \]  

(7)

where \( g \) is the effective coupling strength taking into account the Zeeman structure of the ground state [16]. We assume that the atoms are equally distributed among all the Zeeman sublevels of the ground state, which yields for our \( F = 3 \rightarrow F' = 4 \) transition \( g = \frac{2F' + 1}{3(2F + 1)} = 3/7 \).

Using the second fluorescence image to obtain \( \sigma_z \), we then have access to the maximum atomic density:

\[ n_0 = \frac{b_{\text{res}}}{\sqrt{2\pi} \sigma_{\text{res}} \sigma_z}. \]  

(8)

As discussed before, we extract from the two orthogonal images the rms sizes \( \sigma_x, \sigma_y, \sigma_z \) of the atomic cloud along the 3 spatial dimensions. We have verified that the size along each direction obeys the same scaling laws.

Thus, in the following, we will simplify the discussion by considering only an averaged size \( L \), defined as:

\[ L = \frac{1}{3}(\sigma_x + \sigma_y + \sigma_z). \]  

(9)

It is also possible to monitor the fluorescence by collecting the scattered light on a photodetector. This yields a strong signal during the long (30ms) MOT sequence,
with a complicated relation between scattered light and total number of atoms. However, during the short probe time, used to analyze our cold atomic sample when the MOT is switched off, a large detuning of the laser beams eliminates multiple scattering so that the fluorescence is then directly proportional to the atom number. The repumper laser can be switched off at the same time as the main MOT lasers or with a small positive or negative delay (see Appendix 8.2), which influences the hyperfine populations during probing. As we will see below, this allows us to discriminate between the total number of atoms (sum of both hyperfine populations) and the number of atoms in the bright hyperfine level. When not otherwise mentioned, we switched off the repumper after the MOT laser and thus measured the total number of atoms during the short probe pulse.

After this detailed description of our experimental setup and protocol, we will now describe first qualitative observations followed by detailed studies of our MOT.

3 Repumper Size controlled atom number: $N(\Phi)$

3.1 Wieman model and non linear effects

In the past, one of our major objectives has been to optimize the optical thickness of our cloud. Hence, it seems reasonable to trap as many atoms as possible. It is also known, since the pioneering work of [3], that when more than $10^5$ atoms are trapped the MOT size becomes determined by an interplay between the confining forces of the MOT beams and repulsive forces induced by multiple scattering of light. In the limit of moderate optical thickness (at the frequency used for trapping and cooling), the model put forward in [3] predicts a uniform density $n$ in this regime. Denoting $N$ the total number of atoms and $L$ (eq. 9) the size of the MOT, the uniform density regime implies that the trap size $L$ scales as:

$$L(N) \propto N^{1/3}. \quad (10)$$

In the following we will call this the 'Wieman model'. The density limitation predicted by the Wieman model [3] can be understood in simple terms as a competition between a confining force $F_{tr}$ and an effective repulsion force $F_{ms}$ due to multiple scattering. These forces can be generally written as:

$$F_{tr} = -\kappa r \quad (11)$$

$$F_{ms} = G_3 n(r) r, \quad (12)$$

where $\kappa$ is the spring constant of the trap and $G_3$ accounts for the competition between the shadow effect [17] and the repulsion due to the reabsorption of the MOT photons. A stationary density $n(r)$, requires a vanishing total force at any distance $r$, which yields a constant density of

$$n(r) = n_W = \frac{\kappa}{G_3}, \quad (13)$$

and leads to the $L(N) \propto N^{1/3}$ scaling law found in [3]. The model proposed in [3] was verified up to a certain number of trapped atoms $N \approx 5 \times 10^7$, above which a deviation was reported by the authors. They invoked higher order multiple scattering and trap nonlinearities as possible candidates to explain this behavior. Our goal has thus
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In order to work out the influence of magnetic field gradients and nonlinearities in the MOT forces we have developed a numerical treatment including such effects [18, 19]. In spirit, our model is similar to the Wieman model, i.e. we seek a self-consistent solution of the force balance equation

$$F_{\text{tr}}(\rho, r) + F_{\text{ms}}(\rho, r) = 0 \quad (14)$$

for the atomic density $\rho$, where $F_{\text{tr}}$ and $F_{\text{ms}}$ denote, respectively, the external trapping force and the interaction-induced force. As in the Wieman model, we perform a three dimensional calculation but simplify the considerations by assuming a spherically symmetric intensity pattern and restrict ourselves to Doppler cooling and trapping mechanisms.

Due to attenuation of light inside the atomic cloud the intensities vary with position, such that the trapping force $F_{\text{tr}}$ carries an implicit dependence on the density profile $\rho(r)$.

The Wieman model assumes a homogeneous (spatially independent), i.e. Coulomb-like, interaction between the atoms. As mentioned above, this model predicts a constant density profile, with radius $L \propto N^{1/3}$. To obtain this simple solution, additional simplifications, such as a linear expansion of the external trapping force and a linear laser attenuation, are necessary. While these assumptions are well justified for small MOT sizes, they become questionable for large MOTs, as produced in our experiments. In general, the laser intensities and the absorption/reabsorption cross sections depend on position and on the entire density profile due to the inhomogeneous Zeeman shift and the attenuation of laser light, respectively. We expect both of these effects as well as nonlinearities of the MOT potential to become increasingly important for large atom clouds.

Due to the nonlinear and nonlocal character of the full set of equations, finding direct numerical solution for the atomic density is very demanding. Instead we use an efficient test-particle method, which yields fast convergence to the physically relevant density profile and avoids difficulties with unstable solutions. As discussed in [18], this method also permits studies of the dynamical MOT behavior as described by the corresponding time-dependent kinetic equation for the atomic cloud.

While our numerical results for the size scaling apparently coincide with the prediction of the more simple Wieman model (see Fig. 2), the obtained density profiles, shown in Fig. 3, reveal dramatic differences. In contrast to the Wieman model, which predicts a constant density pro-
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<table>
<thead>
<tr>
<th>MOT Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detuning</td>
</tr>
<tr>
<td>Intensity per beam</td>
</tr>
<tr>
<td>Beam waist</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Repumper Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detuning</td>
</tr>
<tr>
<td>Intensity per beam</td>
</tr>
<tr>
<td>Beam diameter (FWHM)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Magnetic Field Gradient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla B = 10\text{G/cm}$</td>
</tr>
</tbody>
</table>

Table 1. Standard parameters as used in this paper for the MOT, Repumper and Magnetic field gradient.

file, our simulations yield a series of truncated Gaussian densities with changing atom number. While the width of the Gaussian density remains constant the cut-off radius increases with increasing atom number which results in the observed size scaling.

Fig. 2 and Fig. 3 exemplify the results of our calculations for the parameters of table 1. As shown in Fig. 2 the calculated atom number dependence of the MOT size reveals the observed power-law $N \sim L^{1/3}$, in accord with the Wieman model prediction (see eq.(13)). At large $N$ we find slight deviations from the power-law behavior, heralding the onset of self-sustained oscillations at $N \sim 10^{10}$, above which the stationary solution disappears due to the onset of a dynamical instability [14,18,19]. A precise comparison with the experimental profiles is somehow difficult. Indeed, one needs to take into account the three dimensional character of the experiment and thus e.g. use an Abel protocol [20] to extract a more reliable radial density profile. The experimental profile often have sharper edges then a pure Gaussian but more systematic data analysis would be required in order to compare the experiment to the results shown in Fig. 3. Despite these finer details the Wieman model apparently yields a surprisingly good description of the size scaling even at large atom numbers.

3.2 Experimental results on $N(\Phi_{\text{rep}})$

3.2.1 Atom Number vs Repumper size : $N(\Phi_{\text{rep}})$

The number of trapped atoms loaded from background vapor is known to dramatically increase with size ($\Phi$) of the MOT beams [6]. Indeed, the capture velocity ($v_{\text{capt}}$) of the MOT and the capture volume ($V_{\text{trap}}$) influence the number $N$ of atoms as:

$$N \propto v_{\text{capt}}^4 V_{\text{trap}}^{2/3}. \quad (15)$$
Fig. 4. Number of trapped atoms as a function of diameter of the repumper laser. The solid line (red online) give a power law fit $N \propto \Phi^\nu$ with an exponent $\nu = 3.3$.

The capture volume ($V_{\text{trap}}$) and the capture velocity ($v_{\text{capt}}$) depend on the size of the trapping and cooling lasers as well as on the size of the repumper laser. Changing the size $\Phi$ of any laser beam (cooling or repumper) is thus a very efficient way to control the number of atoms. In particular one has $v_{\text{capt}} \propto \sqrt{\Phi}$ and $V_{\text{trap}} \propto \Phi^3$ which, using the eq.(15), yields $N \propto \Phi^4$.

We thus choose to control the number of atoms by changing the size of the repumping laser. As mentioned above, this allows to change the number of atoms in the MOT while leaving the parameters of the incident lasers beams, at the location of the MOT, unaffected. Fig. 4 shows how the number of trapped atoms changes as we increase the size of the repumping laser beam (at standard MOT parameters). A slope of $N \propto \Phi^{1.3}$ is indicated in the solid line, close to the result obtained in [8].

Fig. 5. MOT size vs number of trapped atoms. The atom number is changed using the diameter of the repumper laser. The solid line (red online) shows that a single power law (exponent 0.29) fits the entire range of data.

3.2.2 MOT scaling law with $N(\Phi_{\text{rep}})$

Having validated our method to change the atom number via the size of the repumper laser, we used this procedure to study the scaling law of the MOT size. Obviously, a systematic scan of all MOT parameters is far too complex, as there are too many parameters which have an impact on e.g. the MOT size and density. Thus we choose to define a ‘standard’ set of parameters and investigate the MOT as we change one of the parameters, keeping the others fixed at the standard values as given in the table 1. As shown in Fig. 5, we do observe a single scaling law up to $N = 10^{10}$. A power law fit yields an exponent of $\alpha = 0.3$ scaling law close to $L(N) \propto N^{1/3}$. This is in agreement with the standard Wieman model, but in contrast to the results observed previously in [4], where a strong deviation from $L(N) \propto N^{1/3}$ has been reported for an atom number larger than $N \approx 5 \times 10^7$. As we will show in the
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The solid line (red online) shows a power law fit with an exponent of 0.37.

Fig. 6. Optical thickness of the MOT vs number of trapped atoms. The atoms number is changed using the diameter of the repumper laser.

Fig. 7. MOT peak density $n_0$ vs number of trapped atoms. The atoms number is changed using the diameter of the repumper laser.

The first conclusion of this study is that the Wieman model seems to apply even in our regime of a large MOT (containing up to $10^{10}$ atoms) which contradicts the earlier observation of [4]. We stress however that our conclusion is reached on the basis of the careful experimental procedure detailed in section 2, which differs from that used in previous studies.

4 Repumper intensity controlled atom

Intrigued by the discrepancy mentioned above between the scaling we have obtained in the previous section and that observed by [4], we have investigated the role of the protocol used to modify the number of trapped atoms. Indeed, the number of atoms in a MOT depends on many control parameters as indicated in table 1. In order to extend our studies of the MOT scaling laws, we have chosen another protocol to vary the number of trapped atoms in
the experiment. The most convenient alternative method in our setup has been to modify the intensity of the repumping laser ($I_{\text{rep}}$). In practice we change the power of the repumper laser, but as we keep the beam size constant in this run, this amounts to changing the repumper intensity. We note that in contrast to the previous method, using this protocol we also modify an external control parameter at the location of the MOT. As we will see, this will have an important impact on the scaling law of the MOT.

4.1 Experimental results on $N(I_{\text{rep}})$

4.1.1 Atom Number vs Repumper intensity : $N(I_{\text{rep}})$

Let us first discuss how the atom number is affected as we change the intensity of the repumper laser. Fig. 8 illustrates how the number of atoms increases with the intensity of the repumper. A previous model [5] predicts the number of atoms growing as $N \propto v_{\text{capt}}^4$, where $v_{\text{capt}}$ is the capture velocity of the trap. The precise value of the capture velocity depends on the parameters of the trapping and repumper lasers as well as on the magnetic field gradient. Within a simplified picture one can estimate the capture velocity from the laser-deceleration $a$ and stopping distance of an atom, which needs to be smaller than the size of the laser beams $L_{\text{laser}}$, according to

$$v_{\text{capt}} \approx \sqrt{2apL_{\text{laser}}}.$$  \hspace{1cm} (16)

Here we added a factor $p$ as the trapping force is only effective for atoms in the bright state ($F = 3$) and the effective deceleration is roughly proportional to the bright-state population $p$. To determine its dependence on the repumper intensity $I_{\text{rep}}$ we use simple rate equations and obtain

$$p = p_\infty \frac{I_{\text{rep}}}{I_p + I_{\text{rep}}},$$  \hspace{1cm} (17)

where $p_\infty$ denotes the bright state population in the high intensity limit. Eq. (17) yields an approximate description for the population of trapped atoms, since both MOT and repumper laser parameters varies in space due absorption inside the high density atom cloud. Combining Eqs. (15)-(17) the number of trapped atoms is thus expected to scale as:

$$N = N_\infty \left( \frac{I_{\text{rep}}}{I_p + I_{\text{rep}}} \right)^2,$$  \hspace{1cm} (18)

where $N_\infty$ denotes the maximally trapped number of atoms. Even though this model seems very convincing, one should allow in principle that the parameters $I_p$ and $I_N$ could be different, as the hyperfine populations inside the MOT are not necessarily the same as in the loading region for the trap.

With these considerations the atom number dependence of the repumper intensity and the bright state population directly follows from eqs. (17) and (18)

$$I_{\text{rep}} = I_N \frac{N_\infty^{1/2}}{N_\infty^{1/2} - N_1^{1/2}};$$  \hspace{1cm} (19)

$$p = p_\infty \frac{\beta N_\infty^{1/2}}{\beta N_\infty^{1/2} + (1 - \beta)N_1^{1/2}},$$  \hspace{1cm} (20)

where $\beta = I_p/I_N$. As demonstrated in Fig. 8, the derived atom number dependence on $I_{\text{rep}}$ yields a good description of our experiment, with $N_\infty = 8.9 \times 10^9$ and $I_N = 0.05 \text{mW/cm}^2$. Note that the precise value for these fitting parameters depends on various experimental conditions,
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Fig. 8. Experimental result for atom number as a function of repumper intensity. All other parameters correspond to the standard parameters, as defined in the text.

(such as power of the trapping and cooling laser) and can be different for the various experiments performed to extract the data shown in this paper. The loading efficiency, and consequently the number of trapped atoms, is determined by the population dynamics in a large volume around the trap, were we expect a good description by the above model. However, the measured bright state population $p$ mainly contains contributions from atoms confined in the MOT region, where level populations can be strongly altered by absorption of MOT and repumper lasers and by spontaneous Raman photons.

4.1.2 MOT Scaling law with $N(I_{rep})$

Having understood the dependence of the atom number on the repumper intensity, we can now study the scaling law of the MOT size $L(N)$, with $N(I_{rep})$ controlled via the repumping intensity. The resulting curve is shown in Fig. 9. Here again the repumper has been switched off after the MOT laser so that all atoms are pumped into the $F = 3$ hyperfine level before probing with a detuned laser (see Appendix 8.1). One can clearly identify two regimes, separated by a threshold $N_{th} \approx 1.5 \times 10^9$. For $N < N_{th}$ we observe a scaling law close to that predicted by the Wieaman model, while for $N > N_{th}$ the scaling law is nearly $L(N) \propto N^{1/2}$ which is also reminiscent of what has been observed previously [4]. However, these similarities are coincidental. First, the procedures to vary $N$ are different: in [4] $N$ is tuned by acting on the loading of the trap without modifying the MOT control parameters, while in this part of our study we do vary one of the control parameters, namely the repumper intensity. Thus, it is the results obtained with our first procedure in the previous section 3.2.2 which should be compared to those of [4], and there we observe a single $N^{1/3}$ scaling law. Second, the measurement procedures are also different: our careful imaging procedure assures that we measure the actual atomic density profile, while the faster procedure of [4] (imaging of the MOT fluorescence) does not offer this guarantee. A better understanding of the MOT behavior might be obtained when looking differently at the same data, by extracting as in section 3.2.2 the on-resonance optical thickness $b_{res}$ (Fig. 10) and the peak density $n_0$ (Fig. 11). These different ways of illustrating our experimental results reveal different phenomena. Fig. 10, for instance, clearly shows that for $N > N_{th}$ the optical thickness $b_{res}$ becomes roughly constant, which seems consistent with a scaling law of $L(N) \propto \sqrt{N}$. We also see that below the threshold value, the peak density of our cloud is not constant (Fig. 11), in contrast to what one might
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Fig. 9. MOT size vs number of trapped atoms. The atoms number is changed via the intensity of the repumper laser. The solid lines (red online) indicate the results of a fit, illustrating the different power laws below and above the threshold value ($N_{th} \approx 1.5 \times 10^9$).

Fig. 10. Optical thickness of the MOT vs number of trapped atoms. The atoms number is changed via the intensity of the repumper laser. The solid line (red online) gives a power law with an exponent of 0.55 in the low atom number regime.

Fig. 11. MOT peak density $n_0$ vs number of trapped atoms. The atoms number is changed via the intensity of the repumper laser. The solid line (red online) is a power law fit corresponding to $n_0 \propto N^{-0.54}$.

expect from the Wieman model. In this regime, $L(N)$ thus behaves differently from the scaling law $L(N) \propto N^{1/3}$. In the density plot, this difference shows up more pronounced than in the size plot.

In order to quantify these two regimes, we have performed a systematic study of the scaling laws above and below the threshold value, extracting the power law exponent $\alpha_{1/3}$ below the threshold and the exponent $\alpha_{1/2}$ above the threshold. The value of atom number $N_{th}$ at the threshold, and the size at threshold $L_{th}$ are also given. All these results are summarized in table 2. The size scaling law for atom numbers below the threshold is different from the Wieman prediction ($\alpha_{1/3} = 1/3$) and has an exponent closer to $\approx 0.22$. For the scaling law above the threshold, we find values close to $\alpha_{1/2} = 0.5$. As we will see below, we do not have a complete explanation for the observed scaling law in all regimes. The data shown in this table might become useful once such a complete model will have been developed.

One can note that the scaling law in the regime above the threshold value seems to be consistent with the observation of [6] and with the conjecture $b(\delta) \approx 1$, arguing that the MOT will self-adjust to this value, beyond which
multiple scattering becomes important [6]. As we will see in section 4.2, we derive this $\sqrt{N}$ scaling law from completely different physical arguments, which are based on the details of the trap loading as the repumping intensity is changed, and on the repartition of atoms among both hyperfine ground states. Also, as we have seen in section 3.2.2, when the atom number is controlled using a different method, this $\sqrt{N}$ scaling disappears, showing that the $\sqrt{N}$ law is not a general feature for large traps.

In summary, the experimental results described in this section show that:

i) we observe a scaling law $L(N) \propto \sqrt{N}$ above a threshold value $N_{th}$, when the atom number is changed via the intensity of the repumper;

ii) below this threshold value, the density is not constant, in contrast to the Wieman model.

The different behavior observed with the two different methods used to control the number of atoms, indicates the importance of the repumper laser. A model trying to explain the scaling law of the MOT size in these regimes thus requires to go beyond a two level model for the atoms, including for instance the internal degrees of freedom of the atoms.

### 4.2 Wieman-Pritchard model

The aforementioned Wieman model is based on a two level model for the atom and, hence, neglects any effect of the repumper laser, which we expect to be important in the present case. Such multi-level effects have been previously considered, to reduce MOT laser re-scattering and optimize atomic densities. Based on this concepts Ketterle et al. [12] have introduced the so-called dark SPOT. In such a trap, only atoms in the upper ('bright') hyperfine level are interacting with the cooling and trapping lasers thereby reducing the light-induced atom-atom interactions. According to the model of [12] the balance between trapping, eq.(11), and repulsion forces, eq.(12) can be rewritten as:

$$F_{tr} = -\kappa p r$$

$$F_{ms} = G_3 p^2 n r.$$  

Table 2. Systematic study of scaling law exponents and threshold value. We denote $\alpha_{1/3}$ the exponent below and $\alpha_{1/2}$ the one above the threshold $N_{th}$. The values indicated in this table have been extracted from a power law fit. The standard parameters are given in the first line. The parameters, that are changed are indicated in boldface. The repumper detuning is $\delta_{rep} = 0$ for all these experiments and the number of atoms has been changed via the intensity of the repumper.

<table>
<thead>
<tr>
<th>$\delta_{rep}$</th>
<th>$N_{th}$</th>
<th>$\nabla B$</th>
<th>$\alpha_{1/3}$</th>
<th>$\alpha_{1/2}$</th>
<th>$N_{th}$</th>
<th>$N_{max}$</th>
<th>$L_{th}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-25</td>
<td>7</td>
<td>10</td>
<td>0.22</td>
<td>0.49</td>
<td>1.6 $10^3$</td>
<td>8.8 $10^9$</td>
<td>0.96</td>
</tr>
<tr>
<td>-2</td>
<td>7</td>
<td>10</td>
<td>0.21</td>
<td>0.48</td>
<td>1.0 $10^3$</td>
<td>7.4 $10^9$</td>
<td>0.87</td>
</tr>
<tr>
<td>-3</td>
<td>7</td>
<td>10</td>
<td>0.24</td>
<td>0.45</td>
<td>1.6 $10^3$</td>
<td>9.0 $10^9$</td>
<td>1.01</td>
</tr>
<tr>
<td>-25</td>
<td>1.75</td>
<td>10</td>
<td>0.21</td>
<td>0.45</td>
<td>6.6 $10^3$</td>
<td>1.8 $10^9$</td>
<td>0.86</td>
</tr>
<tr>
<td>-2.5</td>
<td>7</td>
<td>16</td>
<td>0.25</td>
<td>0.44</td>
<td>9.0 $10^3$</td>
<td>7.1 $10^9$</td>
<td>0.81</td>
</tr>
<tr>
<td>-2.5</td>
<td>7</td>
<td>5</td>
<td>0.20</td>
<td>0.43</td>
<td>0.47 $10^3$</td>
<td>1.9 $10^9$</td>
<td>0.96</td>
</tr>
</tbody>
</table>
force has to be multiplied by \( p \). The repulsive interaction between atoms requires a pair of atoms in the bright state and one thus has to include a factor \( p^2 \) in \( F_{\text{rep}} \). Consequently, the stationary atom density resulting from eqs. (21) and (22) has an additional \( p \)-dependence according to:

\[
n_{W,P} = \frac{\kappa}{pG_3} = \frac{n_{W}}{p}.
\]

(23)

As this model is an extension of the one discussed in section 3.1, we call this the Wieman-Pritchard model.

In our experiments when we control the number of atoms by changing the intensity of the repumping laser, we clearly expect that the fraction \( p \) of atoms in the bright state is altered. Even though we do not use a dark region in our MOT, one can apply the Wieman-Pritchard model and investigate which scaling law would be predicted with the simplest ingredients. In Fig. 12 we plot the density at the MOT center vs the parameter \( p \), obtained by detecting either only atoms in the \( F = 3 \) state \( (N_3) \) or all atoms \( (N_2 + N_3) \). The solid line is a power law fit and gives an exponent of \(-1.05\), in agreement with the \( 1/p \) prediction of the Wieman-Pritchard model.

The Wieman-Pritchard model thus appears to explain our experimental results for large MOTs as the \( L(N) \propto \sqrt{N} \) scaling law can be derived from this model. Indeed, as discussed in 4.1.1, one expects both the atom number \( N \) and \( p \) to decrease as the intensity of the repumper is reduced. The bright state fraction \( p \) approaches a constant value \( p_\infty \) for large atom numbers but varies \( \propto \sqrt{N} \) as the number of atoms is reduced (see eq. 20). Within the Wieman-Pritchard model, such a scaling law for \( p \propto \sqrt{N} \) predicts a density \( n_{WP} \propto N^{-1/2} \) and thus a MOT size which scales as \( L \propto N^{1/2} \). The Wieman-Pritchard model can thus explain our experimental observation in the large atom number regime. In contrast to [6], where the \( L(N) \propto \sqrt{N} \) scaling law has been reported and attributed to higher-order MOT photon rescattering, the \( L(N) \propto \sqrt{N} \) scaling law presented in this paper can be explained without invoking higher scattering order, and depends on the method employed to change the number of atoms. Also we recall that this power-law disappears when the atom number is changed by varying the size of the repumping laser, keeping all other parameters constant (see in Fig. 5), and this up to very large atom numbers \( (N \approx 10^{10}) \). However we observe a clear deviation from this scaling law for an atom number below \( N \approx 10^7 \) and we will argue in the next section that the missing key point is the interaction force resulting from rescattering of repumper photons.

5 Beyond the standard models for MOT scaling laws

Despite the good agreement between the Wieman model and our experimental results of section 3 on one side, the Wieman-Pritchard model and our results of section 4 for the large atom limit on the other side, there are a some results which can not be explained by the standard models used up to now for the MOT description. Indeed, one can see in Fig. 9, that for an atom number below \( N \approx 10^7 \), the density of atoms in the trap is neither constant (as
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Fig. 12. MOT peak density \( n_0 \) vs \( p \). The solid line (red online) is a power law fit gives an exponent of \(-1.05\), in agreement with the \(1/p\) prediction of the Wieman-Pritchard model. The experimental data points correspond to the largest atom number obtained for \( I_{\text{rep}} = I_{\text{rep}}^{\text{max}}/2, I_{\text{rep}}^{\text{max}}/4, \) and \( I_{\text{rep}}^{\text{max}}/10 \) (corresponding to total atom number \( N = 9.9 \times 10^9, 7.8 \times 10^9, 4.7 \times 10^9 \) and sizes \( L = 2.1\,\text{mm}, 1.8\,\text{mm}, 1.5\,\text{mm} \) resp.) predicted by a simple Wieman model) nor following the law deduced from the Wieman-Pritchard model (with \( L \propto \sqrt{N} \)). We thus speculate that a new physical effect has to be added to explain the MOT behavior in this regime.

5.1 Optical thickness of repumper

A further observation shows another important aspect to be considered. As described in the section 2, we use a repumper only along one axis (which is not along any axis of the MOT laser). It is thus possible to record the transmission of the repumping laser (even though without retroreflection for this measurement). A screen placed on the repumper after it has passed the MOT allowed us to observe that the intensity of the repumper is considerably reduced by the MOT. This is a direct proof that the optical thickness for the repumper light is not small! Fig. 13 shows an image of the repumper beam transmitted through the MOT. The dark region in the center indicates that many photons of the repumper are scattered by the atoms of the MOT.

This qualitative observation has an important impact on the model we will use to describe the scaling law of the MOT size. In that case, scattered repumping photons can be reabsorbed in the MOT which will yield a repulsive force, in the same way as the rescattered photons of the trapping light produces a repulsive force. Furthermore, the repulsive forces arising from rescattered repumping photons are not balanced by any trapping or cooling force. In general one has to analyze the subtle compensation between the repulsive forces due to rescattering and a shadow effect (resulting in a net compression along the axes of the laser) in order to know whether absorption and rescattering results in compression or repulsion. In our configuration, where the repumping laser is only present along one axis, the situation is somewhat different as there is no compression along the directions transverse to the repumper propagation axis.

We note that when we control the atom number via the size of the repumper laser, we can not exclude the possibility that the average intensity of the trapping and/or repumping lasers are affected when the number of atoms is changed. Indeed, a modification in the optical thickness of the cloud may change the attenuation of the different incident laser beams as well as the importance of spontaneous Raman photons (resulting in a change of the
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**Fig. 13.** Image of transmitted repumper laser: the dark region in the center corresponds to the absorption of the repumper by the MOT atoms in the dark state.

The decrease goes beyond a simple description using low saturation and/or homogeneous laser intensities. From our experimental observation, we obtain a decrease of $p$ for smaller atom number, whereas the density is roughly constant or slightly decreasing in this regime (see Fig. 7).

We have performed further experiments in order to investigate the role of the various parameters of the repumping laser. Changing the detuning of the repumper or its intensity did not dramatically alter the maximum density obtained in our trap. Even though we pass from a regime where the saturation of the repumping transition is larger than 1 to a regime where we do not saturate this optical transition, the relevant effective saturation to be considered being the efficiency of a repumping cycle versus the optical pumping into the $F = 2$ hyperfine level. Thus, one typically only needs 1 repumper photon for every 1000 photons exchanged on the main cooling and trapping tran-
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sition. We thus estimate that the optical repumping cycle saturates 1000 times faster than the optical transition. We have also verified that the size of the trap is the same if we detect atoms in both hyperfine levels or only in the bright state. This can be understood by the fact that atoms with a typically velocity of $v \approx 0.1 \text{m/s}$ would have to spend a time of about $t \approx L/v \approx 10 \text{ms}$ in the dark state, in order to undergo a larger spread than in the bright state [13]. This is not the case for our parameters.

5.2 Generalized Wieman-Pritchard model

In this section we will propose a new model which generalizes the existing theory by including the role of repumper photons. We note that this model is not valid for all MOT regimes. Indeed there are well known regimes, which are not covered by the following discussion. The first one to mention is the temperature limited regime, where the MOT size is limited by the thermal atom motion and can be estimated from the equipartition theorem for kinetic and potential energy of the atoms in a damped harmonic trap. This regime is usually realized for very low atom numbers or when multiple scattering forces can be neglected, as e.g. in the case of narrow line cooling and trapping [21]. Other regimes at low or moderate atom number include the situations where the MOT size is so small that sub-Doppler cooling features have to be taken into account [22]. Further factors, such as free travel during a period in a dark state [13] or dynamical effects [18] (clearly becoming dominant when self-sustained oscillations set in [14]) can also affect the scaling law and the shape of MOTs with large number of atoms.

Despite the agreement between the Wieman-Pritchard model and our experiments for the largest atom numbers, the density dependence observed in Fig. 11 for the lower atom numbers cannot be explained by the Wieman-Pritchard model. Indeed, trying to fit the behavior of Fig. 11 by an unknown dependence of $p(N)$ would require extremely low bright state fraction (of the order of 1%) which we find difficult to realize even in a standard dark SPOT configuration [12] with Rubidium. We thus think that a new effect, not previously reported in the literature, needs to be included.

The results of section 5.1 suggest that many repumper photons are absorbed by the atomic cloud, which may have a dramatic effect on the MOT density. Similar to scattered MOT photons, scattered repumper light can be reabsorbed, which leads to an additional repulsive force between the atoms. On the other hand, as we do not use six counter propagating lasers beams for the repumper, the corresponding shadow effect for the repumper is negligible such that the net repulsion is important even for low values of the saturation parameter. As a rough estimate we consider an optical thickness of $b_{res} = 40$ for the resonant $F = 3 \rightarrow F' = 4$ transition, with the repumping lasers being at resonance. The resulting repumper-optical thickness of the cloud for that frequency is of order $b_{res}(1 - p)/p$. This means, that even a 2% fraction of atoms in the ‘dark’ state yields an optically thick cloud for the repumping laser: $b_{res}(1 - p)/p \approx 1$. Taking into
account an interaction between atoms in the dark ground state \((F = 2)\) will thus lead to add a term \(\propto (1 - p)^2\) in the repulsive forces.

Furthermore photons scattered on the \(F' = 3 \rightarrow F = 3\) transition during a repumping process will be efficiently reabsorbed for a large optical thickness. Indeed, these photons, which are spontaneous Raman photons, are resonant with the \(F = 3 \rightarrow F' = 3\) transition and the reabsorption of these photons corresponds to adding a further interaction term \(\propto p(1 - p)\) depending now on the product of the dark \((1 - p)\) and the bright \((p)\) state populations. One could consider spontaneous Raman photons responsible for the optical pumping from the \(F = 3\) into the \(F = 2\) hyperfine level can become important. They will add to an interaction term \(\propto p(1 - p)\). However these photons do not affect much atoms in the dark hyperfine level \(F = 2\), as they are detuned by \(\approx 20\Gamma\) from the \(F = 2 \rightarrow F' = 3\) transition.

Accounting for these additional interactions, we thus propose the following generalization of the Wieman-Pritchard model by modifying the multiple scattering force as follows:

\[
F_{\text{ms}} = G_3 n p^2 r + G_2 n (1 - p)^2 r + G_{2,3} n p(1 - p)r ,
\]  

(24)

where the parameter \(G_2\) describes the repumper induced by rescattered repumper photons (in analogy to \(G_3\) for the rescattered MOT photons), and \(G_{2,3}\) takes into account the repulsion effect of Raman scattered photons. As for the Wieman-Pritchard model, the stationary density is obtained from total force balance, which yields:

\[
n_{\text{WP}} + \kappa p = \frac{n_W p}{G_3 p^2 + G_2 (1 - p)^2 + G_{2,3} p(1 - p)} = \frac{n_W}{p + \alpha \frac{1 - p}{p} + \beta (1 - p)}
\]  

(25)

where \(\alpha = G_2/G_3\) describes the ratio between the interaction of atoms in the bright and the dark hyperfine level and \(\beta = G_{2,3}/G_3\) describes the strength of the interaction of the Raman scattered photons. This equation predicts new scaling laws and new limits for the density of cold atomic clouds.

Although this expression looks very appealing to predict the density limit of MOTs, it is not straightforward to compare this model in a quantitative way to the experiments for several reasons. First of all, in order to use this new model and compare it to our experiment where we modify the number of atoms via the intensity of the repumper, one would need to take into account how the new interaction terms depend on the intensity of the repumper (which is coupled to the bright state fraction \(p\)). Second, for large optical thickness of the repumper and MOT lasers, the total number of atoms \(N\) and \(p\) become coupled parameters. Also the effective local intensity to be considered for the interaction by the repumper laser depends on the optical thickness of the cloud. A direct and clean experimental study of these additional interaction effects would thus require a large detuning for the repumper (probably best done on the D1 line of Rb), so that the optical thickness of the repumper can be neglected and the new force can be eliminated. Such experiments go beyond the data we have gathered for this paper. However
the new model will predict a limitation and a possible decrease of the atom density for smaller values of $p$ and correspondingly for smaller values of the repumper intensities. But a quantitative description of our observations over the full range of experimentally realized atom numbers thus requires precise knowledge of the local repumper intensity and its effect on the bright state population. As outlined above, a corresponding theoretical description turns out to be prohibitively complex, as attenuation and reabsorption leads to an intimate coupling between $p$ and $I_{rep}$ governed by the incident as well as the diffusive background of repumper photons, which all contribute to the repulsion forces and determine the value of $p$. Clearly, further experiments are required to uncover this complex interplay between the various atom-light and atom-atom interaction effects. Note that the attenuation of the repumper by the cold atoms is not affecting the dependence of $N(I_{rep})$ as the attenuation by the cold atomic cloud is only present at a small part of the capture volume for the MOT.

## 6 Conclusion

In summary we have presented a systematic study of the various scaling laws appearing in large MOTs. In one type of experiments, where the atom number was changed by varying the diameter of the repumper laser, we recover the prediction of the Wieman model $L \propto N^{1/3}$, and thus a constant density, up to large atom numbers of $N \sim 10^{10}$, which provides strong evidence that a $N^{1/2}$ scaling law does not solely arise from multiple photon scattering as previously suggested in the literature. In another series of experiments, where we change the atom number via the intensity of the repumper laser, we found a cross-over in atom number dependence of the MOT size changing from $L \propto N^{1/3}$ to $L \propto N^{1/2}$ with increasing $N$. We can explain the $L \propto N^{1/2}$ behavior using the Wieman-Pritchard model developed to describe a dark SPOT. We also point out unexplained behaviors which are observed in our experiment and suggest that the mechanical interaction effect induced by repumper photons can become important in large MOTs. Indeed, in certain regimes, in particular when more atoms are in the dark hyperfine state, repumper-induced interactions may impose an additional – previously overlooked – density limitation, and we speculate that a considerable density increase is possible when these effects are correctly understood and controlled. Further experiments are required to unambiguously prove the role played by the repumper photons on the MOT density. A quantitative comparison between our experimental result and the model including the mechanical effects of the repumper photons goes beyond the scope of this paper, but would be interesting to be developed in order to overcome present limitations in MOT densities. Indeed, one promising possibility, suggested by the experiments and by the model presented in this paper, is to use six independent repumper laser beams. The resulting shadow effect is expected to greatly compensate the repumper-induced repulsion between the atoms and consequently lead to significantly denser atomic samples. Increasing rapidly the atomic densities could be very useful for fast Bose-Einstein condensation of cold atoms and
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Fig. 16. Number of atoms in the bright state as a function of delayed repumper turn-off: $\tau_{\text{delay}}$. The fit for $\tau_{\text{delay}} < 0$ (dashed line, blue online) gives a time scale of 110 µs, whereas the fit for $\tau_{\text{delay}} > 0$ (solid line, red online) gives a time scale of 5.7 µs.

From the fit of the experimental data we extract a time scale for repumping of: $\tau_{\text{rep}} = 1/\Gamma'_{\text{rep}} = 5.7\mu$s and time scale for pumping into the dark state of: $\tau_{\text{pump}} = 1/\Gamma'_{\text{pump}} = 110\mu$s, predicting a ratio $N_2/N_3 \approx 0.052$. This is in rough agreement with the value obtained at zero delay ($\tau_{\text{delay}} = 0$): $N_2/(N_2 + N_3) \approx 0.076$. As expected this shows that the repumping of atoms from $F = 2 \rightarrow F = 3$ is much faster than the optical hyperfine pumping from $F = 3 \rightarrow F = 2$.
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Chapter 3

MOT Compression

In the previous section we presented our experimental results obtained in the compression stage. Here we want to overview the "standard techniques" used for MOT compression. We want to stress that this is a very critical and important stage towards high density regime, not only in our case to obtain a dense medium, but also for the cold collision field and the Bose-Einstein-Condensate (BEC). For the latter the most important parameter to be optimized is the phase-space density \( n_0 \cdot \lambda_{DB}(v_{rms}) = 2.6 \) (the combination of atomic density \( n_0 \) and mean sample velocity).

In general, the degenerate regime described above is reached with evaporative cooling techniques, which produce lower atomic temperature in about 2 sec. The only side-effect is a considerable loss of atoms during the process, with only a few atoms in the condensate \((10^3 - 10^6)\).

The inevitable choice of evaporative cooling relies on the fact that, up to now, the physics behind density limitation are not well understood. Many experimental efforts were carried out to compress standard MOTs but with only limited success. The density limitation explanation is still an open question in atomic physics. An experimental answer to such a question could provide the possibility of obtaining, for example, a degenerate regime such as BEC in less than 1 sec with a relative rise in the experimental duty-cycle.

The steady-state of the density, as we saw, is determined by the balance between the spring constant of the trap and the repulse force of the atom-atom interactions. Thus the evident solution for increasing atomic density is to either increase the spring constant or suppress the rescattering light within the atomic cloud.

The spring constant can easily be increased by, for example, applying a strong magnetic field gradient at the end of MOT-loading, in order to leave the loading conditions unchanged.

The suppression of atom-atom interaction can be achieved by two methods. The first is the realization of a 'Dark Spot' technique, which consists of confining the atoms in the lower hyperfine ground state. As this state does not interact with the trapping light, the atoms cannot repel each other and thus the density is increased. The 'Dark-Spot' can be realized either by making a black spot on the intensity of the repumper, or dynamically, where the intensity is lowered by, typically, a factor of 100 after the loading.

The second method is based on reducing trapping light combined with increasing its detuning. Both are useful for decreasing the scattering rate of photons and consequently
the multiple scattering in the MOT.

These techniques were both experimentally demonstrated with different atomic species. We report, in Tab. (3.1), the most important results published in literature, without considering either the highest density, as much as $10^{14} \text{atom} \cdot \text{cm}^{-3}$ [31], obtainable by using crossed dipole traps generated by focusing high-powered (12 W) infrared ($\lambda = 10.6 \mu m$) beams, or the Far-OFF-Resonant Light trap (FORL) [32], where spontaneous emission is also negligible and spatial densities of about $10^{13} \text{atoms/cm}^3$ are reached as well. These particular traps require very powerful and expensive lasers, and in our case, the implementation required a complete restyling of the experimental set-up.

<table>
<thead>
<tr>
<th>Observed Density ($\text{cm}^{-3}$)</th>
<th>Atom</th>
<th>Techniques</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2.5 \cdot 10^{14}$</td>
<td>Cs</td>
<td>Static Parameters: $\Omega^2 = 0.8\Gamma^2$, $\frac{dB}{dz} = 60 \text{G/cm}$, $N_{at} = 5 \cdot 10^5$</td>
<td>[33]</td>
</tr>
<tr>
<td>$\sim 10^{12}$</td>
<td>Cs</td>
<td>Temporal dark-spot ($20 \text{msec}$) ($I_{rep}/100 \cdot \frac{dB}{dz} = 20 \text{G/cm}$)</td>
<td>[34]</td>
</tr>
<tr>
<td>$\sim 10^{12}$</td>
<td>Na</td>
<td>Spatial Dark Spot</td>
<td>[29]</td>
</tr>
<tr>
<td>$3 \cdot 10^{11}$</td>
<td>Cs</td>
<td>Temporal Dark Spot</td>
<td>[35]</td>
</tr>
<tr>
<td>$\sim 5 \cdot 10^{11}$</td>
<td>$^{85}\text{Rb}$</td>
<td>Changing the detuning and the gradient</td>
<td>[36]</td>
</tr>
<tr>
<td>$1.6 \cdot 10^{11}$</td>
<td>$^{85}\text{Rb}$</td>
<td>On-resonance compression beams</td>
<td>[37]</td>
</tr>
<tr>
<td>$\sim 10^{12}$</td>
<td>$^{85}\text{Rb}$</td>
<td>Dark-Spot combined with a Dipole Trap</td>
<td>This work</td>
</tr>
</tbody>
</table>

**Table 3.1:** Table resuming the main published experimental results dealing with the compression of atomic clouds. We report the maximum of the density obtained, the atomic species used and the relative techniques employed.

In accordance with the conclusions of the previous chapter, and the studies published and reported in TAB. (3.1), the highest densities are achieved for low values of $p$. We were able to obtain such a condition by implementing a spatial 'Dark-MOT' (Dark-spot) as well as a temporal 'Dark-MOT'. Therefore, we cannot set $p$ as low as we want, because of spatial confinement. In fact, as the spring constant proves to be proportional to $p$, it became weak as well. Thus we came up with the idea of adding an external force, which provided a spatial potential to keep the atoms in the trap even for small values of $p$. This was achieved by using a dipole trap, combined with the 'Dark-MOT'. In our case, the dipole trap was obtained from a simple amplified and red-detuned diode-laser. More details are given in the following sections.
3.1 Experimental Setup

In this section we will describe the experimental set-up used to achieve our 'Dark-MOT' (3.1.1), followed by the description and implementation of a Dipole Trap obtained from a laser diode $\lambda = 780 \text{ nm}$ amplified by MOPA (3.1.2). Finally, we will analyze the performance of the combined 'Dark' and Dipole trap in Sec. (3.2), and conclude by reporting the maximum density obtained.

3.1.1 The 'Dark-MOT' (DMOT)

In the following section, the details of our 'Dark-MOT' are given. We will describe the realization of our 'dark spot' in the repumper and the time sequence used. Also, during the compression experiments, we used the absorption technique to probe the atomic sample, and we will detail this new procedure. We will conclude these sections with general considerations on performance and optimization of a 'Dark-MOT' like this.

Dark line in the repumper

![Diagram](image)

**Figure 3.1:** The illustration shows the method used to realize the dark spot. The repumper intensity is separated by the $\lambda/2$-cube system in two directions. One direction, called 'Repumper Dark', involved putting a thin wire line providing a dark line in the repumper intensity at the level of the vacuum cell. The 'Repumper Plus' direction is used to pump the atoms back into the bright level before probing the cloud. In the 'Repumper Plus' direction the shutter is used to switch this additional beam on and off.
3.1. EXPERIMENTAL SETUP

The repumper intensity, usually of about 16 mW, is split in two directions by a $\lambda/2$-cube system which provides us, FIG. (3.1), with a 'repumper dark' and a 'repumper plus' with controllable intensities. The 'dark repumper' is obtained by placing a thin wire in the path of the repumper. In this way we obtain a black line in the repumper intensity profile, which gives rise to a dark plane at the atomic level, where the atoms are confined in the $F = 2$ hyperfine-ground state.

The 'repumper plus', FIG. (3.1) which is controlled in time by a mechanical shutter, is used to repump all atoms in the $F = 3$ state before shining the probe beam. The shutter is characterized by four time constants. The first is the delay time, which is the delay between the TTL command and the shutter opening (ON). The second is the rising time of the shutter opening (ON). The third is the shutter closing time (OFF). The fourth is the relative falling time (OFF). These times can be measured by looking at the intensity of the 'repumper plus', and for the 'delay on' we found: $5.5 \text{ msec}$ with a rising time of $0.6 \text{ msec}$, and for 'delay off': $16 \text{ msec}$ with a falling time of $1.25 \text{ msec}$. Throughout the whole loading time the two 'repumpers' were both present, while in the 'dark' phase only the 'dark' one was kept on.

As we wanted to obtain a low value of $p$, particular attention had to be paid to the geometrical alignment of the black line in the atomic cloud. The reflection on the surface of the vacuum cell has to be controlled and any extra repumper photons have to be blocked. The 'Dark-MOT' is usually realized by using a dark-spot in the repumper laser [29], and the problem lies in the geometry; we cannot control the reflections well as they cannot be superimposed due to the cylindrical symmetry of the problem. This is why we used the line.

**Temporal 'Dark-MOT'

As already mentioned, the 'Dark-Spot' can also be realized dynamically, which means that the intensity of the repumper laser is lowered, typically by a factor of 100 at the end of the loading time [34], which produces high spatial density ($\sim 10^{12} \text{ cm}^{-3}$) during a transient time of about $20 \text{ msec}$.

In our case this technique was tested to increase the density as well. Indeed, we removed the black line in the 'repumper dark' Fig. (3.1), and we altered only the respective intensities of the two 'repumpers'. By doing this, the best condition was found for a measured 'repumper plus' power of $P_{\text{plus}} \sim 13 \text{ mW}$ and 'repumper dark' power of $P_{\text{dark}} = 3 \text{ mW}$. This arrangement produces a $p = 25\%$, and consequently an increase of central density of only a factor of 4. Hence, after these considerations, we decided to choose the pure 'Dark-spot' technique as the first stage for the MOT compression.
3.1. EXPERIMENTAL SETUP

Time Sequence

Figure 3.2: In the illustration we report the time sequence used to realize the 'Dark-MOT'. The full description is given in the text.
3.1. EXPERIMENTAL SETUP

The time sequence was realized with a home-made card which gave us the possibility of performing a sequence of up to several seconds, while for the shorter time we still used a 'delay box'.

The typical time sequence is reported in the Fig. (3.2), where we are loading the MOT during the first 5700 ms followed by 25 ms of 'Dark-MOT' and 25 ms of 'Ultra Dark-MOT'. In this latter phase we tested the controller parameters, in order to obtain the lowest possible $p$-values. The time sequence was realized with two home-made electronic cards. With reference to Fig. (3.2), we call card number 1 (a) and card number 2 (b). In total we used the two analog outputs and seven digital (TTLs-signal) outputs available. These outputs are described as following:

For card 1 (a):

- 1.A-(a): the analog output which controls the MOT detuning $\delta_{MOT}$. This is set equal to $-3\Gamma$ during the loading time, and suddenly changed during the 'Dark-MOT' ranging between $-10\Gamma$ and resonance;
- 1.2-(a): controls the AOM on/off MOT intensity and the AOM on/off of the repumper laser when we want to probe only the $N_3$ atomic population, where a repumper pulse is not present;
- 1.3-(a): controls the AOM on/off repumper when we want to probe the whole atomic population $N_{at}$, where a repumper pulse is present, before probing the cloud.

For card 2 (b):

- 2.A-(b): the analog output that controls the repumper intensity ($I_{rep}$);
- 2.1-(b): controls the magnetic field gradient ($\vec{\nabla}B$);
- 2.2-(b): is used as a trigger for the 'delay box'. Such a box is used to generate shorter signals (less than $1\musec$) which we cannot make with the cards. Particularly, by using this box, we can control:
  - the duration of the probe beam, used for the absorption images;
  - the probe detuning ($\delta_{probe}$);
  - the trigger of the CCD camera to record the absorption images;
  - the AOM on/off of the 'dipole' trap (Fig. (3.11)) when it is present;
- 2.3-(b): switches on/off the shutter in the 'repumper plus'(Fig. (3.1)) in which we also added the relative delay times. As already mentioned, the shutter is characterized by four time periods: the 'delay on' (the amount of time of delay from when the TTL command is given) of about 5.5 ms with a rising time of 0.6 ms; the 'delay off' of about 16.6 ms with a falling time of 1.25 ms;
- 2.4-(b): controls the AOM on/off if we want to use a 'depumper' laser which also influences $p$. 
3.1. EXPERIMENTAL SETUP

Absorption Imaging

Figure 3.3: The typical absorption image (a), obtained by the method described in the text, is shown, and the projections with the relative Gaussian fit are reported (b). The typical size is found to be $\sigma_r \sim 1.5$ mm, with the assumption of an isotropic density distribution. The on-resonance optical thickness in the 'Dark-MOT' is $b_0 \sim 100$ with $N_{at} \sim 10^9$ and density of $10^{11}$ cm$^{-3}$. The experimental image is taken with $\delta_{\text{probe}} = -4\Gamma$. 
3.1. EXPERIMENTAL SETUP

We already saw in the Sec.(2.1.2) dealing with shadow effects that when the light passes through a cloud of atoms with density distribution \( n(x, y, z) \), the intensity is reduced according to Beer’s law:

\[
I(x, y, z) = I_\infty e^{-\sigma_L \int_{-\infty}^{z} n(x,y,z') \, dz'}, \quad \sigma_L(\delta) = g_F \frac{\sigma_0}{1 + 4(\delta/\Gamma)^2} \tag{3.1}
\]

where \( g_F \) accounts for the degeneracy of the atomic levels, and as usual is equal to \( 3/7 \). It is clear from the Eq. (3.1) that the intensity profile of the laser beam, after having passed through the cloud, contains information about the integrated density distribution \( n(x, y) \).

For the 'dark' image obtained without the atoms, \( I_d(x, y) \), and the image with the cloud \( I_s(x, y) \), the density profile is given by the following equation:

\[
n(x, y) = -\frac{1}{\sigma_L} \ln \left( \frac{I_s(x, y)}{I_d(x, y)} \right) \tag{3.2}
\]

Also, the integration of Equation (3.2) gives the total number of atoms present in the MOT. As we recorded the images into a CCD camera with discrete pixels, the integration is turned into a summation made over all the pixels:

\[
N_{at} = -\frac{D}{\sigma_L} \sum_{ij} \ln \left( \frac{I_{s,ij}}{I_{d,ij}} \right) \tag{3.3}
\]

where \( D \) is the area of the pixel in the object-space.

In contrast to fluorescence imaging, no camera or transmission calibration is necessary to determine the number of atoms from an absorption image. We only need to calibrate the magnification which can be done by taking an image of a ruler. By doing this we found, for the square-pixels, a calibration of \( 61 \mu\text{m/pixel} \).

As well as the transverse mode quality of the absorption beam, which has been checked, the spectral properties are important. The spectral width of the imaging light needs to be much smaller than the atomic linewidth of the atomic transition so that the light scattering cross-section \( \sigma_L \) is the same for all frequency components of the light. This criteria is also fulfilled as we use a DBR of \( 2 \text{ MHz} \) width (FWHM).

The duration of the absorption imaging light pulse has to be short enough for the atoms to maintain their original density distribution. In fact, the diffusion induced by photons within the cloud leads to an increase in the size of the cloud as we have already discussed.

To obtain the absorption images we used a non-saturating probe \( (I_{sat}/10) \) with a diameter of \( 4 \text{ cm} \), which is much larger than the atomic cloud.

The typical absorption images Fig. (3.3) are taken in only one shot without a time averaging, and with a CCD camera exposition time of \( 0.55 \text{ msec} \).

In order to extract some physical information we assume a Gaussian density distribution for the MOT. Fitting the image obtained according to Eq. (3.2) with a Gaussian function, we directly extract the standard deviations \( \sigma_y, \sigma_z \) for the two spatial directions, as shown in Fig.(3.3).
All the relevant information we are interested in, $N_{at}$, $n_0$ and the $b_0$ were gathered from the image by using a Matlab routine, which could also provide us with a real time analysis of the images.
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Performance and Optimization of the 'Dark-MOT'

Our 'Dark-MOT' phase is obtained by switching off the 'repumper plus' laser, Fig. (3.1), hence leaving the atoms to go into the lower Hyperfine ground state $F = 2$. By doing this we arrive at an equilibrium situation after 10 msec, as shown in Fig. (3.4)-(a), with a $p = \frac{N_3}{N_3 + N_2} \sim 3\%$. As described in the sequence shown in Fig. (3.2), we measured the $p$ value by taking the difference between the two images with and without a repumper pulse before probing the atoms. This value could also be checked by looking at the fluorescence signal measured by a photo-diode Fig. (3.4). After the loading time we realized the 'Dark-MOT' phase during 50 msec by switching off the 'repumper plus' which was then switched on again to repump the atom back into the 'bright' transition. If we say that the fluorescence is proportional to the number of atoms in the bright state ($p$), comparing the bright and dark fluorescence in Fig. (3.4), we extract a value of $p \sim 4\%$ in complete agreement with that obtained from the images. Also, the curve in Fig. (3.4) tells us that the atoms are still in the trap after 50 msec of Dark MOT, and that they have not fallen out of the center of the trap.

As we have already demonstrated that the 'fluorescence' is a suitable signal, we looked...
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Figure 3.5: Lifetime ($\tau_{\text{life}}$) of the atoms in the 'Dark-MOT'. From the exponential fit we extracted ($\tau_{\text{life}} \sim 600$ msec). We also noticed that our density was not limited by cold collision, as we observed a purely exponential decay.

at it to optimize the repartition intensity of the repumper laser in order to have the lowest $p$ value to increase the density in accordance with the Wieman-Pritchard model. Indeed, we wanted to have the lowest fluorescence signal during the 'Dark-Phase' without losing atoms while we were loading.

The isolation of the AOM on/off of the repumper laser was measured as $5 \cdot 10^{-3}$. This means that if we want to have an acceptable value of $p$ we need to be aware of such light.
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Figure 3.6: The repumper pulse applied to the atomic cloud before probing is strong enough to rempump atoms in the bright state. The fluorescence spike is due to the photons emitted by the atoms in the $F = 2$.

Particularly, we closed the mechanical shutter of the ‘repumper plus’ laser (Fig. (3.1)), during all $N_3$ measurements. After a careful shielding of the rempuper light a $p \sim 3\%$ was demonstrated. Such a value gives rise to an increase in the peak density by a factor of 10, and a factor of 4 for the on-resonance optical thickness ($b_0$).

In fact, the new density is $n'_0 = n_0 \cdot 10$; this means that as we keep the total number of atoms $N_{at}$ trapped constant, the size is reduced by $L' = L/(10^{1/3})$. Thus, the new on-resonance optical thickness, defined as $b'_0 = n'_0 \sigma_0 L'$, increases by a factor of about 4: $b'_0 = \frac{N_{at}}{(L')^2} \sigma_0$ and consequently, $b'_0 \sim b_0 \cdot 4$. As we have, for the non-compressed MOT, a $b_0 = 30$ after compression, we expect to have $b'_0 \sim 120$; these results are in complete agreement with the quantities measured. In fact, after the ‘Dark-Phase’, without too much effort, we ended up with a MOT with $5 \cdot 10^9$ atoms, $\sigma_r = 1 \text{ mm}$, $b_0 = 100$ and with a peak density $n_0 = 3 \cdot 10^{11} \text{ atoms/cm}^{-3}$, as shown in the image of Fig. (3.3).

After the acceptable results obtained with the ‘Dark-MOT’ stage for increasing the density, we decided to investigate the influence of the MOT controller parameters. Indeed, we changed such parameters only in the last 25 msec of our sequence, in the phase which we have called ‘Ultra Dark-MOT’.

In the following we will report the main results obtained from such an experimental study:
3.1. EXPERIMENTAL SETUP

The investigation of MOT detuning $\delta_{\text{MOT}}$ is reported in Fig. (3.7). The idea was to set the detuning near resonance to compress the MOT (i.e. minimize the $G_3$ interactions). We did not succeed because the cloud at resonance became unstable [38]. The density decreases when $\delta_{\text{MOT}}$ is far from resonance because we reduced the spatial confinement. However, a local maximum was found for $\delta_{\text{MOT}} = -2\Gamma$, and density as $n_0 = 3 \times 10^{11} \text{ cm}^{-3}$ was obtained.

- We also tested the intensity of the MOT, during the 'Ultra-Dark' phase, without any noticeable effects.

- We also investigated the influence of the repumper by altering the intensity repartition (Fig. 3.1) between the 'repumper dark' and the 'repumper plus'. From this study we can conclude that such repartition is not so important as it doesn’t influence the final density obtained.

- The density dependence on a delta repumper was explored and the results are reported in Fig. (3.8). As the repumper detuning can only be changed statically because of its construction, the number of atoms trapped are dependent on the repumper detuning. Thus the linear variation of density with the number of atoms strictly correlates with the MOT-trapping efficiency. We also verified that the repumper pulse before shining the probe is strong enough to put all atoms in the bright state Fig. (3.6). However, if we plot the ratio $n_0$ as a function of $N_{at}$, we find that the density is not limited and increases linearly with the number of atoms, Fig. (3.9). Moreover, if we look for blue detuning in detail, inset of Fig. (3.9), we
have a slight decrease in the MOT’s volume, meaning a compression of the MOT, due to a reduction of repumper induced interactions.

- As a final test, we also tried to add a ‘depumper’ laser, in order to lower the $p$ value, but we gained only an insignificant factor of two in $N_{at}$, without any effect on the final density value.
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Figure 3.8: The influence of the repumping detuning $\delta_{\text{rep}}$ on the density is reported. Fig.(a) shows the behavior of the total number of atoms $N_{\text{at}}$ in the trap, while in Fig.(b) the relative atomic density is reported. The detuning could only be changed statically and not dynamically, influencing the trap efficiencies. This is demonstrated by the Lorentzian shaped behavior as a function of detuning, both for density and number of atoms.
3.1. EXPERIMENTAL SETUP

Figure 3.9: The density \( n_0 \) as a function of \( N_{at} \) in the 'Dark-MOT' is reported. As specified in the text, the repumper detuning could only be changed statically, influencing the trap efficiencies. However, as shown by the linear fit, the density is increasing linearly with \( N_{at} \). Therefore, for detuning above \(-4\Gamma\) we observe a compression of the MOT’s volume, as underlined by the inset (a). The compression of the MOT could be due to a minimization of the repumper induced interactions.

Conclusion

We can conclude that for a \( p \sim 3\% \) we obtained the maximum density and that the results were compatible with a Wieman-Pritchard model \( n_0 \propto 1/p \) as reported in Fig. (3.10). However, we saw a slight decreasing of the density for \( p \) as low as 3\%. In such a regime, the density scales are as follows: \( n_0 \propto p^{0.3} \) as results from the fit. This power law is not compatible with a density limited by the temperature (temperature-limited regime), because in the temperature-limited regime the density scales as follows \( p^{3/2} \) [29].

In general, it is well known that in the standard MOT, the effect of scattering radiation generated by a gas of cold atoms increases the temperature as predicted in [39]. In particular, it has been verified that the extra heating is proportional to the optical thickness of the cloud [40]. If we generalize and say that extra heating is only generated by atoms present in the bright state (proportional to \( f(p) \)), we can arrive at the following expression for the temperature in the MOT:

\[
\begin{align*}
T &= T_0 + \xi b(p) \\
\xi b(p) &= n \sigma_L L \cdot f(p)
\end{align*}
\]  
(3.4)
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where $f(p)$ is a priori an unknown function, $T_0$ is the temperature in the MOT, $L$ is the size of the cloud and $\xi$ is a proportional coefficient depending on the control parameters. In the case where $\xi b \gg T_0$, the temperature expressed by Eq. (3.4) results $T \propto \xi b(p)$. As we lower $p$ we approach the Temperature-Limited regime where $T \propto L^2 p$ as predicted by the Wieman-Pritchard model [29] and consequently the density can be rewritten as $n \propto (N/T^{3/2})^{3/2}$. In the case of constant temperature ($T \sim T_0$) we found the 3/2 power-law as predicted by the Wieman-Pritchard model and experimentally verified with Cs atoms in [35].

In the case where the temperature is not constant, and considering that the optical thickness can be written as $b = n^{2/3} \sigma_L N^{1/3} \cdot f(p)$, we found the following expression for the density as a function of $p$:

$$n(p) = \left(\frac{N^{1/4}}{\xi^{3/4} \sigma_L^{1/2}}\right) \cdot \frac{p^{3/4}}{[f(p)]^{3/4}}$$

(3.5)

The Eq. (3.5) could explain our observed density measurement, in the case where $f(p) = p^\beta$, with a $\beta \sim 1/2$.
However, we are not sure if the approximation made for the temperature is valid or not in our experiments, as $\xi$ is not a trivial function of the control parameters, its estimation could be difficult to calculate and we did not measure it directly.
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3.1.2 The Dipole Trap

A focused Gaussian laser \( I(r, z) \) beam tuned far below the atomic resonance frequency represents the simplest way to create a dipole trap providing three dimensional confinement, particularly a potential \( U(r, z) \propto I(r, z) \).

In the following section we will describe how we realized and characterized our dipole trap.

Realization and Characterization

\[ \text{Figure 3.11: Experimental set up used for the realization of the dipole trap. We used a DFB diode laser, amplified by a MOPA providing an output power of about 1W.} \]
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Figure 3.12: Figure (a) shows the image of the MOT after 30 msec of Time Of Flight (TOF). We clearly see the atoms trapped in the dipole potential, while the rest of the atoms are falling due to gravity. The Gaussian function fits the relative projections on the x and y directions as shown in Figure (b). The typical parameters of the dipole trap are given in the text.
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![Graph showing loading of atoms in the dipole trap with \( \delta_{\text{dip}} = 20 \text{GHz} \). After 50 msec we reached a steady state.](image)

**Figure 3.13:** The graph shows the loading of the atoms in the dipole trap with a \( \delta_{\text{dip}} = 20 \text{GHz} \). After 50 msec we reached a steady state.

![Graph showing number of atoms in the dipole trap as a function of the detuning; a maximum is found around \( \delta_{\text{dip}} = 20 \text{GHz} \), which gives \( 3 \times 10^8 \) atoms trapped with a loading-time of 50 msec.](image)

**Figure 3.14:** Number of atoms in the dipole trap as a function of the detuning; a maximum is found around \( \delta_{\text{dip}} = 20 \text{GHz} \), which gives \( 3 \times 10^8 \) atoms trapped with a loading-time of 50 msec.

The dipole trap is realized with the set up shown in Fig. (3.11): a free-running laser DFB (with a nominal power of 80 mW) is injected into a MOPA laser which provides the DFB with a power amplification of 1 Watt.
After a single pass in the AOM on/off and with spatial filtering we ended up with a power of about 240 mW suitable for the dipole trap (with 2 A current in the MOPA power supply).

We controlled the detuning of the DFB by altering its current (0.52 mA/GHz). We can easily red-detune our laser (by increasing the current) by about 100 GHz without any mode-hop. We focused the laser beam, after the power amplification, with a lens of 500 mm. We measured a waist $w_0 = 350 \mu m$, with a beam-profile meter. The maximum trap depth, for a pure Gaussian beam, is given by:

$$ U(r = 0) = \frac{2P_{\text{dip}} 3 \pi c^2}{\pi w_0^2} \frac{\Gamma}{2x_0^3 |\delta_{\text{dip}}|} $$  \hspace{1cm} (3.6)

where $P_{\text{dip}}$ and $\delta_{\text{dip}}$ are, respectively, the total power and detuning of the dipole laser. The oscillation frequencies of trapped atoms are given by [41]:

$$ \omega_r = \sqrt{\frac{4U(r = 0)}{m_{\text{Rb}} w_0^2}} $$ \hspace{1cm} (3.7)

in the radial direction, while in the axial direction

$$ \omega_z = \sqrt{\frac{2U(r = 0)}{m_{\text{Rb}} z_R^2}} $$ \hspace{1cm} (3.8)

where $z_R = \frac{\pi w_0^2}{\lambda}$ denotes the Rayleigh length, in our case $z_R = 50 cm$, and $m_{\text{Rb}}$ the Rubidium mass. To conclude, as the absorption can be interpreted in terms of photon
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scattering cycles of absorption and subsequent spontaneous re-emission processes, we can
define a scattering rate as:

\[ \Gamma_{sp} = \frac{2 P_{dip} 3 \pi c^2}{\pi w_0^2 2 \hbar \omega_0^3} \left( \frac{\Gamma}{\delta_{dip}} \right)^2 \]  

(3.9)

Using the Eq. (3.6) Eq. (3.7), Eq. (3.8) we found, for our dipole trap, the following
quantities: \( U(r = 0, z = 0)/k_B = 2 mK \) (\( \sim 1.2 \Gamma \)), \( \omega_r = 400 \text{Hz} \) and \( \omega_z = 0.2 \text{Hz} \).

After these brief technical details of the set-up, we will discuss the experimental results
obtained.

First of all, with the set-up presented in Fig. (3.11), we were able to trap atoms, as shown in Fig.(3.12). We managed to trap \( N_{at} \sim 10^8 \) with a typical detuning of \( \delta_{dip} = 20 \text{GHz} \).

The loading process in the dipole trap is not well understood but we will try to give
one possible model.
We followed the same procedure as outlined in the previous section, dealing with the
loading of a standard MOT, but instead of considering a 'Hot' vapor for the background,
we considered the 'Cold' atoms present in the MOT, and as main loss-processes we con-
sidered the scattering rate \( \Gamma_{sp} \) given by the Eq. (3.9). By doing this the atomic time
evolution on the dipole trap can be expressed with the following equation:

\[ \frac{\partial}{\partial t} N_{dip}(t, I, \delta_{dip}) = L(\delta, I) - \Gamma_{sp}(\delta, I) \cdot N_{dip}. \]  

(3.10)

Eq. (3.10) depends on 3 parameters, but we wanted to work with the maximum in-
tensity, in order to minimize the scattering rate while maintaining a constant dipole trap
depth in accordance with Eqs.(3.6)(3.9). As we had limited power \( (P_{max}) \) available for
the trap in the theoretical model, we eliminated the intensity as an independent variable.

The stationary solution of Eq. (3.10), as we already know, is as follows:

\[ N_{dip}(t, \delta_{dip}) = N_{\infty_{dip}}(\delta_{dip})(1 - e^{-\Gamma_{sp}(\delta_{dip}) \cdot t}), \quad N_{\infty_{dip}} = L_{dip}/\Gamma_{sp}. \]  

(3.11)

As we have temporal control on the dipole trap, we investigated the loading time of
the atom in the dipole trap after the 'Dark-MOT' phase. The results are reported in
Fig. (3.13), which fit Eq. (3.11), for a fixed trap detuning \( \delta_{dip} = 20 \text{GHz} \) which provides
us with the maximum number of atoms trapped, as shown in Fig. (3.14). From the fit we
can extract \( 1/\Gamma_{sp} = 14 \text{msec} \), and \( N_{\infty_{dip}} = 2 \cdot 10^8 \). However, after \( 50 \text{msec} \) we loaded
the maximum number of atoms into the dipole trap, and then we studied its behavior as a
function of the \( \delta_{dip} \). The loading can be written as \( L = \beta/\delta_{dip} \), while the 'loss' term can
be written as \( \Gamma_{sp} = \alpha/\delta_{dip}^2 \). After the above considerations, the Eq. (3.11) for a fixed time
\( \tau_L = 50 \text{msec} \) could be written as :

\[ \begin{align*}
N_{dip}(\delta_{dip}, \tau_L) &= (\frac{\beta}{\alpha}) |\delta_{dip}|(1 - e^{-\alpha \cdot \tau_L/\delta_{dip}^2}) \\
U_0(\delta_{dip}) &\geq U_{\text{min}}
\end{align*} \]  

(3.12)
where $U_{\text{min}}$ is the minimum potential to trap the atoms. From the fit of the data shown in Fig. (3.14) with Eq. (3.12), we can extract $\beta/\alpha = 2 \cdot 10^7 \, (GHz)^{-1}$, and $\alpha = 9361 \, (GHz)^2 \cdot sec^{-1}$, and we find the maximum number of atoms trapped for a $\delta_{\text{dip}} = 20 \, GHz$.

Using the model given by Eq. (3.12), if we wait for an infinite time $\tau_L$, we only need to raise the detuning $\delta_{\text{dip}}$ to increase the atoms trapped in the dipole trap. However, we need to account for the residual 'heating' effect which causes a pushing effect, Fig. (3.15). This limits the lifetime of the atoms in the dipole trap. Such an effect was investigated by leaving the dipole laser on for different periods of time while the background MOT expanded freely. From the fit of Fig. (3.15), obtained for a $\delta_{\text{dip}} = 20 \, GHz$, we measured a residual acceleration of $a = 30 \, m/s^2$, so that in $25 \, msec$ the atoms in the dipole trap are pushed away by about $1 \, cm$. From the measured residual acceleration, we can extract an effective saturation parameter $s_{\text{eff}}$:

$$a = \frac{\hbar k \Gamma}{2 m_{\text{Rb}} s_{\text{eff}}} ,$$

which yields $s_{\text{eff}} = 0.2 \cdot 10^{-3}$.

In order to reduce the pushing effects, we have to increase the detuning of the dipole trap, while maintaining the same height of the trapping potential.
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Figure 3.16: The dipole trap loaded from a 'Dark-Mot'. We found a peak-density equal to $n_0 = 10^{12}$ at/cm$^3$, with $N_{at} = 2 \times 10^8$ atoms, and $\sigma_y = 80 \mu$m and $\sigma_x 1.2$ mm.

After these optimizations, the maximum density obtained in the combined 'Dark-
MOT and dipole trap, shown in Fig. (3.16), corresponds to a peak density of \( n_0 = 10^{12} \text{at/cm}^3 \) with \( N_{at} = 2 \times 10^8 \) atoms and a \( \kappa \cdot \ell \sim 50 \), one order of magnitude below the localization threshold.

Our dipole trap gives us the possibility of obtaining a very dense atomic sample, but some problems are still evident. For the moment, the density is limited by the maximum number of atoms which can be loaded into the trap. The steady state is reached when an equilibrium between atom loading and atom loss is established. In order to increase the trapping volume, and thus the number of atoms trapped, we need to implement a crossed-dipole trap.
3.2. COMBINED DARK AND DIPOLE TRAP: CONCLUSION
Chapter 4

DFWM

In this chapter after a brief introduction given in Sec. (4.1) we will analyze the Degenerate Four Wave Mixing (DFWM) phenomena in Sec. (4.2), a particular nonlinear process of wave mixing which is made by using the cold atom as a nonlinear medium. In a first model we considered our nonlinear medium to be made of a diluted ensemble of two level atoms characterized by an atomic polarization, Sec. (4.3), which accurately describes the observed signal in the scalar situation. Therefore, if we want a full description of such phenomena, we need to account for the multi-level atomic structure which is introduced in Sec. (4.5).

The set-up used for the experimental observation will be described in Sec .(4.3.1) together with the main results obtained for both the symmetry and resonance shape of the DFWM signal. These latter aspects are the subject of two publications which are also attached.

4.1 Introduction

Nonlinear optics have been investigated for a very long time but the systematic study of these phenomena started to become quantitative after the discovery of the first laser in 1960. Thanks to this increase in research the second-harmonic generation was demonstrated in quartz with the use of a ruby laser [42].

The particular areas of nonlinear optics which will be explored in this section are the phenomena arising from the interaction of four coherent optical fields through third order nonlinear susceptibility. Particularly, this field of physics includes many diverse processes such as, for example, degenerate four-wave mixing (DFWM) non-degenerate four-wave mixing (NDFWM), stimulated Raman scattering etc.

These processes have proved to be of use in a great number of applications including optical processing, phase conjugate optics, the measurement of atomic energy structures and decay rates. In the case of NDFWM, where the two strong pumps have the same frequency while the frequency of the probe is varied, the observed spectral profiles are narrower than the natural linewidth of excited state [43]. This particular pump-probe spectroscopy can also be used as a highly sensitive diagnostic tool for atoms in a working MOT [44]. Particularly, the transient FWM signal can be used for temperature diagnostics for cold atoms [45] where a population grating in the ground state of the hyperfine atomic level is induced by the two strong pumps. Thus, the decay time of this grating is directly
related to the temperature of the cold atoms. Also, light storage processes in an ensemble of cold atoms using FWM are possible [46]. Indeed, a polarization grating is written into the atomic system as a spatially dependent Zeeman coherence, and after a dark time of about $4\mu\text{sec}$ can be read. This observation is proof that we can store information locally in the cold atoms. Such studies can be important for the realization of quantum memories, and are generally important in the quantum information field.

In our case we concentrated on Degenerate-Four Wave Mixing (DFWM), where the two strong pumps and weak probe have the same frequency ($\omega_L$).

In general, two phase matching geometry is used in order to obtain the signal of the DFWM [47]. The first is the backward four-wave mixing configuration, as shown in Fig. (4.1), in which two pumps are counter propagating and a probe signal is coming at an angle of $\theta$ with respect to the pump axis Fig. (4.1). The second is the forward four-wave mixing configuration, where all beams (pumps and probe) are co-propagating.

For practical reasons, we used backward phase matching geometry in our experiments.
4.2 Theory of DFWM

![Figure 4.1: Illustration shows the conventional geometry of phase conjugation through DFWM where we have two strong pumps \(I_F\) and \(I_B\) and a weak probe \(I_P\). In Fig-(a) a grating between \(I_F\) and \(I_P\) is made in which the \(I_B\) is Bragg-diffracted. In Fig-(b) the grating where the \(I_B\) is diffracted is created by \(I_B\) and \(I_P\). The two processes interfere with each other generating the phase-conjugate beam \(I_C\).](image)

In the following section, we will focus on the basic theory of coherent third order nonlinearity that gives rise to the DFWM phenomena. The four-wave mixing is called degenerated because all the frequencies, two strong pumps and the weak probe, are the same.

In general, the concept of three electromagnetic fields interacting to produce a fourth field is central to the description of all four-wave mixing processes. In order to understand this process we need to consider the individual interactions of the fields within a dielectric medium. The first input field causes an oscillating polarization in the dielectric with the same frequency as the driven field; this is just the Rayleigh scattering as described by linear optics. The application of a second field will also drive the polarization of the dielectric, and the interference of the two waves will cause harmonics in the polarization at the sum and difference of the frequencies. Finally, the application of the third field will also drive the polarization and this will beat with both the other input fields as well as with the sum and difference frequencies. This beating with the sum and difference frequencies is what gives rise to the fourth field in four-wave mixing. The DFWM process could be interpreted in terms of the intensity dependent refractive index. Two input beams interfere, generating a grating, which is characterized by a distance \(d = \frac{\lambda}{2\sin(\theta/2)}\). From this grating the third beam is Bragg-diffracted, and generates the phase-conjugate wave. This is because the interferences result in a spatially periodic light intensity or distribution of polarization, that induces a spatial modulation in the medium. In our case the different situations are illustrated in Fig. (4.1), which gives an intuitive picture of the generated backward field.

In the case where the probe beam has a polarization that is orthogonal to the polarization of the pump beams, the intensity grating formed in the medium is a polarization
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grating. That is, the interference results in a spatially uniform intensity, but a periodic variation of the polarization is realized in the direction of the optical electric field.

The traditional method of modeling the nonlinear response of an optical material is to expand the induced polarization as a power series in the electric field strength [47]:

$$\vec{P} = \chi^{(1)} \cdot \vec{E} + \chi^{(2)} \cdot \vec{E} \vec{E} + \chi^{(3)} \cdot \vec{E} \vec{E} \vec{E} + ...$$ (4.1)

This method assumes that the higher order susceptibilities grow progressively smaller so that the power series expansion converges to a finite polarization, which means that the $\chi^{(3)}E^2 \ll \chi^{(1)}$ and so on.

In the Eq. (4.1) the obtained third order nonlinear susceptibility $\chi^{(3)}$ is responsible for the four-wave mixing processes [47].

In general, $\chi^{(3)}$ is a fourth rank tensor with 81 elements [47] and each of these elements consists of a sum of 48 terms. This number of terms is drastically reduced through material symmetries and resonance. Explicit expression for the terms have been published, and each term has a typical form with three resonant factors in the denominator. Also, we highlight that the tensor properties of the susceptibility are derived from the vector properties of the dipole matrix elements. Indeed, by knowing the symmetry properties of such a tensor we can further simplify the general expression of $\chi^{(3)}$.

In the following, we will introduce the input scalar fields defined in accordance with the equations:

$$E_l(\vec{r}, t) = \frac{A_l(\vec{r})}{2} e^{i(\vec{k}_l \cdot \vec{r} - \omega_l \cdot t)} + \text{c.c.} \quad l = 1, 2, 3$$ (4.2)

specialized in the degenerate case, which means $\omega_1 = \omega_2 = \omega_3 = \omega$. The nonlinear third order polarization produced by the interaction of the three beams oscillates at the same frequency as the input field:

$$P_l(\omega) \propto \chi^{(3)}_{ljkm} E_j E_k E_m^*$$

$$\propto \chi^{(3)}_{ljkm} A_j(\vec{r}) A_k(\vec{r}) A_m^*(\vec{r}) e^{i[(\vec{k}_1 + \vec{k}_2 - \vec{k}_3) - i \omega t]}$$ (4.3)

Since the physical quantity that is measured in the experiment is the conjugate field intensity, the observed signal will be proportional to $|\chi^{(3)}|^2$ multiplied by the three field intensities and by a "phase matching factor". As the intensity of the phase-conjugate signal is assumed to be $I_C$, in the case where the pump intensities are the same $I_B = I_F = I_0$, and with a probe intensity $I_P$, the conjugate signal should be proportional to:

$$I_C = \eta I_B I_F I_P$$

$$= \eta I_0^3 I_P$$ (4.4)

but as the intensity of the probe can be expressed $I_P = \alpha I_0$ the Eq. (4.4) becomes:

$$I_C = \beta I_0^3$$

$$\beta = \eta \cdot \alpha$$ (4.5)
The functional dependence on intensity of Eq. (4.5) could be checked in an experiment to test whether the signal measured is due to third order mixing effects. Indeed, such nonlinear susceptibility could be measured because it is proportional to the $\beta$ value. We also measured the reflection coefficient, defined as $R_{DFWM} = \frac{I_C}{I_P}$. The functional dependence of the reflection coefficient in this case became:

$$R_{DFWM} = \frac{I_C}{I_P} = \beta I_0^2,$$

(4.6)

and it scaled quadratically on the laser intensity.

In the following we recall some basic relations for the wave on a polarizable media.

**Wave Propagation**

We started from a definition of Maxwell’s equations, as is normal in cases where there is no free charge and no free currents are present and the material is nonmagnetic; in such a case it can be shown that Maxwell’s equations are expressed by the following equations [48]:

$$\vec{\nabla} \cdot \vec{D} = 0 \quad \vec{\nabla} \times \vec{E} = -\frac{\partial \vec{B}}{\partial t},$$

(4.7)

$$\vec{\nabla} \cdot \vec{B} = 0 \quad \vec{\nabla} \times \vec{B} = \mu_0 \frac{\partial \vec{D}}{\partial t}$$

with the definition of vector $\vec{D} = \varepsilon_0 \vec{E} + \vec{P}$.

In a homogeneous and isotropic medium the polarization is parallel to the electric field, and the relation between the two fields can be written as $\vec{P} = \varepsilon_0 \chi(E) \vec{E}$, where $\chi(E)$ is a scalar quantity which gives rise to the total nonlinear susceptibility.

As we have already shown, $\chi(E)$ can be decomposed in two terms, the linear ($\chi_0$) and nonlinear ($\chi_{NL}$). In the same way, the polarizability vector can be decomposed as well.

After these considerations, we can solve the system of Eqs.(4.7) by following the standard procedures [48], and we end up with a general form for wave equations in nonlinear optics:

$$\vec{\nabla} \times \vec{\nabla} \times \vec{E} = \vec{\nabla} (\vec{\nabla} \cdot \vec{E}) - \nabla^2 \vec{E} = -\mu_0 \frac{\partial^2 \vec{D}}{\partial t^2}. $$

(4.8)

As in the afore-mentioned geometry the electric field of the pumps and the probe lies on the plane defined by $\vec{E} \cdot \vec{k}$, the quantity $\vec{\nabla} \chi$ is always perpendicular to $\vec{E}$ without any restriction on the $\chi(z)$. Consequently, from the relation $\vec{\nabla} \cdot \vec{D} = 0$, we obtain $\varepsilon_0 (1 + \chi) \vec{\nabla} \cdot \vec{E} + \varepsilon_0 (\vec{E} \cdot \vec{\nabla} \chi) = 0$ and in this case we can conclude that $\vec{\nabla} \cdot \vec{E} = 0$ when $\vec{E} \cdot \vec{\nabla} \chi = 0$.

By using such an assumption, the wave equation reads:
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\[
\nabla^2 \vec{E} - \varepsilon_0 \mu_0 \frac{\partial^2 \vec{E}}{\partial t^2} = \mu_0 \frac{\partial^2 (\vec{P}_L + \vec{P}_{NL})}{\partial t^2} \tag{4.9}
\]

where \( \vec{E} \) is the total field.

As the definition of the fields is given by Eq.(4.2) we can separately calculate the left-hand term of Eq.(4.9):

\[
\nabla^2 \vec{E}_l \approx -2i k_l e^{ik_l z} \frac{\partial A_l}{\partial z} - k_l^2 A_l(z) e^{ik_l z} + c.c. \quad l = 1, 2, 3, 4 \tag{4.10}
\]

where we have used the slowly varying envelope approximation (S.V.E.A) which consists of:

\[
\left| \frac{\partial^2 E_l}{\partial z^2} \right| \ll \left| k_l \frac{\partial E_l}{\partial z} \right| \quad l = 1, 2, 3, 4 \tag{4.11}
\]

We specialized in degenerate four wave mixing (DFWM) (\( \omega_1 = \omega_2 = \omega_3 = \omega \)) and considered the following phase-matching condition expressed by:

\[
\vec{k}_1 + \vec{k}_2 + \vec{k}_3 + \vec{k}_4 = 0 \tag{4.12}
\]

which, in the case of our backward geometry, \( \vec{k}_1 + \vec{k}_2 = 0 \), becomes:

\[
\begin{cases}
\vec{k}_1 + \vec{k}_2 = 0 \\
\vec{k}_3 + \vec{k}_4 = 0
\end{cases} \tag{4.13}
\]

After taking the phase-match condition into consideration, the wave propagation of the conjugate field \( \vec{E}_4 \) is given by:

\[
2 i k \frac{\partial A_4}{\partial z} = -\mu_0 \omega^2 P_4(\omega_4, k_4) \tag{4.14}
\]

where the notation \( P_4(\omega_4) \) indicates the Fourier polarization component which is oscillating at the frequency \( \omega_4 \) with a \( k_4 \) wave-vector.

In our case we used a cloud of cold Rb atoms as a strong non-linear medium. The main difference with respect to the non-linear crystal is that the radiation used to pump the medium, in order to obtain nonlinearities, is almost resonant and shows strong resonances and consequent dispersion.

In the simplest case of a two-level atom, with an atomic susceptibility of \( \chi(\omega) \) it can be shown that the resonance is \( Im(\chi(\omega)) \propto \frac{1}{1 + \delta^2} \) in which we found the Lorentzian shape, while the absorption is given by \( Re(\chi(\omega)) \propto \frac{-\delta}{1 + \delta^2} \), which is the normal dispersion signal. Furthermore, wave propagation in the medium is characterized by a \( k \)-vector defined as \( k = n \frac{\omega}{c} \) where the diffraction index is given by \( n = \sqrt{1 + \chi} \).

However, a full description of nonlinear susceptibility in our case is more involved due to the real multilevel atomic structure, as we will see in Sec. (4.5).

After this brief introduction to Four-wave mixing in general dielectric media, we will concentrate on Degenerate Four-Wave Mixing considering an ensemble of a number (N) of two-level atoms.
4.3 Two-Level Atoms

![Two level atoms scheme](image)

**Figure 4.2**: The two level atoms scheme. In the case where all the beams have the same linear parallel polarization, the DFWM signal originates from the contribution of a two level atom with a lifetime $\Gamma$ due to spontaneous emission.

For a two-level atom at rest in the steady state, we can write the susceptibility as:

$$\chi(|E|) = -\sigma_0 n_{at} \frac{(-i + \delta)}{(1 + \delta^2 + |E/E_s|^2)} \tag{4.15}$$

where $\sigma_0 = \frac{3\lambda^2}{2\pi}$, and with $n_{at}$ we indicate the atomic density; $\delta = 2(\omega - \omega_{at})/\Gamma$ is the detuning in $\Gamma$ unit (the atomic lifetime of a two level atom), and $|E_s|^2$ is proportional to the saturation intensity defined as $I_s = \frac{1}{2}\varepsilon_0 c |E_s|^2$.

The $\sigma_0$ is the on-resonance cross-section with $k$ the magnitude of the wave number at the frequency $\omega$.

Eq.(4.15) is compatible with a definition of the oscillating field $E(t) = E_0 e^{i\omega t}$; otherwise if we use a $E(t) = E_0 e^{-i\omega t}$ we have to replace $i$ with $-i$ in Eq.(4.15).

The polarization is then expressed by the equation:

$$\vec{P} = \varepsilon_0 \chi(E) \cdot \vec{E} \tag{4.16}$$

Following the idea developed in Sec.(4.2) which gives rise to Eq. (4.1), we decided to carry out a development series, by considering two strong pumps ($\vec{E}_1, \vec{E}_2$) and a small probe $\vec{E}_3 \ll \vec{E}_1, \vec{E}_2$. Consequently the conjugate generate field is $\vec{E}_4 \ll \vec{E}_1, \vec{E}_2$. After such a consideration, we can define the total field as:
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\[
\begin{align*}
\vec{E} &= \vec{E}_0 + \Delta \vec{E}, \quad \Delta \vec{E} \ll \vec{E}_0 \\
\vec{E}_0 &= \vec{E}_1 + \vec{E}_2
\end{align*}
\] (4.17)

Now we can insert the Eq. (4.17) into the Eq. (4.16) and we expand the susceptibility to the first order in \(\Delta \vec{E}\):

\[
\chi(|E|) \cdot \vec{E} = -2 n_{at} \sigma_0 \frac{(i + \delta)(E_0 + \Delta E)}{k} \left(1 + \frac{(E_0 + \Delta E)^*}{E_s^2}ight) \left(1 + \frac{\Delta E^*}{E_0^*} \right)^2
\] (4.18)

If we make the following observation:

\[
\left|1 + \frac{\Delta E}{E_0}\right|^2 = \left(1 + \frac{\Delta E}{E_0^*}\right)\left(1 + \frac{\Delta E^*}{E_0}\right)
\] (4.19)

By using such an observation, we can rewrite Eq. (4.18) in the following way:

\[
\chi(|E|) \cdot E = -2 n_{at} \sigma_0 \frac{(i + \delta)(E_0 + \Delta E)}{k} \left(1 - \frac{(E_0 \Delta E^* + E_0^* \Delta E)}{|E_s|^2} \right) \left(1 + \frac{1}{1 + \delta^2 + |(E_0/E_s)|^2}\right)
\] (4.20)

If we introduce linear atomic susceptibility as:

\[
\chi_0(E_0) = -\frac{2 n_{at} \sigma_0}{k} \left(1 - i \delta \right) \left(1 + \frac{|E_0|^2}{E_s^2}\right)
\] (4.21)

we are able to define the atomic polarization as:

\[
\vec{P}(E) = \varepsilon_0 \chi_0 (E_0 + \Delta \vec{E}) - \frac{\varepsilon_0 \chi_0 (E_0^2 \Delta E^* + |E_0|^2 \Delta E)}{|E_s|^2 \left(1 + \delta^2 + |(E_0/E_s)|^2\right)}
\] (4.22)

The second term of the right-hand part of Eq.(4.22), is the nonlinear polarization which we call \(P_{NL}(E)\). Such an expression contains all the high order susceptibilities because of the presence of the saturation intensity.

The expression of the polarization given by Eq. (4.22) is the same found in the reference [49].
Finally, if the nonlinear polarization is substituted into Maxwell’s equations, a set of four coupled wave equations may be found for the fields. If we focus on the wave propagation of the phase generated conjugate beam, after some calculation we can demonstrate that the Fourier component of the polarization oscillating at the frequency $\omega_4$, is expressed by:

$$P_4 = \varepsilon_0 \chi_0 A_4 - \frac{\varepsilon_0 \chi_0}{I_s (1 + |E_0(z)|^2)} (I_1 e^{-2ikz} + I_2 e^{2ikz} + 2\sqrt{I_1 I_2}) A_3^*$$

which can be inserted into Eq.(4.14), to obtain the following wave propagation equation for the conjugate field:

$$\frac{\partial A_4}{\partial z} = \alpha(z) A_4 + i\kappa(z) A_3^* .$$

The spatial dependent coefficients are given by the following expression:

$$\alpha(z) = \sigma_0 n_{at} \frac{(1 - i\delta)}{(1 + \delta^2)} \frac{1}{(1 + |E_0|^2/L)^2}$$

$$\kappa(z) = i\sigma_0 n_{at} \frac{(1 - i\delta)}{I_s (1 + \delta^2)} \frac{(I_1 e^{-2ikz} + I_2 e^{2ikz} + 2\sqrt{I_1 I_2})}{(1 + |E_0|^2/L)^2}$$

where, as usual, $\sigma_0$, $n_{at}$, and $\delta$ are respectively the on resonance cross-section, the atomic density and the laser detuning.

Following the same procedure described above, we can obtain a similar wave propagation equation for the probe $A_3$.

The intensity of the phase conjugate beams is then determined by the power reflection coefficients, for a nonlinear medium $L$ long, expressed by [49] :

$$R = \frac{|\kappa \sin(w L)|^2}{w \cos(w L) + \alpha_R \sin(w L)|^2}$$

where $w = \sqrt{\kappa^2 - \alpha_R^2}$ is a measure by which the strength of the nonlinearity exceeds the absorption in the medium, and $|E_0(z)|^2 \propto 4 I \cos^2(kz)$ is our definition of standing waves.

In the case of a small amount of absorption, i.e small optical thickness ($b_0 = n_{at} \sigma_0 L \ll 1$), we can consider the limit $w L \ll 1$ of the reflection coefficient expressed by Eq.(4.26). In such a regime we observed that a more suitable parameter to describe the phase conjugate beam is the on-resonance optical thickness ($b_0$), in fact:

$$R \propto n_{at}^2 \cdot L^2 = \text{const} \cdot b_0^2 .$$

Such a relationship has been demonstrated experimentally for moderate optical thicknesses ranging from 0 to 5 [50].

In the case where we have the same pump intensities ($I_1 = I_2 = I$), and performing a spatial average of the intensity by setting $\cos^2(kz) = 1/2$, the expression of the coefficients given in Eq. (4.25), became:
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Figure 4.3: Degenerate Four Wave Mixing theoretical signal when all fields have the same polarization by considering an averaged intensity by setting $\cos^2(kz) = 1/2$. We observe a clear splitting, as underlined by the inset, for high pump intensities ($s = 10$). The on-resonance optical thickness for such curves was $b_0 = 0.6$.

\[ \left\{ \begin{array}{l}
\alpha(z) = \sigma_0 n_{at} \frac{(1 - i\delta)}{(1 + \delta^2)(1 + 2s^2(1 + \delta^2)^2)} \\
\kappa(z) = i\sigma_0 n_{at} \frac{(1 - i\delta)}{(1 + \delta^2)(1 + 2s^2(1 + \delta^2)^2)}
\end{array} \right. \]  

(4.28)

where we introduced the saturation parameter $s = I/I_s$. By using such coefficients, we can compute the reflection coefficient for the conjugate beams for any optical thickness and saturation parameter. As shown in Fig.(4.3), the conjugate signal ($R$) shows one interesting feature; a clear splitting in the limit of high pump intensity ($s = 10$) even considering a small optical thickness ($b_0 = 0.6$).
In the above considerations, the expression for the conjugate beam was obtained by taking the average value of the total intensity. In fact, the coefficients presented in Eq.(4.24) have spatial dependence, and as our atomic sample extended more than one wave-length, a spatial average had to be considered by averaging the polarizability and not the intensity in accordance with the reference [51]. We achieved this by integrating these coefficients over a \( \lambda/2 \) by computing the following integrals:

\[
\langle \alpha(z) \rangle = \int_{0}^{\lambda/2} \alpha(z) \, dz , \quad \langle \kappa(z) \rangle = \int_{0}^{\lambda/2} \kappa(z) \, dz . \tag{4.29}
\]

The expressions of Eqs.(4.29) can be found analytically, considering a constant atomic density \( n_{\text{at}}(z) = \text{const} \), and setting the pump values as the same \( (I_1 = I_2 = I_0) \). After some calculation, the averaged coefficients can be written as:

\[
\begin{align*}
\langle \alpha(z) \rangle &= n_{\text{at}} \sigma_0 \left(1 - i\delta\right) \frac{(1 + 2I/I_s)}{(1 + \delta^2) \left[1 + 4(I/I_s)\right]^{3/2}}, \\
\langle \kappa(z) \rangle &= -n_{\text{at}} \sigma_0 \left(1 - i\delta\right) \frac{(2I/I_s)}{(1 + \delta^2) \left[1 + 4(I/I_s)\right]^{3/2}}.
\end{align*}
\tag{4.30}
\]

The Eqs. (4.30) are the same as that found in reference [51].

In the limit of small absorption \( (wL \ll 1) \), as before we can arrive at an analytical expression of the reflected coefficient (or DFWM signal). In such a limit, as we had
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![DFWM signal graph](image)

**Figure 4.5:** DFWM signal obtained in the limit of small optical thickness ($b_0 = 0.6$) and for different saturation parameters. The double peak structure is no longer observed.

already noticed, the reflection coefficient is proportional to the $R \equiv |\langle \kappa \rangle|^2 L^2$, and precisely expressed by the following equation:

$$R \approx \frac{n_{nl}^2 \sigma_0^2 L^2}{(1 + \delta^2)} \frac{4 (I/I_s)^2}{(1 + 4I/I_s)^3}.$$  \hspace{1cm} (4.31)

From Eq. (4.31) we observe that the signal has a Lorentzian-like shape symmetrical in $\delta$, and proportional to the square of the optical thickness. Moreover, in the limit of high-pump intensity ($I/I_s \gg 1$) the signal $R$ goes to zero as shown in Fig. (4.4).

To conclude, the main difference with respect to the reflected signal obtained without the spatial average, is that there is no longer a double peak structure for larger intensity as reported in Fig.(4.5). In fact, this feature has been eliminated by considering the spatial averaging of the polarizability as discussed in references [49] [51]. But even in this case, a more trivial center line splitting could be observed in the high optical thickness limit ($b_0 \gg 1$) as shown in Fig. (4.6).

However, as we will see later on in the case where the polarization of the probe is perpendicular to that of the pumps and in the limit of small absorption, we can experimentally observe a splitting, but this time, if we want to understand its nature, we need to use a more complicated model in which the multi-level atomic structure has to be included, as discussed in Sec.(4.5).
Non-Homogeneous atomic distribution

However, as shown in the attached paper, we observed a red-blue asymmetry of our DFWM signal, in the rubidium-atomic sample, in the high pump intensity limits even with a moderate optical thickness.

We explained this asymmetry by introducing a spatial bunching of the atoms in the nodes or anti-nodes of the strong standing wave created by the pump beams, which created a spatial dependence on the atomic density distribution at half of the wave-length ($n_{at}(z)$). In this particular case, we needed to introduce the bunching parameter ($B$) expressed by the following quantity:

$$B = \frac{k}{2\pi} \int_{0}^{2\pi/k} n_{at}(z) e^{2ikz} dz . \quad (4.32)$$

This phenomena of atomic bunching has been presented and analyzed in the article attached in Sec. (4.4), and titled: "Bunching-induced asymmetry in Degenerate Four-Wave Mixing with cold atoms." As reported in the paper, the observed asymmetry on the DFWM signal, is also also confirmed by computer simulations, also presented in the paper.
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4.3.1 Experiments

In the following section we will describe, in the first part, the experimental set-up used for the observation of the DFWM signal, while in the second part the main results concerning the linear shape of the DFWM signal are presented.

Setup

![Figure 4.7: The illustration shows the backward geometry realized in our set-up to obtain degenerate four wave mixing with cold $^{85}$Rb atoms. With the capital letters F and B, we indicate the two strong pumps (not retro-reflected), and with P and C, respectively, the probe and conjugate beam. The polarizations of these beams are adjusted by using polarized-cubes and wave-plates.](image)

The experiment was performed in a sample of cold rubidium atoms obtained by a MOT as described in Chapter 1. As we have already seen, the atom number can be adjusted in the experiment by varying the intensity of the repumper laser.

The DFWM beams are provided by the same laser at frequency $\omega_L$, and can be time controlled to adjust the pulse duration. In all the experiments carried out for this thesis we employed the backward DFWM configuration with two independent and not retro-reflected beams as shown in Fig. (4.7). We usually use the names $F$ and $B$ for, respectively, the forward beam and backward pump. The angle between the probe $P$ and the forward beam, is maintained as a constant during all experiments at $\theta = 0.2\text{rad}$. The waist of the laser beams is $w \approx 6\text{mm}$ which is larger than the atomic size of our cloud ($\sigma_r = 1\text{mm}$). The polarization on the DFWM beams can be adjusted by appropriate wave plates and polarizing cubes placed along the beam path, as shown in Fig. (4.7). The conjugate beam, propagating in the opposite direction of the probe, is recuperated by using a beam-splitter, and recorded into a Photo-Multiplier (PM).

The time sequence was as follows. The atoms were collected and cooled from the background vapor for about 20ms. Then, the trapping beams as well as the quadrupole magnetic field were switched off for about 1msec. During this "dark time", the DFWM beams were switched on to generate the phase conjugated beam.
The pulse duration of the DFWM beams, had been set as small as 20µsec in order to avoid mechanical effects of the pumps on the atomic cloud. However, the repumping laser was kept on all the time to avoid atomic losses of interacting atoms by hyperfine optical pumping.

The final DFWM spectra was obtained by looking at the time resolved conjugate beam analyzed in a fixed time window. However, it was also possible to perform continuous frequency scans, but in such a case, we lost important atomic effects. Particularly, the bunching-induced asymmetry on the frequency spectrum was washed out, and consequently, a symmetric spectrum was expected. Such a prediction was experimentally observed in the recorded signal, as shown Fig. (4.11)-(b) Sec.(4.5).
Experimental Results

Fig. 4.8: Experimental results obtained on DFWM. In graph (a) the pump intensity parameters were set equal to $s = 2$, while in graph (b) they were $s = 4$. Both curves were obtained within the limit of small optical thickness ($b_0 \ll 1$) in order to avoid center line absorption. No splitting, but only a broadening of the central power peak was observed by increasing the pump intensities by a factor of two.

Fig. (4.8), shows the typical experimental results on DFWM obtained, in the parallel case ($F \parallel B \parallel P$), with the set-up already described in the first part of this section.

The pulse duration of FWM beams was chosen to be approximately equal to 20$\mu$sec during which a "fast" frequency scan of the DFWM was performed. In such a situation, the bunching has no time to appear, and thus the signal was symmetric with respect to
the resonance $\delta = 0$.

![Graph (a)](image1)

![Graph (b)](image2)

**Figure 4.9:** Theoretical prediction for DFWM using the Abrams and Lind theory in the parallel case. The spectra shown were obtained by using Eq. (4.31) given in the text. In order to reproduce the experimental condition, in graph (a) the saturation parameter for the pumps was set to $s = 2$, while in graph (b) the saturation parameter was set equal to $s = 4$.

The DFWM signal shown in Fig.(4.11)-(a) was obtained with a saturation parameter, averaged on the Clebsch-Gordon coefficients, and was set equal to $s = 2$ for the pumps, and $s = 0.03$ for the probe.

In Fig.(4.11)-(b), the saturation parameter was equal to $s = 4$ for the pumps, while the probe intensity was kept constant ($s = 0.03$). The spectra were recorded as a function of the common frequency detuning $\delta$ with respect to the atomic transition. For both values of pump saturation parameters ($s = 2$, and $s = 4$), the DFWM spectrum consisted
of a single symmetrical peak centered around the $\delta = 0$.

In parallel polarization ($F \parallel B \parallel P$), the rising by a factor of two of the pump intensity had the single effect of broadening the resonance.

The line shape behavior is completely in agreement with the simple theory of DFWM proposed by Abrams and Lind in [51] [49] and expressed by Eq.(4.31) in the limit of small absorption. In such a limit, by using this equation, we can plot the theoretical curves, corresponding to the two experimental situations observed: Fig. (4.9)-(a) shows the DFWM signal for pump saturation parameter $s = 2$, while Fig. (4.9)-(b) shows the situation where the saturation parameter was set to be $s = 4$.

The spectra reported in Fig. (4.9) were obtained by considering the spatial average of the nonlinear susceptibility over half a wave-length, and they are completely in agreement with the experimental observations.
4.4 Bunching-induced asymmetry in degenerate four-wave mixing with cold atoms
4.4. Bunching-Induced Asymmetry in Degenerate Four-Wave Mixing with Cold Atoms

Physical Review A 74, 043407 (2006)

Bunching-induced asymmetry in degenerate four-wave mixing with cold atoms

G. L. Gattobigio,1,2 F. Michaud,1 J. Javaloyes,3 J. W. R. Tabosa,4 and R. Kaiser1
1Institut Non Linéaire de Nice, UMR 6618 CNRS, 1361 route des Lucioles, F-06560 Valbonne, France
2Dipartimento di Fisica dell’Università di Ferrara and INFN-Sezione di Ferrara, 44100 Ferrara, Italy
3Departamento de Física Interdisciplinar, IMEDEA (CSIC-UIB), C/Miquel Marques, 21, E-07190 Esplugues, Spain
4Departamento de Física, Universidad Federal de Pernambuco, Av. Professor Luiz Freire, s/n Ciudad Universitaria, 50670-901, Recife-PE, Brasil
(Received 1 June 2006; published 12 October 2006)

We have investigated degenerate four-wave mixing in a sample of cold rubidium atoms. A red-blue asymmetry is observed for high intensities of the pumping beams. This asymmetry is explained by the spatial bunching of the atoms in the nodes or antinodes of the strong standing wave of the pump beams. This explanation is confirmed by different experimental configurations and by numerical simulations.
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Four-wave mixing (FWM) has been extensively studied in the past three decades and constitutes a very powerful spectroscopic technique both in frequency and time domain [1]. From a practical perspective, the possibility of performing wave-front reconstruction is one of the most fascinating applications of this nonlinear optical process. The use of cold atoms to obtain FWM optical phase conjugation benefits from the reduced atomic motion where broadening mechanisms such as transit time broadening and second-order Doppler effect can be completely eliminated. This allows us to investigate the atomic dynamics either in room temperature vapors of the order of 1010 atoms or in cold cesium atoms which is in complete agreement with the theoretical predictions [4]. Another interesting application associated with the FWM process is the possibility to investigate the atomic dynamics either in room temperature vapors [5] or in the domain of ultracold temperatures associated with laser cooled atoms. In particular, degenerate and nondegenerate FWM were employed to probe the quantized atomic motion of atoms in optical lattice [6,7]. The total FWM signal arises from the coherent superposition of the fields generated at different position along the nonlinear medium. Actually, for a spatially uniform atomic medium, this leads to the well-known phase matching condition which determines the propagation direction of the generated field in terms of the wave vectors of the incident waves. However, this situation is rather changed when the medium presents some spatial modulation where the generated field can pick up a wave-vector component associated with the Fourier decomposition of the spatial modulation of the medium, therefore affecting the overall efficiency of the nonlinear process and changing the propagation direction of the generated wave [8].

In this work we experimentally investigate the degenerate four-wave mixing (DFWM) process [9] in a sample of cold rubidium atoms both in the time and in the frequency domain using different polarization configurations for the DFWM beams. Note that we study DFWM where the frequency of both pump beams and the probe beam are identical, in contrast to many pump-probe spectroscopy experiments where the probe frequency has been scanned around the pump frequency. In most of the experiments using cold atoms, the pump beams have a fixed (red) detuning and the observed subnatural linewidths in nearly degenerate FWM have been explained by the dynamics of atoms in dissipative optical lattices [10]. We have registered the DFWM spectra for positive (blue) and negative (red) detuning of the pump and probe beams and observed an unexpected red-blue asymmetry for high intensity of the pumping beams. This asymmetry in the FWM spectrum can be explained by the presence of different spatial atomic distributions on the red and on the blue side of the atomic resonance. We associate this atom bunching to the dipole forces in strong fields with modulated intensity.

The experiment was performed in a sample of cold rubidium atoms obtained from magneto-optical trap (MOT). Our MOT scheme has been described elsewhere [11] and allows a time controlled switching of the trapping and repumping beams as well as the magnetic quadrupole field. The atom number can be adjusted in this experiment by a variable intensity of the repumping laser. Unless otherwise specified, the results shown in this paper have been obtained with a moderate number of atoms (~109) as more complex collective effects appear for the maximum number of atoms, of the order of 1010, we are able to trap. The DFWM beams are provided by the same laser (frequency ωL) and can be controlled in time to adjust the pulse duration. We employ the conventional backward DFWM configuration with two independent (not retroreflected) counterpropagating pumping beams (forward F and backward B). Figure 1(a) shows a simplified scheme of the experimental configuration. The angle between the probe (P) and forward beam (F) has been maintained constant at around 0.2 rad. The waist of the laser beams (w=6 mm) is slightly larger than the size of our cloud. The polarization of the DFWM beams can be adjusted by appropriate wave plates and polarizing cubes placed along the beam paths. Table I summarizes the different combinations of polarization we have used for this work. In Fig. 1(b) we show the timing sequence of the experiment. First the atoms are collected and cooled for about 20 ms, then the MOT trapping beams and the quadrupole magnetic field are switched off for about 1 ms. During this time window, the
DFWM beams are switched on and the generated phase conjugated beam, after being reflected off a beam splitter, is detected by a fast photomultiplier. The duration $\Delta T$ of the DFWM beam (in the range of 20 to 40 $\mu$s) has been adjusted to be short enough so that the strong pump beams do not influence the atom number at the turn off of each MOT sequence. The repumping laser of the MOT has been kept on during the DFWM sequence, in order to avoid losses of interacting atoms by optical hyperfine pumping. The DFWM spectra shown in this paper correspond to an integration over interacting atoms by optical hyperfine pumping. The precise value of the DFWM depends on the precise time window used for the evaluation, as illustrated by time resolved results shown below. The physical origin of this double peak structure for the $F\parallel B \perp P$ and $\sigma^+ - \sigma^+$ configurations lies in a combination of the saturation induced by the strong pump field and line center absorption due to the larger optical thickness around the resonance [12,13]. We have verified that with a reduced atoms number ($\sim 10^3$) the line center absorption vanishes and there is no double peak structure for the $F\parallel B \parallel P$ and the $\sigma^- - \sigma^+$ configuration for saturation values up to $s = 30$. As expected a double peak structure however remains for the $\sigma^- - \sigma^+$ configuration [14]. Another possibility of double peak structure can be obtained for large probe beam intensities [15], but can be excluded with our choice of probe beam intensities. Note also that for DFWM in Doppler broadened hot atomic vapors, the average over the various velocity classes leads to a splitting even in the $F\parallel B \parallel P$ configuration. This can be understood by the fact that in the rest frame for each velocity class, the laser frequency of the pump beams are shifted by the Doppler effect and one has a situation which is no longer DFWM but nondegenerate FWM [14].

A more surprising feature however is the clear red-blue asymmetry: the DFWM signal is clearly larger for negative (red) detuning than for positive (blue) detuning. A model based on only the internal degrees of freedom of the individual atoms, taking into account all Zeeman sublevels of the relevant ground ($5S_{1/2}, F_s = 3$) and excited ($5P_{3/2}, F_s = 4$) states cannot predict such a red-blue asymmetry [9,14,16]. We neglect the influence of other hyperfine states in the excited level, separated by more than 20 linewidths, and the ground state, even further detuned, even though subtle polarization effects due to the neighboring excited state levels.
have been reported [17]. As our red-blue asymmetry has been robust against slight changes in alignment, intensity imbalance and atom number, we do not think that a change in the index of refraction of the effective medium [12] nor self-focusing [13] plays an important role in our experimental observation. We have however observed that for longer interaction times (up to 800 μs) the number of atoms after each MOT period of 20 ms (as monitored by the fluorescence signal at the end of the MOT period) is reduced for blue detuning of the pump beams. This loss of atoms is attributed to classical Doppler heating of atoms. For long enough interaction times (typically for DFWM pulses exceeding 100 μs), atoms can be accelerated beyond the velocity capture range of the MOT and cannot be recaptured by the next MOT period. This effect can also give rise to a more trivial red-blue asymmetry and must be ruled out when studying the bunching induced asymmetry.

As discussed below we attribute the asymmetry observed for short interaction times to the bunching of atoms along the standing wave pattern associated with the counterpropagating pumping beams. Dipole forces acting on atoms are known to change sign with the atom-laser detuning as the light shift induced by the laser depends on its detuning [18]. For large Rabi frequencies atoms are high field seekers at red detuning and low field seekers at blue detunings (as used, e.g., in atom mirrors [19]). The red-blue asymmetry in the DFWM signal presented in this paper appears when atoms are moving in a intense modulated standing wave with a light shift comparable to the kinetic energy of the atoms [20].

In order to investigate the origin of this asymmetry experimentally and theoretically, we have performed a number of control experiments which allow for clearer signatures corresponding to this interpretation and an easier comparison to theory. We have thus performed experiments with circular polarized pump beams. The pump beams \( F \) and \( B \) have either the same circular polarization \( (\sigma^+\sigma^-) \) or opposite circular polarizations \( (\sigma^-\sigma^+) \). As the probe beam for the \( (\sigma^+\sigma^-) \) configuration has been kept linear (see Table I), the signal originates from a coherence grating induced in the Zeeman sublevels by the orthogonal polarization components of the probe and pump fields. Note that a minimal description for the \( (\sigma^+\sigma^-) \) and the \( F \perp B \parallel P \) configurations require a three-level system, whereas the \( F \parallel B \perp P \) configuration is better described by a four-level system. On the other side, the \( (\sigma^-\sigma^+) \) and the \( F \parallel B \parallel P \) configuration are well described by two-level systems. A quantitative comparison between the various polarization configurations is hence not possible. The important point however is the change in the intensity modulation for these two configurations. In the \( \sigma^-\sigma^+ \) configuration, the polarization of the field is \( \sigma^+ \) and constant in space but the amplitude of the local electric field is strongly modulated, and corresponding strong dipole forces will act onto the atoms. In the \( \sigma^+\sigma^- \) configuration however, for identical intensities for the \( F \) and \( B \) beams, the local polarization is linear (with a spatially rotating axis) but the amplitude of this field is constant in space (neglecting at first order the influence of the probe beam). In this \( \sigma^+\sigma^- \) situation the light shift of the atoms is not modulated in space and no dipole force is expected to occur. We thus predict a red-blue asymmetry for the \( \sigma^-\sigma^+ \) configuration but we do not expect any asymmetry for the \( \sigma^+\sigma^- \) configuration.

This is what we have observed in the experiment as shown in Fig. 3. We have recorded the DFWM spectrum for the two circular polarization configuration of the pumping beams in the regime of strong pump saturation \( s=3.3 \). As can be seen in Fig. 3, the red-blue asymmetry is strongly reduced for the case where the pump beams have opposite circular polarization and where no modulation of the light shift due to the pump beams is expected. This result strongly supports our explanation that mechanical effects based on dipole forces, absent in the \( \sigma^-\sigma^+ \) configuration, are at the origin of the observed red-blue asymmetry.

One should however bear in mind the mechanism for DFWM is different for these two polarization configurations. Indeed, in the \( \sigma^-\sigma^+ \) case, the strong pump beams \( F \) and \( B \) directly induce a coupling between different Zeeman sublevels, which are then probed by the weaker beam \( P \). Comparing our \( \sigma^-\sigma^+ \) case, with linear probe polarization with a configuration using \( F \perp B \parallel P \) would involve more closely related four-wave mixing mechanisms, as both configuration should be well described with a four-level model. One can thus compare the results of the \( \sigma^-\sigma^+ \) shown in Fig. 3 to those of Fig. 2. The important point is the change in the intensity modulation for these two configurations. In the \( F \parallel B \perp P \) configuration, the polarization of the strong pump field is linear and constant in space but the amplitude of the local electric field is strongly modulated, with corresponding strong dipole forces acting on the atoms. However even such experiments would only allow for qualitative comparison, as optical pumping and the relative polarization of the probe-pump beams would not be the same. We have therefore chosen to use a comparison using a minimal change in the experiment (switching polarization of the \( B \) beam from \( \sigma^+ \) to \( \sigma^- \)). The main result is that we have systematically observed a strong red-blue asymmetry for strong enough pump beam for all polarization configurations, except for our \( \sigma^-\sigma^+ \) configuration, where we expect no spatial modulation of the light shift induced by the pump beams.

In order to further investigate the consequence of such mechanical effects on the DFWM signal, we have performed experiments, specifically designed for an easier comparison with theoretical simulations. Indeed, when the spatial distri-
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FIG. 4. DFWM spectrum for parallel polarizations of the pump and probe beams, \( F//B//P \). Weak pump intensity \( s=0.4 \) (rescaled \( \times 100 \)) (open circles) and strong pump intensity \( s=4 \) (full squares).

bution of the atoms is no longer uniform, one must take into consideration not only the coherences (Zeeman or optical coherences) but also the density modulation of the atoms. Let us, e.g., consider the situation with a strong spatial intensity modulation (e.g., \( F//B \perp P, F//B//P \) or \( \sigma^+ \sigma^- \)). As the intensity of the pump beam is increased up to the point when the induced light shifts are larger than the kinetic energy of the atoms, dipole forces are important enough to induce a bunching of the atoms. One now must evaluate whether bunching at the antinodes of the standing wave (for red detuning) will increase or decrease the DFWM signal in comparison with bunching at the nodes of the standing wave (for blue detuning). The theoretical description of DFWM including these effects of the external degrees of freedom of the atoms is somehow less complex if one considers all polarizations for both pump and probe field parallel, \( F//B//P \). In contrast to the previous configurations, the signal now originates from an optical coherence grating of two-level atoms and Zeeman coherences in the ground state can be neglected. This allows for an easier numerical simulation of the experimental situation. In the low saturation limit, one thus expects an increased DFWM when atoms are bunched around the antinodes of the standing wave, increasing the average local intensity the atoms experience. This argument is supported by numerical simulations presented below. The experimental result are shown in Fig. 4.

In contrast to the orthogonal and circular configurations, where Zeeman coherences are responsible for the DFWM signal, no splitting is observed for the parallel configuration, as expected for two-level atoms at rest [9]. For low saturation of the pump beams, the DFWM is symmetrically centered around \( \delta=0 \) (Fig. 4, open circles). For larger saturation however, the maximum of the DFWM signal is shifted towards the blue \( (\delta>0) \) side of the spectrum (Fig. 4, full squares). However this blueshift does not correspond to the asymmetry predicted above. By changing the saturation parameter of the probe beam and by carefully balancing the intensities of the forward and backward pump beams, we have verified in a series of experiments, that this blueshift is not caused by a residual light pressure of the pump and probe beam [21]. In fact, this blueshift for larger saturation parameter is due to the bleaching (saturation) of the nonlinearity of the atoms [8]. Indeed, for a two level atom, a perturbative description of the nonlinearity is only valid at low saturation of the atomic transition. For too large saturation, the nonlinearity will decrease again with a total bleaching of the transition for infinite saturation. When the saturation parameter of the pump beam exceeds a certain threshold, an increase of the intensity of the pump beams will lead to a decrease of the nonlinear DFWM signal. Correspondingly a bunching of atoms at the antinodes of the standing wave (high field seekers for red detuning) will not increase but decrease the DFWM in this regime. On the other hand, bunching of the atoms (by dipole forces) at the nodes of the standing wave (low field seekers for blue detuning) will lead to an increase of the DFWM. This is what we observe in our experiment. Note that for the experiments where a center line dip is present, the asymmetry is more striking at larger values of detuning, where this bleaching of the atomic response does not occur. This is how we explain the larger DFWM for red detuning in Figs. 2 and 3. A redshift of the DFWM around resonance would be expected for lower saturation parameters. However, the bunching of atoms due to the dipole forces of the pump field also depends on the saturation parameter and we cannot produce significant bunching in the low intensity limit where a redshift is expected. As detailed below we have confirmed these effects by numerical simulations using a two-level model for the atoms.

Before turning to the description of our numerical simulations, let us present further experimental results for the \( F//B//P \) configuration. As we can register not only the DFWM signal at the end of the short pulse (all results presented above) but also the time resolved DFWM, the dynamics of DFWM can be probed. This is illustrated in Fig. 5.

As one can see in these figures, the DFWM is almost independent of time for low saturation. This is consistent with the explanation that for these values of the saturation parameter no bunching is obtained. Also the values for red and blue detuning are similar, as already shown in Fig. 4. For larger pump intensities however, one can see the red-blue asymmetry already shown in Fig. 4, but one can also clearly distinguish a strong time dependence (with initial oscillations) of the DFWM. This time dependence is another confirmation of the bunching induced DFWM as it is consistent with the time scales of the spatial motion of the atoms experiencing strong dipole forces in the modulated light field. This time-dependent DFWM could be exploited to measure the time-dependent bunching as explained below. Note that due to this strong time dependence for large saturation values, a more precise comparison between the various polarization configurations would require a time resolved comparison. This complexity will be illustrated in Fig. 6 for the results of our numerical simulations. Furthermore for large values of the saturation parameter there is not always a steady state, as one can lose atoms by Doppler heating. This makes a complete quantitative analysis almost impossible and we have thus extracted the results shown in Figs. 2-4 from a time window ranging from 10 to 40 \( \mu s \). In order to further support our analysis of a bunching induced red-blue asymmetry, we have performed numerical simulations to es-
we show the resulting time evolution of curve s the atoms. Such interaction can give rise to interesting col-
the retroactions of the atoms onto the pump fields which freedoms. In our numerical simulation, we have neglected sates and thus to a reset of the atomic internal degree of freedoms. In our numerical simulation, we have neglected retroactions of the atoms onto the pump fields which could occur due to the stimulated or spontaneous radiation of the atoms. Such interaction can give rise to interesting col-
lective features [23] which are however not in the scope of this paper. Moreover, this approximation is justified by the relatively modest number of atoms used in the experiment. We expect the transition toward a collective regime to appear only above a critical value of atom number. Indeed, in the experiments we encountered more complex collective behavior for larger atomic clouds, when $N_{at} > 10^{10}$.

In order to characterize the atomic ensemble, we defined the bunching parameter within the cloud $b$ as the harmonic modulation of the atomic density distribution $\rho(z)$ at half the wavelength,

$$b = \frac{k}{2\pi} \int_0^{2\pi/k} \rho(z) e^{2ikz} dz. \quad (1)$$

As expected, the bunching parameter $b$ is an increasing function of the pump intensities. By an appropriate choice of the origin $z=0$ and of the relative phase between the two pump beams $F$ and $B$, we impose the standing wave to be proportional to $\sin(kz)$. Accordingly, due to the mirror symmetry $(z,F,B) \rightarrow (-z,B,F)$ of the problem, the bunching $b$ can be considered as a real valued quantity, up to finite size scaling fluctuations. The expected behavior consisting of bunching at the nodes (field minima) for blue detuning $(\delta>0)$ correspond to $b>0$, while bunching at the antinodes (field maxima) for red detuning $(\delta<0)$ correspond to $b<0$. In Fig. 6 we show the resulting time evolution of $b$ as a function of

FIG. 5. (Color online) Time resolved DFWM signal for linear polarizations of the pump and probe beams, $F//B//P$. Upper curves, low saturation $s=0.4$ for red $(\delta=-\Gamma$, left curve) and blue $(\delta=+\Gamma$, left curve) detuning. Lower curves, high saturation $s=4$ for red $(\delta=-\Gamma$, left curve) and blue $(\delta=+\Gamma$, left curve) detuning. Note the change of the vertical scale due to increased DFWM for larger saturation.

FIG. 6. (Color online) Numerical simulation of the bunching for a two level atom with a pump beam saturation of $s=4$. 
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detuning for an initial temperature of the cloud of \( T = 100 \mu \text{K} \), a saturation parameter \( s = 4 \) and an atom number \( N = 4096 \). One can see that the bunching takes a non-negligible value in a broad range of detuning values. However, it is vanishing in the vicinity of \( \delta \approx 0 \) since in this case the dipole forces are too weak to sustain the periodic modulation against spontaneous emission recoils. Generalizing the calculations by Ref. [9], by explicitly including the density profile, the conjugate DFWM field is given in the limit of small optical thickness by the following expression:

\[
\kappa = 4s(1 - 2i\delta) \int_0^{2\pi/k} \frac{\rho(z)\sin^2 kz}{(1 + 4\delta^2 + 4s^2 \sin^2 kz)^2} dz. \tag{2}
\]

The DFWM signal we measure is then given by \(|\kappa|^2\). Assuming a harmonic ansatz for the spatial modulation of the atomic density \( \rho(z) = (1 + 2b) - 4b \sin^2 kz \), we can write the conjugate field \( \kappa \) as

\[
\kappa = \kappa_0[I_1 (1 + 2b) - 4b I_2] \tag{3}
\]

with \( \kappa_0 = 4s(1 - 2i\delta)/(1 + 4\delta^2) \) and

\[
I_j = \int_0^{2\pi/k} \frac{\sin^2 kz}{(1 + a^2 \sin^2 kz)^2} dz. \tag{4}
\]

The two integrals \( I_1, I_2 \) can be evaluated numerically and only depend on the pump beam detuning \( \delta \) and saturation \( s \) through \( \alpha^2 = 4s/(1 + \delta^2) \). Assuming that the modulation amplitude is small, we can express the relative modification \( r \) of the DFWM signal as

\[
r = \left( \frac{\kappa(b)}{\kappa(0)} \right)^2 = 1 + 4ab + O(b^2) \tag{5}
\]

with \( \alpha = (1 - 2I_2/I_1) \). At this point, one can notice that \(|\kappa|^2\) and \( r \) depends only on \( \delta \) through \( \alpha \). Thus the absolute DFWM signal \(|\kappa|^2\) and its bunching induced modification \( r \) would be symmetric. It can be seen from the expression of \( r \) that this symmetry is broken only by the bunching since it is an antisymmetric function of the detuning, i.e., \( b \ll 0 \) (respectively, \( \geq 0 \)) if \( \delta < 0 \) (respectively, \( \geq 0 \)). It is possible to invert this problem and to evaluate the spatial modulation from the modified FWM signal \( r \). Using this approach one could estimate the bunching from experimental time resolved data. However one must consider that \( \alpha \) is negative for \( a \approx 2.2 \) and positive above this value. This means that either for very small saturation or very large detuning, the DFWM signal is enhanced on the red side and diminished on the blue side. This is not however the case that we considered here and we are in a regime where the Rabi frequency in the high intensity region of the standing wave is sufficiently large not only to saturate the nonlinearity but also to practically cancel its magnitude.

We can now compare the numerical results to our experimental data. First we confirm that for the parallel polarization \( F||B||P \), there is no splitting in the DFWM spectrum. Also we find that for the larger saturation parameters \( s = 4 \) of our experiment, the DFWM is larger for positive (blue) detuning. Figure 7 illustrates this asymmetry for detuning of \( \delta = \pm 0.5\Gamma \). Transient bunching of several percent are predicted and the time dependence of the bunching resembles the DFWM of Fig. 5. For saturation parameter of \( s = 0.4 \) we do not obtain noticeable bunching, and the corresponding DFWM signal is again symmetric around \( \delta = 0 \). We note that the region of the inverted red-blue asymmetry DFWM is larger in the experiment than in the simulation. Several effects might explain this difference, such as an oversimplified two-level system or an inhomogeneous intensity distribution of the DFWM beams. The purpose of this paper is to demonstrate the importance of the spatial rearrangement of the atoms for a DFWM signal, but we did not aim at a quantitative description of our signals.

In conclusion, we reported observation of DFWM with cold atoms, both for red and blue detuned light. We observe a red-blue asymmetry when atoms are exposed to dipole forces in the standing wave of the strong pump beams. The origin for an asymmetry of FWM spectra have not been reported so far and must be considered in particular when cold atoms are used as the nonlinear medium. We expect that it will be possible to increase by a considerable amount the efficiency of FWM in our cloud of cold atoms and it might then be interesting to study nonclassical features (squeezing) of the FWM signal and also add a cavity around the atomic cloud to yield self-oscillation [13,24]. Other possibilities with our pump-probe geometry include the combination of gain provided by the pump beams and multiple scattering if the optical thickness of the cloud is large. This could lead to the realization of a random laser [25] using cold atoms as a scattering and gain medium.
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4.5 Multi-Levels Atoms

In order to model the case of DFWM for orthogonal linear polarization between the pumps and probe beams ($F \parallel B \perp P$) we need to introduce a four level scheme, as shown in Fig. (4.10).

This model, and the relative results predicted from it, are presented in the following sections.

4.5.1 Theory

![Figure 4.10: The atomic four level scheme used to model the case of DFWM for orthogonal linear polarization, where the arrows represent the coupling between the fields and the different atomic transitions.](image)

This four level model for the atomic medium can be used to explain the characteristics of the observed DFWM spectra.

Let us introduce the main ingredients of this four level model. Referring to Fig. (4.10), we can consider two ground states $|a\rangle$ and $|b\rangle$ with zero energy and two excited states $|c\rangle$ and $|d\rangle$ with energy of $\hbar \omega_0$, and spontaneous relaxation rate $\Gamma$. Indeed, the forward $F$ and the backward $B$ pumping fields are coupled, respectively, to transition $|a\rangle \rightarrow |c\rangle$ and transition $|b\rangle \rightarrow |d\rangle$ while the probe $P$ couples $|b\rangle \rightarrow |c\rangle$.

To account for a finite interaction time of the atoms with the light, we assume an escaping rate $\gamma \ll \Gamma$ from the interaction region. Under these assumptions, the temporal evolution for the density matrix $\rho$ could be written as [52]:

$$
\frac{\partial \rho}{\partial t} = -\frac{i}{\hbar}[H, \rho] - \frac{\Gamma}{2}\{P_e, \rho\} + \Gamma \Xi - \gamma(\rho - \rho_0)
$$

(4.33)

where the Hamiltonian, $H = H_0 + H_{int}$ is, as usual, given, in the rotating-wave approximation (RWA), by:
\[ H_0 = \hbar \omega_0 \mathbb{P}_e \]
\[
H_{\text{int}} = A\hbar \Omega_F(z)e^{i \omega t}|a\rangle\langle c| + D\hbar \Omega_B(z)e^{i \omega t}|b\rangle\langle d| + B\hbar \Omega_P(z)e^{i \omega t}|b\rangle\langle c| + D\hbar \Omega_P(z)e^{i \omega t}|c\rangle\langle b| \]  

(4.34)

and \( \mathbb{P}_e = |c\rangle\langle c| + |d\rangle\langle d| \) is the projector onto the excited states, and \( \Omega_F(z), \Omega_B(z), \) and \( \Omega_P(z) \) are the Rabi frequency associated, respectively, with the two pumps (F,B) and probe (P).

Finally, the last operators introduced in Eq. (4.33) are defined as following:

\[
\Xi = \sum_{q=1,2} Q_{ge}^q Q_{eg}^q
\]
\[
Q_{ge}^1 = A|a\rangle\langle c| + B|b\rangle\langle c| \quad (4.35)
\]
\[
Q_{ge}^2 = C|a\rangle\langle d| + D|b\rangle\langle d|
\]

in which the coefficients A,B,C,D govern the relative transition amplitudes and satisfy the relation:

\[
\left\{ \begin{array}{c}
A^2 + B^2 = 1 \\
C^2 + D^2 = 1
\end{array} \right. \quad (4.36)
\]

In order to obtain the atomic response we can solve the density matrix equation by looking for the steady state of Eq. (4.33), and finding the optical coherence responsible for the NDFWM. This is the approach used for solving the four level model that, as we will see later on, reproduces the measured spectra reported on Sec. (4.5.2). More details on this particular model and its theoretical results are provided in the draft of the paper attached in Sec. (4.7), which forms the subject of the future publication titled: "Line-shape in Degenerate Four-Wave Mixing in cold atoms".
4.5.2 Experimental Results

![Graph](image.png)

**Figure 4.11:** Experimental results on DFWM. A clear splitting of the central peak is observed in the $F \parallel B \perp P$ configuration at small optical thickness ($b_0$) as shown in (a). This feature can be explained by using a four level atomic system as reported in the text.

As described in the theory section and further detailed in the draft paper in Sec. (4.7), we can obtain the DFWM signal for four level atoms. The theory describes the $F \parallel B \perp P$ configuration, and such a theory can predict, for high pump intensity limits, a clear splitting of the central peak (around $\delta = 0$).

This prediction was in accordance with the results obtained in the experiment as reported in Fig.(4.11).
Fig. (4.11)-(a) shows the experimental DFWM signal in the parallel configuration ($F \parallel B \parallel P$); as we have already pointed out in Sec. (4.3), we did not observe any splitting. However, under the same experimental conditions, in the perpendicular configuration ($F \parallel B \perp P$), we clearly observed a splitting in the high intensity limit.

Throughout the whole experiment we used a moderate number of atoms in order to avoid central absorption of the pump intensity due to optical thickness. Such absorption also gives rise to a more trivial splitting, as reported in Fig. (4.6).

The theoretical results presented in this section, which were in agreement with the experimental observations, were obtained without realizing any spatial integration of the coefficient responsible for the DFWM in the perpendicular case ($F \parallel B \perp P$).

This peculiar aspect is still under investigation, and will be clarified in the future publication attached in Sec. (4.7).
4.6 Conclusions

Figure 4.12: Non-Degenerate Four-Wave Mixing (NDFWM) recorded as a function of $\delta = \omega_{P'} - \omega_{F,B}$, the relative detuning between the probe and pump frequencies. The figure was taken from reference [14]. A width of about 100 kHz was observed and was consistent with the Doppler width of our atomic sample.

By using the experimental set-up presented in Sec.(4.3.1), it is also possible to add an independent probe $P'$ with a different frequency with respect to the frequency of the pumps. The recorded signal, obtained as a function of the relative detuning between the new probe and the pumps ($\delta = \omega_{P'} - \omega_{F,B}$), is called Non-Degenerate Four Wave Mixing (NDFWM). For a fixed $\Delta = \omega_{F,B} - \omega_0$, we scanned the $\delta$ frequency during 100 $\mu$sec, and we observed a width of the NDFWM of about 100 kHz, consistent with the Doppler width of our atomic sample.

The set-up described in Sec.(4.3.1), can be used to pump energy into the atomic sample by using a pump probe technique to produce a sample with gain [53]. As the atoms are sensitive to radiation pressure forces, we used counter-propagating pump beams to balance such radiation forces.

Various gain mechanisms can be used with cold atoms; Mollow gain [54], Raman gain [55] [56] [57] [44] or recoil-induced resonances [58] [59].

In the past, only moderate single-pass gain has been observed with cold atoms, mainly limited by the reduced optical thickness obtainable in the sample.

In our case, using clouds with a large optical thickness and number of atoms, we observed a large gain even without high-finesse cavity. In particular, a double-pass gain
of 1800% was obtained due to interference between Raman gain and Four-wave mixing [14].

The multiple scattering combined with gain can make the study of new interesting interference effects in multiple scattering possible, even when the threshold for strong localization in the passive system cannot be achieved.
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We observe degenerate four-wave mixing in a sample of cold rubidium atoms for different polarizations configuration of the pump and probe beams, which correspond to different atomic levels schemes. Contrary to the single peaked spectral lineshape predicted and observed for a simple two-level system, a doubled peaked lineshape is observed for strong saturation of the incident pump beams when a more complex level scheme is involved. A density matrix calculations reproduces reasonably well the measured spectra.
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1- Introduction

Spectral lineshapes in degenerate and nearly-degenerate four-wave mixing (DFWM and NDFWM) in different saturation regimes have been extensively studied in the past several years both theoretical and experimentally [1–4, 6–10]. However, most of the these investigation were experimentally realized employing samples of Doppler broadened atomic or molecular gas where the observed spectral line shape results from the contribution of different classes of atomic velocity [4–7, 9]. The facility provided by magneto-optical traps (MOT) for producing dense cloud of cold atoms renewed the interest to investigate FWM in a domain where atomic motion has a reduced role, practically eliminating broadening mechanisms such as transit time and first and second order Doppler effect and allowing us to obtain optical phase conjugation, or wave-front reconstruction, for large angular aperture between the pump and the probe beams [11]. In this regime one can also directly compare calculated FWM spectra with experiments without the need of performing any velocity averaging. For instance, the NDFWM spectra using degenerate two- and three- level schemes of cold cesium atoms have been measured which are in reasonable agreement with the theoretical predictions [12, 13]. NDFWM has also been employed to probe very narrow resonances in an operating MOT [14, 15]. In addition, some of the DFWM and NDFWM schemes can be associated with the creation of coherence between metastable ground levels and have gained much recent interest owing to possibility of the storage and processing of quantum information as well as to the production of correlated photons pairs [16].

In a recent experiment [17] we have used DFWM in a sample of cold atoms to demonstrate the bunching of atoms at the nodes and antinodes of a standing wave created by the strong counterpropagating pump beams. In this paper we investigate both theoretical and experimentally the line shape of the DFWM process in a sample of cold rubidium atoms for different polarization configuration of the FWM beams. Opposite to the well known single peaked spectrum observed for DFWM in a two-level atomic system [3, 10], we predict and experimentally observe that for strong saturation of the pump beams the DFWM spectrum presents a double peak structure which is not evident from a simple dressed state model [12].

2- The experimental set-up and results

The experiment was performed in a sample of cold rubidium atoms obtained from magneto-optical trap (MOT). Our MOT scheme has been described elsewhere [18] and allows a rapid and time controlled switching of the trapping and repumping beams as well as the magnetic quadrupole field. The FWM beams are provided by the same laser and also can be time controlled both in relative delay and duration. We employ the conventional backward FWM configuration with two independent counterpropagating pumping beams, i.e. the forward (F) and the backward (B) indicated in the Fig. 1-(a) which shows a simplified experimental configuration scheme. In Fig. 1-(b) we show the timing sequence of the experiment. First the atoms are collected and cooled for about 20 ms, then the MOT beams and the quadrupole magnetic field are switched off for about 1 ms. During this time window, the FWM beams are switched on and the generated phase conjugated beam after being reflected off a 50/50 beam splitter is detected by a fast photomultiplier. The polarization and intensities of the FWM beams can be controlled by appropriate wave plates and polarizing cubes placed along the beams path. We have essentially analyzed two different polarization configuration for the pumps and probe beams: The case where all the beams have the same linear parallel polar-
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4.7.1. Experiment Setup

(a) Simplified experiment setup: two counterpropagating pump beams (F and B with parallel linear polarization) and one weak probe beam (P, which linear polarization can be made either parallel or orthogonal to that of F and B) are applied. The generated phase conjugate beam (C) is reflected off the 50-50 beamsplit BS.  
(b) The time sequence of the experiment: the MOT beams and magnetic fields are switched off during the short pump/probe pulse. The frequency of all the beams are continuously scanned by a voltage ramp.

In Fig. 2 we show the DFWM spectra corresponding to the polarization configuration $\parallel$ and $\perp$ respectively. The FWM beams pulse duration is approximately equal to 20 $\mu$s. For these spectra the saturating parameter (averaged on the Clebsch-Gordan coefficients) is about $s = 2$ for the F and B pump beams and $s = 0.03$ for the probe beam P. The FWM spectra are recorded as a function of the common frequency detuning $\delta$ of the FWM beams in relation to the atomic resonance frequency of the rubidium $5S_{1/2}, F_g = 2 - 5P_{3/2}, F_e = 3$ $D_2$ transition. For this range of intensity, the spectrum corresponding to the polarization configuration $\parallel$ consists essentially of a single symmetric peak centered around the detuning $\delta = 0$. On the other hand, for the polarization configuration $\perp$ the spectrum presents asymmetry evidencing a more complex structure. This structure becomes more evident as we increase the saturating parameter $s$ as shown in Fig. 3, where we recorded the spectra corresponding to the polarization configuration $\parallel$ and $\perp$ for a saturation parameter of $s = 4$. A clear splitting is now observed in the spectrum for the configuration $\perp$. The reflectivity of each four-wave mixing process, as measured in relation to the probe beam intensity, are indicated in the vertical axis of the Fig. 2 and Fig. 3.

We should note that the physical mechanism responsible for the generation of the conjugated signal C is quite different in these two polarization configurations. Although in both cases the signal can be interpreted as being originated from Bragg diffraction into an induced gratings, in the first case a population gratings is induced in the medium while in the second case the signal originates from a Zeeman coherence gratings.

As observed, although the spectra associated with parallel polarization essentially show no splitting for these values of saturation parameter, the spectrum for orthogonal polarization of the pump and probe beams, which should involve necessarily a more complex atomic level scheme, clearly shows a intensity dependent splitting. It is worth to mention that the double peak spectrum shown in Fig. 3 for the configuration $\perp$ is approximately symmetric in contrast with the red-blue asymmetry we have previously observed which is associated with the bunching of atoms along the standing wave induced by the strong pumps beam [17].
atomic level scheme, clearly shows a intensity dependent
splitting. It is worth to mention that the double peak
spectrum shown in Fig. 3 for the configuration \( \perp \) is
approximately symmetric in contrast with the red-blue
asymmetry we have previously observed which is asso-
ciated with the bunching of atoms along the standing
wave induced by the strong pumps beam [17]. In the
presented spectra the scanning time was made faster
than the time required to form any bunching. In the
next section we consider a simple theoretical model
which predicts the observed line shape splitting.

3-Theoretical model and discussions

a) Two-level model

For the particular transition used in the experiment,
the DFWM signal originates from the contributions of
several different Zeeman sublevels and a complete
description of the process would need to consider the
degeneracy of both ground and excite levels. For the
case where all the beams have the same linear parallel
polarization they will couple only with transitions between
Zeeman sublevels with \( \Delta m = 0 \). In this case, the gen-
erated signal originates from the contribution of several
pairs of open tow-level systems which are coupled by
spontaneous emission. Therefore, the simplest theory to
model this situation is the well established two-level the-
ory of DFWM of Abrams and Lind [3, 10]. In Fig. 4
we have plotted the predicted DFWM spectra for dif-
ferent values of the saturation parameter as defined by
\( s = \frac{I_s}{I} = \frac{\Omega^2}{\Gamma} \), where \( I \) is the individual pump intensity,
\( \Omega \) is the corresponding Rabi frequency, \( \Gamma \) is the common
longitudinal and transversal relaxation rate, and \( I_s \) is the
transition saturation intensity.

As can be seen, according to this simple theory the
DFWM spectrum just presents a broadening for increas-
ing pump beam intensities, which accounts reasonably
well for the observed results. Although the Abrams
and Lind theory consider a spatial averaging of the
nonlinear susceptibility over a wavelength due to the
spatial variation of the pump intensity, we have verified
that a local theory for a two-level system, also do not
shows any line splitting.

b) Four-level model

For modelling the case of DFWM for orthogonal linear
polarization between the pumps and probe beams, it is
clear that a more complex level scheme is needed. As
we will see, modelling the atomic medium as a simple
four-level system can reveal the main characteristics of
the observed spectra. Therefore, we consider a homo-
genously broadend four-level atomic system, labelled by
\( |i\rangle \), \( i = a, b, c, d \), coupled to the FWM laser fields as
shown in Fig.1. The states \( |a\rangle \) and \( |b\rangle \) belong to the non-
relaxing ground level with zero energy. The states \( |c\rangle \) and
\( |d\rangle \) form the excited level with energy \( \hbar \omega_e \) and sponta-
everous relaxation rate \( \Gamma \). We therefore consider that the
forward \( F \) and backward \( B \) pumping fields couples to the
transitions \( |a\rangle - |c\rangle \) and \( |b\rangle - |d\rangle \) respectively while the
probe \( P \) field couple to the transition \( |b\rangle - |c\rangle \).

To account for the finite interaction time of the atoms
with the light we assume an escaping rate \( \gamma \) \( \gamma \ll \Gamma \)
from the interaction region. Under these assumptions,
the temporal evolution for the density matrix \( \rho \) is deter-
mined by [19]:

\[
\frac{\partial \rho}{\partial t} = -\frac{i}{\hbar} [H, \rho] - \frac{\Gamma}{2} \{ P_e, \rho \} + \Gamma \sum_{q=1,2} Q_{ge} Q_{eg} - \gamma(\rho - \rho_0)
\]

where, \( H = H_0 + H_{AF} \), with \( H_0 = \hbar \omega_0 P_e \) and,

\[
H_{AF} = A \Omega_F |a\rangle \langle c| e^{i\omega t} + \Delta \Omega_B |b\rangle \langle d| e^{i\omega t} + B \Omega_P |b\rangle \langle c| e^{i\omega t}
\]


In the equation 2, the rotating wave approximation was used. The operator \( P_e \) is the projector onto the excited states and \( \Omega_F, \Omega_B \) and \( \Omega_p \) are the reduced Rabi frequencies for the FWM beams respectively and the numbers \( A^2, B^2, C^2, D^2 \) govern the relative transition amplitudes (analog to the Clebsh-Gordan coefficients) and satisfy:

\[
A^2 + B^2 = 1 \quad \text{(3)}
\]
\[
C^2 + D^2 = 1 \quad \text{(4)}
\]

The operators \( Q_{ge}^{1} \) are given by:

\[
Q_{ge}^{1} = A|a\rangle\langle c| + B|b\rangle\langle c| \quad \text{(5)}
\]
\[
Q_{ge}^{2} = C|a\rangle\langle d| + D|b\rangle\langle d| \quad \text{(6)}
\]

The first term on the right-hand side of Eq. 1 represents the free atomic evolution in the presence of the three optical fields. The remaining terms correspond to atomic relaxation. The second term on the right-hand side accounts for the radiative relaxation of the excited level. The third term describes the feeding of the ground level by atoms decaying from the excited level. The last term phenomenologically accounts for the finite interaction time and ensures the relaxation of the system, in the absence of the optical fields, to the thermal equilibrium state assumed to be described by the density matrix \( \rho_0 = \frac{1}{2}[|a\rangle\langle a| + |b\rangle\langle b|] \) corresponding to an isotropic distribution of the population in the ground level. The rate \( \gamma (\gamma \ll \Gamma) \) effectively plays the role of the ground-level relaxation coefficient.

To obtain the response of the atomic system to the incident fields, it is convenient to introduce the slowly varying variables:

\[
\rho_{ac} = \sigma_{ac} \exp[i\omega t] \quad \text{(7a)}
\]
\[
\rho_{ad} = \sigma_{ad} \exp[i\omega t] \quad \text{(7b)}
\]
\[
\rho_{ab} = \sigma_{ab} \exp[i\theta t] \quad \text{(7c)}
\]
\[
\rho_{bc} = \sigma_{bc} \exp[i\omega t] \quad \text{(7d)}
\]
\[
\rho_{bd} = \sigma_{bd} \exp[i\omega t] \quad \text{(7e)}
\]
\[
\rho_{cd} = \sigma_{cd} \quad \text{(7f)}
\]
\[
\rho_{ii} = \sigma_{ii} \quad i = 1, 2, 3, 4 \quad \text{(7g)}
\]

Substituting Eq. 7 into Eq. 1, we obtain the following set of equations for the slowly varying variables:

\[
\frac{\partial \sigma_{ac}}{\partial t} = -\gamma \sigma_{ac} - i\Omega_F \sigma_{ac} + i\Omega_B \sigma_{ad} + i\Omega_p \sigma_{bc} \quad \text{(8a)}
\]
\[
\frac{\partial \sigma_{ad}}{\partial t} = \gamma \sigma_{ad} - i\Omega_F \sigma_{ad} - i\Omega_B \sigma_{cd} \quad \text{(8b)}
\]
\[
\frac{\partial \sigma_{ab}}{\partial t} = \gamma \sigma_{ab} + i\Omega_F \sigma_{ad} + i\Omega_B \sigma_{bc} \quad \text{(8c)}
\]
\[
\frac{\partial \sigma_{bd}}{\partial t} = \gamma \sigma_{bd} - i\Omega_F \sigma_{bd} + i\Omega_B \sigma_{cd} \quad \text{(8d)}
\]
\[
\frac{\partial \sigma_{bc}}{\partial t} = \gamma \sigma_{bc} - i\Omega_F \sigma_{bc} - i\Omega_B \sigma_{bd} \quad \text{(8e)}
\]
\[
\frac{\partial \sigma_{bd}}{\partial t} = \gamma \sigma_{bd} - i\Omega_F \sigma_{bd} + i\Omega_B \sigma_{bc} \quad \text{(8f)}
\]
\[
\frac{\partial \sigma_{ab}}{\partial t} = \gamma \sigma_{ab} - i\Omega_F \sigma_{ab} + i\Omega_B \sigma_{ac} + i\Omega_p \sigma_{bc} \quad \text{(8g)}
\]
\[
\frac{\partial \sigma_{bc}}{\partial t} = \gamma \sigma_{bc} - i\Omega_F \sigma_{bc} + i\Omega_B \sigma_{bd} \quad \text{(8h)}
\]
\[
\frac{\partial \sigma_{cd}}{\partial t} = -\gamma \sigma_{cd} - i\Omega_F \sigma_{cd} - i\Omega_B \sigma_{ad} \quad \text{(8i)}
\]
\[
\frac{\partial \sigma_{cd}}{\partial t} = \gamma \sigma_{cd} - i\Omega_F \sigma_{cd} + i\Omega_B \sigma_{ad} \quad \text{(8j)}
\]

with \( \Delta = \omega_0 - \omega \).

The term responsible for the generation of the DFWM signal is the matrix element \( \sigma_{ad} \). We have solved through perturbation theory and on steady state regime the complete set of density matrix equations 8, to obtain \( \sigma_{ad}^{(1)} \) in first order in \( \Omega_p \) and in all orders in \( \Omega_F \) and \( \Omega_B \). The DFWM signal is then proportional to \( |\sigma_{ad}^{(1)}|^2 \). In Fig. 6 we plot the calculated DFWM spectrum for different values of the saturation parameter for equal pump Rabi frequency, i.e., \( s = \frac{\Omega_F}{\Gamma} = \frac{\Omega_B}{\gamma} \). As can be seen, for small Rabi frequency the spectrum presents just a single peak which evolves to a double peak structure for higher values of the Rabi frequency. This is in qualitative agreement with the observed spectra shown in Fig. 2.

4-Summary

We have observed DFWM mixing in a degenerate two-level system of cold rubidium atoms. Two different po-
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FIG. 6: Calculated DFWM spectrum for different values of the pump saturation parameter $s = \frac{\Omega_F^2}{\Gamma^2} = \frac{\Omega_B^2}{\Gamma^2}$.
Conclusion

In this thesis we presented a study of a Magneto-Optical Trap (MOT) of $^{85}$Rb in the limit of a very large number of atoms ($N=10^{10}$). We reported a detailed experimental investigation of size and density scaling laws, and we introduced a new mechanism which can limit the density of atoms in such a system.

In one type of experiment, where the atom number was changed by varying the intensity of the repumper laser, our observations confirmed several previous measurements, which had found a cross-over in atom number dependence on MOT size ($L$) changing from $L \propto N^{1/3}$ to $L \propto N^{1/2}$ with an increasing $N$. However, this cross-over disappears when we control the atom number by varying the diameter of the repumper laser. This latter procedure gives rise to a scaling law $L \propto N^{1/3}$, and thus a constant density up to a large atom number ($N=10^{10}$), which provides experimental evidence that the $N^{1/2}$ does not arise from multiple photon scattering beyond double scattering, as previously suggested in the literature[22] [60]. In order to have a better understanding of the MOT scaling laws, we proposed a qualitative model for the density (and thus for the size) which introduces, for the first time, the mechanical interactions induced by the repumper photons scattered in the MOT. This effect becomes more and more evident as more atoms are added in the dark hyperfine ground state, giving rise to a new limit for the density. We speculate that a considerable increase of spatial density should be possible if we are able to control the repumper effects. For example, we predict that spatial atomic density could be increased by using six independent repumper beams instead of only one retro-reflected beam, as realized in the experiment. In fact, the resulting shadow effect of the repumper should compensate the repulsive interaction of light scattered by the repumper and lead to a denser atomic medium.

But this is not the only way to increase the density by 3 orders of magnitude, as required to reach the densities needed in order to observe strong localization of light. More precisely, we need to eliminate the laser-induced interactions produced by the multiple scattering, for both the MOT and for the repumper photons, in the atomic cloud. This is why we realized a 'Dark MOT', obtained by using the lower hyperfine ground state, in which the preloaded atoms in the standard MOT were optically 'depumped'. Indeed, the atoms in this state do not interact with the trapping light (i.e. they are dark for such a light), thus the repulsions were considerably lowered and an increase of the density was observed. On the other hand, the less confining characteristics of the 'Dark MOT' required an additional external potential to confine the atoms. An optical potential was obtained from a free-running DFB laser at 780 nm amplified by a Tapered Amplifier. After amplification, the laser beam was focused to a waist of about 350 µm, and superimposed onto the 'Dark MOT'. By following this protocol, we observed the highest density ever obtained in our set-up ($\sim 10^{12} \text{atms/cm}^3$).
A medium with high spatial density like this, even if it is one order of magnitude below
the localization threshold, could be used as a random medium to observe the effects of
light trapping due to interferences in multiple scattering. As we sometimes like to think
of localization as closed loops made by light in the medium, the introduction of gain in
such a medium could be used to amplify these closed loops. This analogy has motivated
us to start new research in an attempt to combine gain and multiple scattering, which -
if successful - will allow us to produce a random laser with cold atoms.

As a first step, we decided to set up the pump-probe technique which is suitable for
the production of gain in the atomic sample. A typical pump technique with cold atoms
makes use of two counterpropagating pump fields, in order to minimalize the mechanical
effects due to radiation pressure. The pump-probe set-up naturally lead to a well known
configuration: the four-wave mixing process. Indeed, we investigated the properties and
the characteristics of the Degenerate Four-Wave Mixing (DFWM) signal, where the two
pumps and the probe have the same frequencies. We measured the DFWM for different
configurations of polarizations of the pumps and probe beams which corresponded to dif-
ferent atomic level schemes. In the case in which the pumps have the same polarization
as the probe (parallel configuration), we can consider our atomic medium as being com-
posed of an ensemble of two-level atoms. In such a situation we observed a single peaked
spectral lineshape even within the limits of high pump intensity in accordance with the
theory of Abrams and Lind [49][51]. However, if we consider the situation where the probe
polarization is perpendicular to that of the pumps, a double peak structure was observed
even when the center line absorption, generated by large optical thickness of the atomic
cloud, was avoided. The physical origin of such a splitting of the center line has been
explained by taking into account a more complex atomic level scheme.

In addition to the effects predicted by standard atomic physics, we also observed a new
surprising feature: a clear red-blue asymmetry of the DFWM signal for high intensities
of the pumping beams. We explained this asymmetry as the spatial bunching of the
atoms in the nodes or antinodes of the strong standing wave of the pump beams. This
characteristic should always be considered, particularly when cold atoms are used as the
nonlinear medium. Mechanical effects related to this bunching might become important
when we want to approach the "random laser" regime with cold atoms, where strong
pumping will be necessary.

The same set-up used for the DFWM was employed to create gain in the atomic cloud.
Indeed, large gain in single and double pass was observed in our set-up [14]. The surprising
large double pass gain was explained via DFWM mechanisms. This large gain allowed us
to build up a Fabry-Perot type laser with cold atoms as the gain medium. At present,
and for the future, the properties of such an intriguing laser can be used to investigate
the effect of coherent multiple scattering in the presence of gain while approaching the
threshold of Anderson’s localization.

In conclusion, the work presented in this manuscript has contributed to the possibility
of approaching Anderson’s localization threshold via a better understanding of the limi-
tations of the spatial densities in a MOT and by first pump-probe experiments opening
the way for a "random laser” with cold atoms.
Appendix A

Re-scattering cross section

In this appendix, we’ll present the details of the calculation of absorption cross section $\sigma_L$, the re-absorption cross section $\langle \sigma_R \rangle$ for a two-level atom illuminated by laser light using the dressed atom approach. In general scattered light from a single atoms at rest has two distinct contributions: a coherent part $I_{coh}$, arising from the mean dipole oscillating in phase with the driving field, and an incoherent part $I_{coh}$ originating from fluctuations of the atomic dipole [23].

The re-absorption cross section is obtained by the evaluation of absorption of the emitted light by the neighboring atoms. If we define $S(\omega)$ the emission spectral density and $\sigma_A(\omega)$ the absorption spectra of the atom illuminated by the laser light, then the re-absorption cross section is equal to:

$$\langle \sigma_R \rangle = \frac{\int \sigma_A(\omega') S(\omega') d\omega'}{\int S(\omega') d\omega'}$$

(A.1)

As we can found in many references, the expression of absorption and the fluorescence spectra can be done with the dressed atom approach, like in reference [18].

As done in reference [61], we indicate with $\Omega = \Gamma \sqrt{I/I_{sat}}$ the Rabi frequency, with $\Omega_G = \sqrt{\Omega^2 + \delta^2}$ the generalized Rabi frequency, and $c^2 = \cos^2(\theta)$, $s^2 = \sin^2(\theta)$ and again $c^4 = \cos^4(\theta)$, $s^4 = \sin^4(\theta)$, with the angle defined by $\tan(\theta) = \Omega/\delta$. Thus we indicated as $\mathcal{L}(\omega - \omega', \Gamma)$ the normalized Lorentzian function centered in $\omega = \omega'$ of width equal to $2\Gamma$, and with $\mathcal{L}(\omega - \omega', 0)$ the limit of the Lorentzian when its width goes to zero; the definition of delta function. Also we define $\Gamma_p = \Gamma(c^4 + s^4)$ and $\Gamma_c = \frac{\Gamma}{2}(1 + 2c^2 s^2)$. By using such a definition, it is possible to demonstrate that the relative expressions for the normalized emission and absorption spectra, in the limit of $\Omega_G \gg \Gamma$ are given by:

$$S(\omega) = \frac{(c^2 - s^2)}{(c^4 + s^4)} \mathcal{L}(\omega - \delta, 0) + \frac{4c^4 s^4}{c^4 + s^4} \mathcal{L}(\omega - \delta, \Gamma_p) \cdot \{c^2 s^2 \{ \mathcal{L}(\omega - \delta - \Omega_G, \Gamma_c) + \mathcal{L}(\omega - \delta + \Omega_G, \Gamma_c) \} \}$$

(A.2)

and

$$\sigma_A(\omega) = \sigma_0 \pi \frac{\Gamma}{2} \frac{c^2 - s^2}{c^4 + s^4} \cdot \{c^4 \mathcal{L}(\omega - \delta - \Omega_G, \Gamma_c) - s^4 \mathcal{L}(\omega - \delta + \Omega_G, \Gamma_c) \}$$

(A.3)
Is important to remind, the all those formula are valid in the limit of large generalized Rabi frequency with respect to natural line width $\Gamma$, i.e $\Omega_G = \sqrt{\Omega^2 + \delta^2} \gg \Gamma$. This condition can be fulfilled in the regime of high intensities and large detuning. After these approximations, we are now able to evaluate the integral (A.1) and write the expression for the re-absorption cross section [25]:

$$
\langle \sigma_R \rangle = \sigma_0 \frac{\Gamma (c^2 - s^2)^2}{2} \frac{(c^2 - s^2)^2}{c^4 + s^4} \frac{\Gamma_c}{\Omega^2 + \delta^2 + \Gamma_c^2}
$$

$$
+ \frac{4c^4s^4}{c^4 + s^4} \frac{(\Gamma_c + \Gamma_p)}{\Omega^2 + \delta^2 + (\Gamma_c + \Gamma_p)^2}
$$

$$
+ \frac{c^2s^2}{2} \left( \frac{1}{\Gamma_c} + \frac{\Gamma_c}{\Omega^2 + \delta^2 + \Gamma_c^2} \right).
$$

We can give for the Eq. (A.4) asymptotic expression. In our case, we are interested at expression in the limit of large laser detuning $|\delta| \gg \Omega \gg \Gamma$. In that limit we have also, $\theta \approx \Omega/\delta$ and the approximated expressions for the cross sections are:

$$
\sigma_L \approx \frac{\sigma_0 \Gamma^2}{4\delta^2}, \quad \langle \sigma_R \rangle - \sigma_L \approx \frac{\sigma_0 \Omega^2}{8\delta^2}
$$

(A.5)
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Abstract

In this thesis we present a detailed experimental investigation of size- and density-scaling laws for large Magneto-Optical Traps (MOT) with up to $10^{10}$ atoms. It is well known that laser-induced interactions, produced by multiple scattering, is the main limitation to spatial densities in a MOT. We therefore realized a 'Dark MOT' combined with a Dipole-Trap. Thus, the repulsions were considerably lower and an increase by two factor of magnitude (up to $10^{12} \text{atm/cm}^3$) has been observed. We also propose a qualitative model for the density (and thus for the size), which introduces the mechanical interactions induced by the repumper photons when its optical thickness becomes important. This work is part of the research project to observe Anderson localization of light in cold atoms, where densities of the order of $(10^{13} - 10^{14} \text{atm/cm}^3)$ are required. For densities lower than this critical value gain mechanisms could be useful to amplify prelocalized modes. We thus implemented a pump-probe technique suitable for gain production in the atomic sample. In our case, we have been naturally lead to a Four-Wave Mixing (FWM) configuration. A detailed analysis of the properties and characteristics of FWM-signal has been presented, with, in particularly, a clear red-blue asymmetry of FWM-spectrum for high intensities of the pump beams. We explained this asymmetry by the spatial bunching of the atoms in the nodes or antinodes of the strong standing wave of the pump beams.

Résumé

Dans cette thèse, nous présentons une recherche expérimentale détaillée des lois caractérisant la taille et la densité atomique de grands pièges magnéto-optiques contenant typiquement $10^{10}$ atomes. Il est bien connu que les interactions induites par laser, produites par la diffusion multiple, y constituent la limitation principale à l'obtention de densités atomiques élevées. Pour contourner cette limite, nous avons réalisé un piège magnéto-optique “noir” combiné un piège dipolaire. Les forces de répulsion assistées par la lumière ont ainsi pu être considérablement réduites et une augmentation de près de deux ordres des grandeur sur le densité (jusqu’à $10^{12} \text{atm/cm}^3$) a été corrélativement observée. Nous avons proposé également un modèle qualitatif pour rendre compte de la densité atomique (et également pour la taille) où nous avons introduit les interactions mécaniques induites par les photons du laser repompeur quand son épaisseur optique devient importante. Ce travail fait partie d’un projet de recherche qui vise à terme à observer la localisation d’Anderson de la lumière dans des nuages d’atomes froids, mais pour laquelle des densités de l’ordre $(10^{13} - 10^{14} \text{atm/cm}^3)$ sont requises. Pour des densités inférieures, des mécanismes de gain peuvent toutefois être mis à profit pour amplifier des modes pre-localisés. Nous avons, ainsi, mis en place une technique pompe-sonde pour la création d’un gain dans l’échantillon atomique. La configuration des pompes a autorisé l’observation du signal de mélange a quatre ondes. Une analyse détaillée de ses propriétés et de ses caractéristiques a été présentée. En particulier, une asymétrie rouge-bleu dans le spectre, pour des intensités élevées des faisceaux pompes, a été mise en évidence. Cette asymétrie a pu être expliquée en tenant compte du regroupement des atomes dans les noëuds ou dans les ventres de l’onde stationnaire des faisceaux de pompe.
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