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The Random Waypoint Mobility Model with Uniform
Node Spatial Distribution

Dieter Mitsche · Giovanni Resta · Paolo
Santi

Abstract In this paper, we tackle the problem of designing a random mobility
model generating a target node spatial distribution. More specifically, we solve a
long standing open problem by presenting two versions of the well-known random
waypoint mobility model in bounded regions generating a uniform steady-state
node spatial distribution. In the first version, named temporal-RWP, we exploit
the temporal dimension of node mobility and achieve uniformity by continuously
changing the speed of a mobile node as a function of its location and of the density
function of trajectories in the movement region R. In the second version, named
spatial-RWP, we instead exploit the spatial dimension and achieve uniformity by
selecting waypoints according to a suitably defined mix of probability density
functions. Both proposed models can be easily incorporated in wireless network
simulators, and are thus of practical use.

The RWP models presented in this paper allow for the first time completely
removing the well-known border effect causing possible inaccuracies in mobile net-
work simulation, thus completing the picture of a “perfect” simulation methodol-
ogy drawn in existing literature.
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1 Introduction

Mobility modeling has been a very active research field in the last decade. In fact,
mobility is a fundamental component of the wireless network simulation process
in most cases, and a deep understanding of the fundamental properties underlying
node mobility is a pre-requisite for obtaining accurate simulation results. Further-
more, a characterization of the mobility model properties is the starting point for
derivation of analytical results concerning mobile networks.

A striking example of the impact of mobility modeling on the wireless network
simulation and analysis process is the random waypoint (RWP) mobility model
[9], which still today is a commonly used mobility model in ad hoc network per-
formance evaluation. A number of issues related to performance evaluation with
RWP mobility have been reported in the literature. In particular, the node spatial
distribution resulting from RWP mobility has been studied first through simula-
tion [2–4] and then formally [1,8], and occurrence of the so-called border effect –
i.e., of the fact that the concentration of RWP mobile nodes in a bounded region R
is sparser on the border than in the center of R – has been reported. Another un-
desired effect of the RWP mobility model is the so-called speed decay phenomenon
reported in [19], which refers to the fact that the average nodal speed measured
at the beginning of the simulation is in general different (and higher) than that
measured in stationary conditions.

The border effect and speed decay phenomenon impact simulation accuracy for
a number of reasons. First, in both cases the initial conditions are different from
those reached in steady state: the node spatial distribution is initially uniform
(this is the standard way of selecting waypoints in the RWP model), while it
is concentrated in the center of R in stationary conditions; the average nodal
speed is v0 at the beginning of the simulation, while it is v′ ≤ v0 in stationary
conditions, where v′ = v0 only when the speed of a trip is chosen deterministically.
Thus, in order to obtain accurate performance evaluation, gathering of simulation
results should be started only after a relatively long period of (simulated) time,
which results in considerable wastage of computational resources – see [19] for
examples. The border effect has also significant influence on important network-
level parameters of a mobile network, such as the critical transmission range for
connectivity (CTR) – i.e., the minimum common value of the transmission range
the wireless nodes should use in order to keep the network connected [7]. In fact,
it has been shown [18] that the CTR for connectivity in a RWP mobile network
can be arbitrarily larger than that of a wireless network with uniform node spatial
distribution. Thus, if, say, a routing protocol is evaluated in presence of RWP
mobility and the transmission range is set as if nodes were uniformly distributed
– which, again, is a quite common practice –, poor performance of the routing
protocol is likely to be due to the fact that the underlying network topology
becomes disconnected when nodes start moving, instead of being caused by some
shortcoming in the routing protocol itself.

For the reasons described above, significant efforts have been devoted in the
literature to carefully accounting for the border effect and speed decay phenomena,
and to identifying a “perfect” simulation methodology. For instance, in [20] the
authors define a methodology for initializing the simulation directly in stationary
conditions, thus removing the speed decay phenomenon. More recently, a similar
“perfect” simulation methodology encompassing not only the average nodal speed
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distribution but also node spatial distribution has been defined in [11] for a wider
class of mobility models, including RWP.

While the “perfect” simulation methodology allows initializing a mobile net-
work directly in its stationary conditions, the problem of how to design random
mobility models such that certain desired stationary conditions are achieved has
remained mostly unaddressed so far. This problem is very relevant, since solving it
might allow the definition of mobility models that couple the simplicity and simu-
lation efficiency of random mobility models with the “realism” of recently proposed
trace-based mobility models (e.g., [12,15,16]). If one is able to arbitrarily shape
the stationary properties of a simple random mobility model, the model can be
made to fit properties observed in real-world traces, while minimally impacting its
simplicity and ease-of-use.

As an instance of this problem, we show in this paper how to modify the RWP
mobility model so that the generated node spatial distribution is different from
the one generated by the standard model. More specifically, the targeted node
spatial distribution is the uniform distribution, which has been considered in the
literature as a desirable property for a mobility model [6].

In this paper, we show how the node spatial distribution of the RWP mobility
model can be arbitrarily shaped (subject to a rotary symmetric condition) by
exploiting two orthogonal approaches, aimed at modifying the temporal or spatial
dimension of the mobility model. The first approach is based on continuously
varying node velocity based on its position, while in the second approach the
distribution of waypoints is suitably defined so to give rise to a uniform spatial
distribution of mobile nodes. As we shall see, our “uniform” versions of the RWP
mobility model only minimally impact the simplicity of the model, and are then
very easy to implement in a wireless simulator.

While the temporal and spatial approaches presented in this paper have been
specifically tailored to a specific target node spatial distribution (uniform) and
mobility model (RWP), these approaches can be readily applied to define RWP
extensions with arbitrary rotary-symmetric node spatial distributions. Most im-
portantly, the tool and techniques presented in this paper can be the starting point
for achieving arbitrary node spatial distribution in other random mobility models
such as Random Direction, Random Walk, etc.

Thus, the wealth of theoretical tools and methodologies presented in this pa-
per can be considered as complementing the “perfect simulation” methodology
described in [11] with the ability of arbitrarily shaping the node spatial distribu-
tion generated by a mobility model. We remark here that node spatial distribution
is a very important feature of a mobility model, since fundamental network pa-
rameters such as network topology, network connectivity, etc., depends on it.

2 Related work and contributions

The first property of RWP mobility that has been studied in the literature is the
node spatial distribution, which led to the discovery of the border effect when
nodes move in a bounded region. The node spatial distribution of RWP mobile
networks has been first studied through simulations – see, e.g., [2–4] –, and then
formally. In particular, in [1] the authors presented the exact, closed form expres-
sion of the RWP node spatial distribution in one-dimensional networks, and a
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close approximation of the distribution resulting when R is the unit square. Later
on, the authors of [8] extended the results in [1] presenting the exact RWP node
spatial distribution for arbitrary two-dimensional, bounded, convex shapes of R,
and arbitrary waypoint distributions.

The speed decay phenomenon has been first reported in [19], and more thor-
oughly analyzed in [20], where the authors presented also a “perfect” simulation
methodology to initialize a RWP mobile network directly in stationary conditions
– for what concerns the average nodal speed –, thus avoiding the possibly very
long transient regime. Later on, the authors of [11] have introduced a theoretical
framework for analyzing a large class of mobility models including RWP, and stated
conditions under which the models can be proved to admit a stationary regime.
Furthermore, the authors of [11] extended the “perfect” simulation methodology
to this larger class of mobility models, and to encompass not only average nodal
speed, but also node spatial distribution.

Despite the extensive work reported above, the specific problem considered
in this paper is remained open so far: Is it possible to define a version of RWP
mobility in a bounded region generating a uniform node spatial distribution? This
problem has been explicitly mentioned as open in [8], where the authors hint to
existence of such a RWP model based on the different shapes of the node spatial
distribution resulting when waypoints are uniformly distributed in the unit disk,
or on the border of the unit disk. This observation is the starting point of our
work on the spatial version of uniform RWP presented in Section 5.

The work that is more similar to ours is [6], where the authors present a
framework for studying mobility properties based on partial differential equations.
The framework presented in [6] allows not only characterizing mobility properties
such as node spatial distribution once mobility parameters are fixed, but also
to “reverse engineer” the setting of mobility parameters resulting in a certain
desired node spatial distribution. However, the authors of [6] apply such “reverse
engineering” approach only to the random direction model, while they leave open
– due to the involved analytical difficulties – the problem of “reverse engineering”
the RWP model.

In this paper, we at least partially address the above open problem by “reverse
engineering” the RWP model in order to obtain a specific node spatial distribution,
namely the uniform node spatial distribution. While the methodologies presented
in this paper are specifically devised to obtain a uniform node spatial distribution,
the spatial approach presented in Section 5 is amenable to generalization to other
target (rotary symmetric) node spatial distributions on the unit disk. More in
general, some of the ideas presented in this paper to achieve a uniform RWP
mobility model such as location-dependent definition of speed or pause time, can
prove useful in the analysis and design of random mobility models in general.

3 Preliminaries

The well-known RWP model, first introduced in [9], is defined as follows: Given a
convex region R, a point (waypoint) P1 is selected uniformly at random in R, and
a pause time at P1 is chosen uniformly at random in an interval [tmin, tmax]; upon
termination of pause time, a new waypoint P2 is chosen uniformly at random in
R, and the node starts moving from P1 to P2 along a straight line trajectory with
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a speed chosen uniformly at random in an interval [vmin, vmax]. When the node
arrives at destination, the pause and movement process is repeated as above.

The above rules define movement of a single node. Since movements of differ-
ent nodes are independent in the RWP model, a mobile network with n nodes is
modeled through n identical and independent stochastic mobility processes corre-
sponding to the above described movement pattern. More formally, the stochastic
process underlying RWP mobility is defined as follows (see, e.g., [1,8]):

{Di, Ti, Vi} ,

where i ∈ N is an index parameter corresponding to the i-th trip, Di is a random
variable corresponding to the destination of the i-th trip, Ti is a random variable
corresponding to the pause time at Di, and Vi is a random variable corresponding
to the velocity of the node in the i-th trip. Note that an additional random variable
D0 corresponding to the location of the initial waypoint is needed in order to fully
describe the stochastic process underlying RWP mobility.

The stationary node spatial distribution generated by RWP mobility is formally
defined as follows1: let Xt = (xt, yt) be the random variable corresponding to the
position of the mobile node at time t, and let fX(t)(x, y) be the probability density
function (pdf) of Xt; the stationary node spatial distribution of the RWP mobility
model is defined as the pdf

fX(x, y) = lim
t→∞

fX(t)(x, y) .

Informally speaking, the stationary node spatial distribution can be interpreted
as the pdf describing the position of a mobile node at a random (and sufficiently
large) instant of time t. The formal existence of a stationary node spatial distri-
bution for the RWP model (i.e., the existence of the above limit) has been first
established in [17] under some assumptions, and then proved in a more general
mobility framework in [11].

The node spatial distribution of the original RWP model and of some of its
variants has been extensively studied in the literature – see [1,8]. However, current
approaches fix the distribution of waypoints and of the other mobility parameters
first, and then evaluate the resulting node spatial distribution. In this paper, we
take a radically different approach: we first fix the desired node spatial distribu-
tion, and then investigate how to modify some parameters of the RWP model
in order to obtain the desired spatial distribution. In particular, our goal in the
following is defining versions of the RWP mobility model generating uniform (or
a close approximation of uniform) node spatial distribution; i.e., our goal is hav-
ing fX(x, y) = U(R), where U(R) is the uniform distribution on R, defined as
U(R) = 1/A(R), where A(R) is the area of R.

To achieve our goal, we will present two approaches, one leveraging the tempo-
ral and the other the spatial dimension of the mobility model. In the first approach,
the speed of a node is continuously varied during its trip to the destination de-
pending on its position in R. This approach has the advantage of producing a
provably uniform node spatial distribution with arbitrary convex shapes of R and
arbitrary pause time distributions; however, the continuously varying speed part
of the model is not in accordance with most types of real-world mobility. The

1 For ease of notation, we are assuming R is a two-dimensional region.
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Fig. 1 Deriving the node spatial distribution of the standard RWP model.

second approach solves this issue by retaining the standard RWP assumption of
fixed velocity during a trip, and by exploiting the spatial dimension instead – i.e.,
modifying the way waypoints are selected. In particular, waypoints are selected
through a suitably weighted mix of probability distributions taken from a family F
of pdfs. While characterizing properties of the node spatial densities corresponding
to waypoint densities in F and derivation of the corresponding weights is highly
nontrivial, the resulting method for generating RWP mobility with uniform node
spatial distribution is very easy to implement and of practical use for wireless
network simulation.

Before ending this section, we want to comment about impact of the proposed
RWP variants on the realism of the mobility model. Historically, the RWP model
represented a breakthrough with respect to existing models such as random walks
since it introduced the notion of (straight line) trajectory in the mobility model.
Due to its simplicity and improved realism, RWP has become the most commonly
used model in ad hoc wireless network simulation. The two versions of RWP pro-
posed herein preserve the notion of trajectory, while changing the way speed is
chosen during a trip (temporal-RWP), or the way waypoints are selected (spatial-
RWP). While we acknowledge that the assumption of continuously changing speed
done in the former model might affect its realism, the latter model preserves intact
the same level of realism of the original RWP model. In fact, the assumption of
uniformly distributed waypoints is an artifact of the original model motivated by
simplicity, and it is not supported by observations of human mobility. On the con-
trary, analysis of mobility traces has recently shown that selection of waypoints is
not uniform in space [10]. While we do not claim here that the waypoint selection
method presented in this paper is more adherent to reality than that of the original
RWP model, we claim instead that our proposed waypoint selection method is at
least as realistic as the one of the original model based on waypoint uniformity.

4 The Temporal-RWP model

The first variation of the original RWP model we propose is motivated by the
following simple, yet striking, observation. Due to the mean ergodicity property of
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the stochastic movement process [1], the probability density fX(x, y) is determined

as the limit, for δ → 0, of the ratio Pδ(x,y)
g(δ) , where Pδ(x, y) is the probability of

finding the mobile node in a small region Iδ(x, y) centered at (x, y) at an arbitrary
(but large enough) time instant t, and g(δ) is the area of Iδ(x, y) – say, a square
of side δ centered at (x, y)2. In turn, probability Pδ(x, y) can be computed as the
expectation of the length Lδ,x,y of the intersection between a random segment
in R and Iδ(x, y), divided by the expected length E[L] of a random segment in
R. Referring to Figure 1, the segment S represents a segment with endpoints
chosen uniformly at random in R, while the part of the segment in bold represents
the intersection of S with region Iδ(x, y). Since in the standard RWP mobility
model, although different speeds can be selected in different trips, the speed is
kept fixed in each single trip, the amount of space covered by a node in a unit
of time is constant during a trip. Thus, under this assumption, the spatial and
temporal domains become equivalent, and the amount of time a mobile node spends
in Iδ(x, y) on its way to the destination – which is the quantity to be evaluated
to determine the node spatial distribution – becomes equivalent to the amount of
space (length) within region Iδ(x, y) covered by the trajectory.

This equivalence between the temporal and spatial domain is the very reason
why the border effect occurs in the original RWP model. Let fS(x, y) denote the
density of trajectories resulting from the standard RWP model with uniformly
selected waypoint – see [1,8] for closed-form approximations and exact implicit
characterization of fS(x, y) for different shapes of R. Under the assumption of
uniformly distributed waypoints and bounded region R, the density of trajectories
crossing Iδ(x, y) – spatial dimension – is not uniform and is concentrated in the
center of the R, and since spatial and temporal dimension are equivalent in the
original RWP model, it follows that also the node spatial distribution – determined
by the temporal dimension – is not uniform. Thus, in order to eliminate the border
effect completely, it is sufficient to remove this equivalence between the temporal
and spatial dimension, and to introduce instead a direct correlation between the
temporal and the spatial dimension of mobility.

Our goal is obtaining a uniform density of the node spatial distribution which,
despite the misleading name, is indeed determined by the amount of time a node
spends in Iδ(x, y). In particular, we have:

fX(x, y) = lim
δ→0

Pδ(x, y)

g(δ)
= lim
δ→0

E[Tδ,x,y]
E[T ]

g(δ)
,

where E[T ] is the expected duration of a trip, and E[Tδ,x,y] is the expected time a
node spends in the region Iδ(x, y). Since once all parameters of the mobility model
are set the value of E[T ] is a constant that does not depend on (x, y), and the
same holds for quantity g(δ), the only term in the above expression depending on
spatial coordinates (x, y) is E[Tδ,x,y]. So, if RWP mobility rules can be defined so
that E[Tδ,x,y] does not depend on (x, y), we have that the resulting node spatial
distribution fX(x, y) becomes independent of (x, y) as well, i.e., uniform up to
normalization.

2 Formally speaking, region Iδ(x, y) should be defined as the intersection of a square with
region R, to account for the effect of border. However, in the following the effect of border –
which does not impact the reasoning underlying the definition of the temporal-RWP model –
is disregarded to keep notation and presentation simpler.
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The time a node spends in Iδ(x, y) depends on the length of the trajectory
intersecting Iδ(x, y) and on the node velocity, formally:

Tδ,x,y =
Lδ,x,y
Vδ,x,y

,

where in the formula above we have made explicit the fact that the velocity Vδ,x,y of
a node while traveling through Iδ(x, y) might depend on (x, y). Since the trajectory
density fS is given by

fS(x, y) = lim
δ→0

E[Lδ,x,y]
E[L]

g(δ)
,

and the expected length E[L] of the trajectory is also a constant once fixed the
mobility parameters, we can write (up to constant values):

fX(x, y) = lim
δ→0

E

[ ∫
Iδ(x,y)

fS(u,v)dudv

Vδ,x,y

]
E[T ]

g(δ)
.

In order to make fX(x, y) uniform, it is then sufficient to set

Vδ,x,y = vδ,x,y = k ·
∫
Iδ(x,y)

fS(u, v)dudv ,

and

Vx,y = vx,y = lim
δ→0

Vδ,x,y = k · fS(x, y)

where k is a constant that can be used to set the desired speed range (see below),
and we have used lower case notation for the speed to indicate that nodal speed
is not a random variable, but it is deterministically defined given the location of
the node in R.

Thus, in the above described model, speed is changed in a continuous way
during a node’s trip to destination, as a function of its position in R. In particular,
speed is directly proportional to the trajectory density fS , resulting in relatively
higher speeds in the center of the region, and in a speed approaching zero when
the node approaches the border. Thus, even if a node travels more frequently in
the center of R, it has a correspondingly higher speed when in the center of R, so
that the resulting time the node spends in each subregion of R is constant.

We can then state the following theorem:

Theorem 1 Let R be an arbitrary bounded, open, convex region, and assume a
mobile node moves in R according to the RWP mobility model with uniformly
distributed waypoints and arbitrary pause time distribution. Let fS(x, y) be the pdf
describing the spatial density of trajectories in R, and assume the speed of a node
in a trip is continuously changed based on its location according to the following
rule: vx,y = k · fS(x, y), for some k > 0, where vx,y represents the velocity of the
node when located at coordinates (x, y) ∈ R. Then, the resulting steady state node
spatial distribution is uniform.
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Fig. 2 The node spatial distribution fRWP of the original RWP model (RWP) and of the
discretized temporal RWP model with time step of 1 sec (tRWP-1) and 10 sec (tRWP-10).

Proof The proof follows from the derivations above, and from the observation that,
under the hypotheses of the theorem, the position of a node while pausing at a
waypoint is uniformly distributed. Thus, both the mobility and the pause compo-
nent of the node spatial distribution are uniformly distributed, and the resultant
node spatial distribution is uniform independently of the weights (determined by
the specific pause time distribution) of the two components.

Notice that the temporal-RWP model belongs to the class of random trip
models as defined in [11] (formal proof omitted due to lack of space), so convergence
of the node spatial distribution to the stationary regime is guaranteed.

4.1 The Temporal-RWP model in simulations

We now shortly describe how the temporal-RWP model can be implemented in a
simulator, and show that the generated node spatial distribution is uniform. For
ease of presentation, we assume R to be the unit disk.

The density of trajectories (which is equivalent to the node spatial distribution
in the standard RWP model) when waypoints are uniformly distributed in the
unit disk has been derived in [8], and has the shape reported in Figure 2. Due to
rotational symmetry of the distribution, the pdf is reported in Figure 2 in polar
coordinates, and is a function fRWP (r, θ) = fRWP (r) of the distance of a point
from the origin.

The temporal RWP model is implemented as follows: first, the desired range
of speeds is selected. We observe that the maximum of fRWP (r) is 0.7031 and is
achieved at r = 0, while the minimum of fRWP (r) is 0 and is achieved at r = 1.
Thus, the minimum speed in the temporal RWP model is always 0, and is achieved
when a node hits the border (note that this happens with vanishing probability).
The maximum speed can instead be arbitrarily chosen by properly setting k. For
instance, if a maximum speed of 3 m/sec is desired (pedestrian mobility), it is
sufficient to set k = 3/0.7031 = 4.267.

In order to implement the temporal RWP mobility, it is sufficient to use a suffi-
ciently small time step in the simulation: at each time step, we first check whether
the mobile node is in pause or movement state; if the node is in movement state
and its current position is (xt, yt), the speed for the next time step is set to vxt,yt .
The node spatial distribution of the temporal RWP model when the diameter of
the disk is set to 1 Km, the maximum speed to 2 m/sec (pedestrian mobility), and
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different time steps are used is reported in Figure 2. As seen from the figure, even
with a relatively large time step of 10 sec the node spatial distribution generated
by the temporal-RWP model is indistinguishable from uniform distribution, thus
showing that the time and speed discretization introduced in the simulation has
virtually no effect on the node spatial distribution of the temporal-RWP model.

5 The Spatial-RWP Model

The temporal-RWP model introduced in the previous section generates a provably
uniform node spatial distribution under quite general conditions. However, the con-
tinuously changing speed assumption is scarcely representative of real-world mo-
bility. To solve this problem, in this section we present a version of RWP mobility
achieving near-uniform node spatial distribution under the standard assumption
of fixed (although possibly randomly chosen) speed during a trip.

We recall that, under the fixed speed assumption, the temporal and spatial
dimension of mobility are equivalent, and the pdf of density of trajectories in R
is equivalent to the node spatial distribution fX . For this reason, in the following,
as customary in the literature on RWP mobility, we use the term node spatial
distribution to refer to the density of trajectories as well. Furthermore, in what
follows we assume R is the unit disk, and pause time is set to 0 (i.e., only the
mobility component of the distribution is present). The assumption of 0 pause
time will be released at the end of this section.

The starting point of our spatial approach to uniform RWP mobility is the
observation made in [8] that the complementary shapes of node spatial distribu-
tions of the standard RWP model and of a version of RWP in which waypoints
are uniformly distributed on the border of the disk (see Figure 4) suggest that
it should be possible to define a waypoint density function generating a uniform
node spatial distribution.

The direct way of deriving such waypoint density function would be solving
the following integral equation, which equals the node spatial distribution of a
RWP model with arbitrary waypoint density fw(r) – see [8] – to the uniform
distribution:

1

π
=

1

E[`]

∫ 2π

0

dθ

∫ a2(r,θ)

0

dr2 (1)∫ a1(r,θ)

0

dr1(r1 + r2) · fw(r1) · fw(r2) ,

where fw(r) is the unknown, rotary symmetric waypoint density function, E[`]
is the expected length of a random segment with endpoints chosen according to
fw(r), and a1(r, θ), a2(r, θ) are defined as follows:

a1(r, θ) =
√

1− r2 cos2 θ − r sin θ

a2(r, θ) =
√

1− r2 cos2 θ + r sin θ .

Unfortunately, equation (1) is a complex integral equation in non-standard
form, and cannot be solved with standard techniques. In the following, we present
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Fig. 3 Illustrations used in the derivation of FXh .

a method for closely approximating fw(r). The idea is to use a finite family
F = {f0, f1, . . . } of waypoint density functions resulting in diverse shapes of the
resulting node spatial distributions FX = {fX0

, fX1
, . . . }, and to compute a linear

combination α0fX0
+α1fX1

+ ... of the functions in FX that closely approximates
the uniform node spatial distribution. Note that we compute the αis not from
the initial family F , but rather from the resulting node spatial distributions FX .
Thus, we can exploit the linearity of the integral operator. Up to some technical
tricks in waypoint selection, this implies that the corresponding linear combination
α0f0 +α1f1 + ... of waypoint density functions in F generates a near-uniform node
spatial distribution.

5.1 Deriving the family of node spatial distributions

Family Fh is defined as follows:

Fh = {f0, f1, . . . , fh} ,

where h ≥ 1 is an integer parameter, and fi is the uniform distribution over the
region of points at distance at least i/h from the origin, i.e.

fi(r) =

{
1

π(1−( ih )
2
)

if r ≥ i
h

0 otherwise
,

for 0 ≤ i < h, and

fh(r) =

{
1
2π if r = 1
0 otherwise

.

It is easy to see that, for any h, f0 corresponds to the uniform distribution on
R and fh corresponds to the uniform distribution on the border of the disk.

The node spatial distributions fX0
, fXh corresponding to f0 and fh have been

derived in [8]. In what follows, we present the derivation of fXi for a generic value
of i. Indeed, the derivation is for a generic waypoint density fz where waypoints
are chosen uniformly at distance at least z from the origin, where 0 < z < 1 is an
arbitrary real number.

The derivation is based on the standard approach of conditioning on specific
positions of the waypoints, and then computing the integral of the resulting con-
ditional density for all possible positions of the waypoints. Indeed, following the
derivation of fXh in [8], we proceed to derive the cumulative density FXz (r) – i.e.,
the probability of finding a mobile node at distance ≤ r from the origin –, from
which density fXz can be easily obtained through derivation.
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Let us consider waypoints P1 = (s1, 0) and P2 = (s2, θ), chosen uniformly at
random at distances ≥ z from the origin, and assume w.l.o.g. that z ≤ s1, s2 ≤ 1,
as depicted in Figure 3.a. In the following, we use t = s21 + s22 − 2s1s2 cos θ as
an abbreviation. We first compute the average length Lz of the random segment
joining P1 and P2, which is given by

Lz =

∫ 1

z

∫ 1

z

∫ 2π

0

`(s1, s2, θ)w(s1, s2, z) dθ ds2 ds1 ,

where `(s1, s2, θ) =
√
t is the distance between P1 and P2 and

w(s1, s2, z) =
1

2π

2πs1
π(1− z2)

2πs2
π(1− z2)

=
2s1s2

π(1− z2)2

is the product of the probability densities for θ, s1 and s2.
In order to compute the average length Dz(r) of the intersection of the segment

P1P2 with a disk of radius r, we should distinguish 4 cases.

1) r ≤ z ≤ s1, s2 ≤ 1. Here

D1,z(r) = 2

∫ 1

z

∫ 1

z

∫ π

α

¯̀(P1, P2, r)w(s1, s2, z) dθ ds2 ds1 ,

where ¯̀(P1, P2, r) = 2
√
r2 − (s1s2 sin θ)/t and

α = arccos

(
r2 −

√
(s21 − r2) (s22 − r2)

s1s2

)
,

is the angle such that, for α ≤ θ ≤ 2π − α, there exists a non-empty intersection
between the segment P1P2 and the disk of radius r (see Fig.3.b).

2) z ≤ r ≤ s1, s2 ≤ 1. Similarly to the previous case, we have

D2,z(r) = 2

∫ 1

r

∫ 1

r

∫ π

α

¯̀(P1, P2, r)w(s1, s2, z) dθ ds2 ds1 ,

3) z ≤ s2 ≤ r ≤ s1 ≤ 1 and the symmetric case with s1 ≤ s2. As depicted in
Fig.3.c, we have

D3,z(r) = 4

∫ 1

r

∫ r

z

∫ π

0

ˆ̀(P1, P2, r)w(s1, s2, z) dθ ds2 ds1,

where

ˆ̀(P1, P2, r) =

√
r2 − s21 +

t+ u

2
− (s21 − s22) (u− s21 + s22)

2t
,

setting u = 2
√
r2t− s21s22 sin2(θ) for brevity.

4) z ≤ s1, s2 ≤ r ≤ 1. The whole segment P1P2 lies in the disk of radius r, thus
we can apply the same formula used for Lz and obtain

D4,z(r) =

∫ r

z

∫ r

z

∫ 2π

0

`(s1, s2, θ)w(s1, s2, z) dθ ds2 ds1 .



The Random Waypoint Mobility Model with Uniform Node Spatial Distribution 13

0.0 0.2 0.4 0.6 0.8 1.0
distance

0.2

0.4

0.6

0.8
density

z=1

z=0.7

z=0.6

z=0.4

z=0.2

z=0

Fig. 4 Node spatial distribution fXz (r) of the RWP model with waypoint distribution fz(r),
for different values of z.

Summarizing, the cumulative density function FXz (r) is defined as

FXz (r) =

{
D1,z(r)
Lz

if 0 ≤ r ≤ z
D2,z(r)+D3,z(r)+D4,z(r)

Lz
if z < r ≤ 1

,

and the node spatial density fXz (r) can be easily obtained from FXz (r) by deriva-
tion with respect to r. The shape of fXz (r) for different values of z is reported in
Figure 4. Note that when z = 0 we have the standard RWP model, while z = 1
corresponds to RWP with waypoints uniformly chosen on the border.

5.2 Computing the mix of waypoint distributions

Let us consider a family Fh = {f0, . . . , fh} of waypoint density functions, and the
corresponding family FX = {fX0

, . . . , fXh} of node spatial distributions. Our goal
in the following is determining a set of non-negative weights α0, α1, . . . such that
function fX,α =

∑
i αifXi is as close to uniform as possible. Let ᾱ0, ᾱ1, . . . be the

set of such “uniforming” weights – we will see in the following how to determine
this set –, and assume that waypoints are selected according to the following mix
of probability densities: fα =

∑
i ᾱifi. Up to some technical trick in the selection

of waypoints as described below, due to the linearity of the integral operator the
node spatial distribution resulting when waypoints are chosen according to fα is
exactly fX,α, i.e., very close to uniform.

Two observations are in order before proceeding further. First, distributing
waypoints according to a mix of probability density functions is an easy task,
which amounts to: i) normalizing weights ᾱi to achieve

∑
i ᾱi = 1; ii) extracting

uniformly at random a real number w in the [0, 1] interval; iii) finding the index
j such that

∑
i<j ᾱi < w ≤

∑
i<j+1 ᾱi; and iv) selecting the next waypoint

according to fj .
The second observation concerns the waypoints selection method. In fact, the

straightforward approach of choosing the new waypoint at each step according to
probability density fα indeed generates a node spatial distribution quite different
from fX,α, for the following reason. Let P1, P2, P3, . . . be the series of waypoints
selected by a mobile node. If fα is used at each step to select the next waypoint, the
event “waypoint P` is chosen according to density fj , and waypoint P`+1 is chosen
according to density fj′ , with j′ 6= j”, which we call a mix event, becomes very
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likely. Occurrence of mix events causes inaccuracies in estimating the node spatial
distribution generated by fα with fX,α, due to the fact that the single node spatial
distributions fXi used as components of fX,α are computed under the assumption
that both the starting and the ending point of a trajectory are chosen according to
the same waypoint density fi. In other words, the fXis are computed conditioning
on occurrence of the complementary of a mix event. To deterministically reduce
occurrence of mix events, it is sufficient to choose waypoints in batches: once a
certain waypoint density fj is selected out of the density mix according to the above
described procedure, a batch of s consecutive waypoints are chosen according to fj .
This simple trick is sufficient to ensure that mix events occur at most once every
s consecutive waypoint selections. Thus, the node spatial distribution generated
when s consecutive waypoints are selected according to fα becomes closer to fX,α
as s increases.

The value of s to be used in simulations should be carefully evaluated: on one
hand, using a large value of s is desirable for generating a node spatial distribution
closely resembling fX,α, but it has the disadvantage of inducing a very long tran-
sient regime before stationary conditions are reached; on the other hand, a small
value of s is desirable for shortening the duration of the transient regime and sim-
ulation running time, but it has the negative effect of generating a node spatial
distribution quite different from the desired distribution fX,α. In the following, we
will show that using a small value of s = 4 is already sufficient to obtain a very
close approximation of fX,α and, hence, of the uniform node spatial distribution.

In order to closely approximate the uniform node spatial distribution, we have
considered a quite large family of waypoint distributions, namely F100. However,
in order to reduce the complexity of the “optimal” weight searching process, we
have imposed the condition that only u of the αi weights can be non-zero, where
u is a tunable parameter. In other words, our goal in the following is: i) selecting
a set of u spatial densities f̄X1

, . . . , f̄Xu in the family FX of spatial densities
corresponding to waypoint densities in F100; and ii) determine a set of positive
weights ᾱi for densities f̄X1

, . . . , f̄Xu such that the corresponding node spatial
density fX,α =

∑u
i=1 ᾱi · f̄Xi is as close to uniform as possible.

The iterative local search algorithm used to select the set of density and cor-
responding weights is reported in Figure 5. Initially, a candidate set of spatial
density functions F ′ is randomly selected from FX , and the set of weights that
minimizes the Mean Square Error (MSE) with respect to uniform given F ′ is com-
puted using the least square method on a set of 200 equally spaced points. Then,
a local search is done with the purpose of finding a pair of density functions fh, fk
which can substitute two densities in F ′ and improve the MSE (steps 6–11). This
process is repeated until no further MSE improvement can be achieved. The node
spatial distribution obtained at the end of the iterative local search algorithm for
different values of u is reported in Figure 6, and the corresponding set of candidate
functions with relative weights are reported in Table 1. As seen from the figure,
a candidate set of 6 densities is already sufficient to obtain a spatial distribution
FX,α closely resembling uniform distribution.

It is worth observing that an exhaustive search of all possible combinations
of u out of 101 elements in FX and computation of the optimal set of weights is
computationally feasible only for very small values of u – up to 6. For such small
values of u, we have verified that the iterative local search algorithm of Figure 5
always finds the optimal solution. For larger values of u, the iterative local search
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Density selection and weight determination algorithm

Input: Family FX of spatial density functions; Parameter u;
Output:A set of u functions in FX , and corresponding weights

1. Randomly select an initial set F ′ of u functions;
2. Let f̄1, . . . , f̄u the ordered set of functions;
3. Find set of weights for F ′ minimizing MSE w.r.t. uniform;

Let the resulting MSE be ε;
4. repeat
5. Flast = F ′;
6. For each pair {f̄i, f̄i+1} in Flast

Let j, ` be the indexes of densities f̄i−1, f̄i+2

7. For each pair of densities fh, fk with j < h < k < `
8. Define F ′′ = F ′ − {f̄i, f̄i+1}

⋃
{fh, fk}

9. Find set of weights for F ′′ minimizing MSE w.r.t. uniform;
Let the resulting MSE be εc;

10. if εc < ε then
11. F ′ = F ′′; ε = εc
12. until F ′ = Flast
13. return F ′ and corresponding weights

Fig. 5 The spatial density selection and weight determination algorithm.
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Fig. 6 Node spatial distribution fX,α(r) obtained with the “optimal” mix of weights for
different number u of distributions in the candidate set.

u Density functions weights
2 fX81

, fX100
0.43, 0.57

6 fX5
, fX64

, fX86
, 0.12, 0.10, 0.10,

fX95 , fX99 , fX100 0.11, 0.13, 0.44

10 fX0 , fX52 , fX66 , fX70 , 0.11, 0.06, 0.004, 0.04,
fX80

, fX87
, fX93

, 0.047, 0.053, 0.07,
fX97 , fX99 , fX100 0.072, 0.104, 0.44

Table 1 Density functions and weights corresponding to the spatial densities reported in
Figure 6.

algorithm of Figure 5 cannot be directly compared with the optimal solution. This
is the reason why we use the term “optimal” to refer to the set of density functions
and corresponding weights returned by our iterative local search algorithm.



16 Dieter Mitsche et al.

5.3 Stationarity of the Spatial-RWP model

Our goal is to show that the Spatial-RWP model introduced above has a stationary
distribution to which the distribution converges after sufficiently many steps (in
the sense of total variation distance, that is, in the sense of the largest possible
difference between the probabilities that two probability measures can assign to
the same event). Since the points on the unit disk represent an uncountable state
space, we first have to establish the necessary theory for generalized Markov chains
in order to state the theorem under which a stationary distribution occurs.

Let (S,S) be a measurable space, that is, S is a state space, and S be a
σ−algebra defined on it (that is, a non-empty set of subsets of S closed under
complement and countable unions). Let p : S ×S → R be a transition probability,
that is, for each x ∈ S, A → p(x,A) is a probability measure on (S,S), and for
each A ∈ S, x→ p(x,A) is a measurable function. Recall that, given a measurable
space, a filtration is an increasing sequence of σ-algebras {Ft}t≥0, where Ft ⊆
S for any t and t1 ≤ t2 implies Ft1 ⊆ Ft2 . Informally speaking, Ft represents
the information up to time t, and this information is increasing. A sequence of
random variables Xn is a Markov chain with respect to a given filtration Fn =
σ(X0, . . . , Xn) with transition probability p if P(Xn+1 ∈ B|Fn) = p(Xn, B) for
any B ∈ S. Denote also by Px the probability measure short for Pδx , that is, the
measure concentrated on the point x.

The following definition can be found in [5]:

Definition 1 A Markov chain Xn is a Harris chain if one can find A,B ∈ S, a
function q with q(x, y) ≥ ε > 0 for x ∈ A, y ∈ B, and a probability measure ρ
concentrated on B such that

– If τA = inf{n ≥ 0 : Xn ∈ A}, then Pz(τA <∞) > 0 for all z ∈ S.
– If x ∈ A and C ⊂ B, then p(x,C) ≥

∫
C
q(x, y)ρ(dy).

Theorem 2 Spatial-RWP has a stationary distribution π, and starting from any
distribution, the distribution converges to π (convergence in the sense of total vari-
ation distance).

Proof Let Xn be the random variable accounting for the position of the n-th
waypoint (the sequence Xn is space-continuous, but time-discrete). The idea of
the proof is the following: our goal is to first verify the conditions of being a Harris
chain, and then we will use a well-known theorem stating that, under certain
conditions, this Harris chain converges to its stationary distribution.

In our particular case, S represents the open unit disk on R2, and we can
take S to be the Borel sets on this disk, that is, the σ−algebra generated by all
products of closed (say) intervals in this disk. At any step, knowing the previous
final waypoint and the distribution this waypoint was chosen from (more precisely,
in our filtration we also have to know the batch size s, and we also have to know
the index j ≤ s, corresponding to the fact that it was the j-th waypoint chosen
from the batch of the current distribution), the distribution of the next waypoint
does not depend on previous waypoints. Thus, if Fn is the σ−algebra generated
by this information, the sequence of random variables {Xn}n≥1 is a Markov chain.
Moreover, for any pair of distributions the start waypoint and the end waypoint are
chosen from and for any batch index j ≤ s, there is always a positive probability
density p (depending on the distributions, and the batch index) to go from any
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particular point x to any other particular point y. In particular, since for all choices
of distributions the corresponding spatial waypoint distributions are differentiable,
they are continuous. Thus, there is a transition probability satisfying p(x, dy) =
p(x, y)dy where (x, y) → p(x, y) is continuous. Since this holds for any x and
y, we can choose A and B in Definition 1 to be the whole unit disk. We know
that p(x, y) ≥ ε > 0 on A × B, and by letting ρ(C) = |B ∩ C|/|B|, where |B|
is the Lebesgue measure on B, the conditions above hold, and hence Xn is a
Harris chain. For our particular case of A being the whole unit disk, starting from
the Harris chain we can construct a Markov chain X̄n by slightly modifying the
transition probabilities: for each x ∈ A, with probability ε > 0 go to a new state
α (that is, p̄(x, {α}) = ε), and for each other state C ∈ S, set the new probability
p̄(x,C) = p(x,C) − ερ(C) (ρ again being the Lebesgue measure on C), and for
x = α, p̄(α,D) =

∫
ρ(dx)p̄(x,D) for any state D ∈ {B,B ∪ {α}, B ∈ S}. Note in

particular that this implies p̄(α, α) = ε.
Let now R = inf{n ≥ 1 : X̄n = α}. A chain is called recurrent if Pα(R <

∞) = 1. In our case, the probability to go to state α is ε in each step (independent
of the current state), and thus our Harris chain is clearly recurrent. By Theorem
6.8.5 of [5], there is a stationary measure π on our Harris chain. Moreover, a Harris
chain is aperiodic, if the greatest common divisor of the set {n ≥ 1 : p̄n(α, α) > 0}
is 1. Given the fact that we have p̄(α, α) > 0, our Harris chain is aperiodic. Finally,
denote by ||·|| the total variation distance between two probability measures. Since
in our case Px(R <∞) = 1 for any x, by Theorem 6.8.8 of [5], as n→∞,

||p̄n(x, ·)− π(·)|| → 0,

which ends the proof of the theorem.

5.4 The Spatial-RWP model in simulations

We now summarize how the Spatial-RWP model can be used in simulations, and
evaluate the effect of waypoint batch size on the node spatial distribution. In the
Spatial-RWP model, pause time is set to 0, and the speed of a trip is chosen uni-
formly at random in an interval [vmin, vmax]. The first batch of s waypoints is
chosen according to a weighted mix of waypoint density functions, as described is
Section 5.2. The density functions used in the mix are the waypoint densities cor-
responding to the spatial densities reported in Table 1. For instance, if 6 densities
are used to form the mix, chosen waypoint densities are f5, f64, f86, f95, f99 and
f100. These functions are weighted according to the normalized weights reported
in Table 1. Once the last waypoint in the batch is reached, a new density function
for selecting the next s waypoints is selected according to the described mix, and
the s waypoints are chosen. This process is then repeated over and over. The node
spatial distribution resulting from the Spatial-RWP model with 6 densities and
different batch sizes s is reported in Figure 7. The node spatial distribution has
been estimated by running a large number of experiments (more than 106), where
each experiment consisted in performing a number of mobility steps according to
the spatial-RWP model sufficient to make at least 50 trips on the average, and in
recording the position of the node at the end of the experiment. The figure reports
also the node spatial distribution with Spatial-RWP mobility with 2 densities and
batch size of 8 and, for comparison, the distribution with the original RWP model.
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Fig. 7 Node spatial distribution of the Spatial-RWP model with 6 densities and batch size
1 (s6RWP-1) and 4 (s6RWP-4), and with 2 densities and batch size 8 (s2RWP-8). For com-
parison, the node spatial distribution of the standard RWP model is also reported (RWP).

As seen from the figure, the effect of batch size on the resulting node spatial dis-
tribution is perceivable, especially close to the border: with a batch size of 1 and 6
densities, the node spatial distribution is almost uniform, except for a perceivable
drop close to the border; with a larger batch size of 4, this drop is considerably
smoothed, and the node spatial distribution becomes very close to uniform. Much
more noticeable is the effect of the number of waypoint densities used to select
waypoints: if only 2 densities are used to select waypoints – see Table 1 for the
specific densities and weights used –, even with batch size of 8 we obtain a node
spatial distribution which is considerably different from uniform. Thus, our results
suggest that using 6 waypoint densities with batch size of 4 is a suitable choice for
generating a node spatial distribution very close to uniform.

To further validate this claim, fixed the number n of nodes in the network,
we have computed the critical transmission range (CTR) for connectivity when
nodes are uniformly distributed, move according to the standard RWP model with
0 pause time, or move according to the Spatial-RWP model with 6 densities and
batch size 4. The CTR for connectivity is estimated by letting the mobile networks
move for a time T necessary to complete about 50 trips on the average, and then
computing the longest edge of the Minimum Euclidean Spanning Tree built on the
node positions after time T . In case of uniformly distributed nodes, the longest
MST edge is computed immediately. These random experiments are repeated a
large number of times (105), and the CTR for connectivity is finally estimated
as the 99% quantile of the empirically generated distribution of the longest MST
edge. The results of our experiments when nodes are deployed in the unit disk
are reported in Table 2. As seen from the table, the CTR for connectivity with
standard RWP mobility is smaller than with uniform distribution when n = 25,
and larger than the uniform CTR when n = 100 and n = 500. This is due to
the fact that, as observed in [18], when n is small there is a very low probability
of finding at least one node close to the border, hence node concentration in the
center of the disk favors lower CTR values; as n increases, though, the probability
of finding at least one node close to the border increases as well, leading to CTR
values higher than with uniform node distribution. In accordance with [18], the
relative difference between the CTR with uniform node distribution and with RWP
mobility increases with n: it is 7.6% when n = 100, and it becomes 37.8% when n =
500. On the contrary, the CTR with s-RWP mobility is almost indistinguishable
from that with uniform node distribution independently of the value of n.
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Model CTR, n = 25 CTR, n = 100 CTR, n = 500
Unif 0.7397 0.3857 0.1789
RWP 0.6592 0.4152 0.2466

s-RWP 0.7378 0.3856 0.1798

Table 2 Values of the CTR for connectivity with uniformly distributed nodes, and with RWP
and Spatial-RWP mobile networks.

5.5 The Spatial-RWP with non-zero pause times

We now explain how to define a mix of waypoint density functions such that the
resulting spatial node distribution becomes very close to the uniform distribution
in the general case of non-zero pause time at the waypoints.

In the case of non-zero pause time, the node spatial distribution is composed
of two components [1]: the mobility component, which accounts for the fraction of
time the node is moving, and the pause component, which accounts for the frac-
tion of time the node is resting at waypoints. These components are weighted by
non-negative weights w1, w2 with w1 + w2 = 1, representing the expected frac-
tion of time the node is moving or resting at a waypoint. Earlier in this paper,
we have shown how to make the mobility component uniform, namely, by mak-
ing the waypoint distribution non-uniform. Thus, directly using the above defined
waypoint distribution, when combined with a uniform non-zero pause time distri-
bution, yields a non-uniform node spatial node distribution, due to the fact that
some waypoints are chosen with higher probability density than others, and, con-
sequently, the total pause times at these waypoints are longer than those at less
frequently selected waypoints.

At least two options are at hand in order to solve this problem. First, it is
possible to modify the pause time distribution making it a function of the distance
d from the waypoint to the center of R. Choose the waypoint distribution as in
the case of zero pause time, and let fX(d) be the (non-uniform) resulting density
of choosing a waypoint of distance 0 ≤ d ≤ 1 from the origin. Choose now the
pause time p(d) at a waypoint at distance 0 ≤ d ≤ 1 from the origin such that the
expected time of pausing at the waypoint (which can be computed as the product
of the waypoint density fX(d) and the pause time p(d)) is constant over d. In
the simplest possible case, p(d) is deterministically chosen as p(d) = c/fX(d), for
some universal constant c > 0. In words, at points which are visited more often,
the pause time is shorter, so that the expected duration of the pause time at
any waypoint in R remains constant. This way, both the mobility and the pause
component of the node spatial distribution become uniform, and the resulting node
spatial distribution turns out to be uniformly independently of the values of w1

and w2.

If distance-dependent pause time distribution cannot be used, then the mobil-
ity component can still be shaped in such a way that the resulting spatial node
distribution is uniform: first, using the notation of Section V, given an arbitrary
but fixed waypoint density fi, exactly as in the case with zero pause time, one
computes the resulting spatial node density corresponding to fXi . To this density
one now has to add the pause time to all waypoints which can be chosen in this
distribution, that is, f̄Xi(d) = fXi(d), if d < i

h , and f̄Xi(d) = fXi(d) + p, for



20 Dieter Mitsche et al.

i
h ≤ d ≤ 1, where p is the pause time at any waypoint. We then normalize these

values in order to obtain a new distribution f̂Xi , and for these new distributions
one then computes suitable weights αi such that f =

∑h
i=0 αif̂Xi is as close to

uniform as possible. Using the same methodology as before, we finally use these
αi as probabilities to choose fi.

6 The Perfect Simulation

In the previous sections, we have seen how to modify the RWP model in order
to remove the border effect. On the other hand, speed decay caused by RWP
mobility can be removed as described in [20]. An interesting question to investigate
is whether there exists a methodology that allows to simultaneously remove both
these effects, enabling so called “perfect simulation”, i.e., a simulation methodology
where the mobile system is initialized directly in the stationary regime and node
spatial distribution is uniform3.

In what follows, we describe how to devise a “perfect simulation” methodology
using the spatial-RWP model presented in Section 5. A similar methodology can
be defined for the temporal-RWP model, which is not reported due to lack of
space.

In the following, to simplify presentation, we present a version of the “perfect
simulation” methodology introduced in [11] customized to the spatial-RWP model
with zero pause time. The “perfect simulation” methodology is summarized below:

1. Determine the initial trajectory: first, fixed a value of s (batch size) in the
spatial-RWP model, determine whether the two initial waypoints belong to
different batches (with probability 1

s ), or to the same batch (with probability
1− 1

s ).
1.1. If the two waypoints belong to different batches, select waypoints W0 and

W1 according to the mix of waypoint distributions defined in Section 5; set
initialBatchSize to s;

1.2. If the two waypoints belong to the same batch, then select one of the
waypoint density functions fj in the mix based on the α weights, and select
both waypoints W0 and W1 according to fj . Select an integer i uniformly
at random in {1, . . . , s− 1}, and set initialBatchSize to i;

2 Determine the initial speed: select a random speed v using density function

fV (v) =
1

v ln
(
vmax
vmin

) ,

as defined in [20].
3. System initialization: select a number u uniformly at random in the [0, 1] in-

terval; initialize the node speed to v, the node next waypoint to W1, and the
node current position along the segment connecting W0 with W1, at distance

3 Notice that the notion of “perfect simulation” considered in [11] accounts only for the
existence of a stationary regime, and for the initialization of the mobile network directly into
this regime. Indeed, for the reasons explained in the Introduction, we are interested herein in
a stronger notion of “perfect simulation” where, besides the above properties, the additional
property that the stationary node spatial distribution is uniform must be fulfilled.
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u · dist(W0,W1) from W0, where dist(x, y) is the Euclidean distance between
x and y.

4. Movement phase: after initialization, rules for selecting waypoints and speed
are as in the spatial-RWP model, with the only difference that the first batch
of selected waypoints has size i instead of s.

Based on the results presented in [11,20], and on our characterization of sta-
tionary properties of the node spatial distribution of the spatial-RWP model, we
can conclude that the above described methodology initializes the mobile system
directly into the stationary regime, and that the stationary regime of the node
spatial distribution is the target distribution, namely, the uniform distribution on
the disk. Thus, no “warming up” period is needed when performing simulations,
and important network parameters such as the node transmission range need not
to be changed with respect to the case of uniform node spatial distribution.

7 Concluding Remarks

In this paper, we have addressed the problem of designing a random mobility model
generating a desired node spatial distribution. More specifically, we have addressed
the long standing open problem of designing a variant of the well-known RWP mo-
bility model generating a uniform node spatial distribution. We have proposed two
approaches to achieve this goal, named temporal- and spatial-RWP model. While
the temporal-RWP model can be used when mobile nodes are deployed in regions
of arbitrary convex shapes, and generates a uniform node spatial distribution with
arbitrary pause time distributions at waypoints, the spatial-RWP model is shown
to produce uniform node spatial distribution under the more stringent assumption
that the movement region is a disk.

The approaches proposed in this paper to achieve a target node spatial distri-
bution can be extended to deal with different target distributions and generalize
to other random mobility models. For instance, the methodology used to derive
the spatial-RWP model can be immediately extended to define versions of RWP
mobility generating arbitrary, rotary symmetric distributions: to this purpose, it is
sufficient to use a different target spatial distribution in the iterative local search
algorithm reported in Figure 5. If the target node spatial distribution is not rotary
symmetric, a rotational asymmetric family of candidate waypoint distributions
should be used instead of family F100. Thus, the ideas and techniques presented
in this paper can prove useful also to define versions of RWP mobility resulting in
any target, non-uniform node spatial distribution, as those observed in real-world
traces (see, e.g., [10]).
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