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ABSTRACT

This paper presents a novel way to introduce self-configura-
tion and self-optimization autonomic characteristics to al-
gorithmic skeletons using event driven programming tech-
niques. Based on an algorithmic skeleton language, we show
that the use of events greatly improves the estimation of the
remaining computation time for skeleton execution. Events
allow us to precisely monitor the status of the execution
of algorithmic skeletons. Using such events, we provide a
framework for the execution of skeletons with a very high
level of adaptability. We focus mainly on guaranteeing a
given execution time for a skeleton, by optimizing autonom-
ically the number of threads allocated. The proposed solu-
tion is independent from the platform chosen for executing
the skeleton for example we illustrate our approach in a mul-
ticore setting, but it could also be adapted to a distributed
execution environment.

Categories and Subject Descriptors

D.1.3 [Programming Techniques]: Concurrent Program-
ming—Parallel programming ; D.2.11 [Software Engineer-

ing]: Software Architectures—Patterns

General Terms

Design, Languages

Keywords

Autonomic computing, Algorithmic skeletons, Event driven
programming, Self-configuration, Self-optimization.

1. INTRODUCTION
Large-scale parallel and distributed environments allow

the resolution of large-scale problems. However, parallel
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software development is hard, and curently, we are facing an
increasing challenge due to the increasing number of cores
or machines available for a single computation. Indeed both
million-core supercomputers and cloud infrastructures are
almost impossible to program efficiently, and those architec-
tures are even more difficult to maintain. According to Gart-
ner [21], IT operations management costs are the 36% of the
total operation IT budget. As an alternative solution, IBM,
in 2001, introduced the concept of Autonomic Computing
(AC) [16]. It refers to the self-managing (self-configuration,
self-optimization, self-healing, and self-protecting) charac-
teristics of computing resources. In autonomic computing,
each entity is able to adapt itself to changes in the run-
time environment, or in the quality of service desired. The
vision of autonomic computing is based on the idea of self-
governing systems. These systems can manage themselves
given high-level objectives from an administrator [17].

Algorithmic Skeletons [14] (skeletons for short) are a high-
level parallel programming model introduced by Cole [8].
Skeletons take advantage of recurrent parallel programming
patterns to hide the complexity of parallel and distributed
applications. Lately, the use of skeletons has raised due
to the increasing popularity of MapReduce pattern [7] for
data-intensive processing. The introduction of autonomic
characteristics to skeletons is an active research topic in the
parallel and distributed computing area [2, 9, 15].

Skeletons use inversion of control to provide a high-level
programming model, and hide the complexity of parallel and
distributed programming. But inversion of control hides,
at the same time, the actual execution flow to the pro-
grammer; which is essential to the implementation of non-
functional concerns like autonomic computing. In our pre-
vious work [20], we proposed a solution to tackle skeleton’s
inversion of control by introducing a novel separation of con-
cerns (SoC) based on event driven programming. This paper
shows how to use such SoC for developing self-configuring
and self-optimizing skeletons. Events allow us to precisely
monitor the status of the skeleton execution with a very
high level of adaptability. In this paper, we focus mainly
on guaranteeing a given execution time for a skeleton, by
optimizing autonomically the number of threads allocated,
but the approach is clearly applicable to other autonomic
characteristics.

Our proposal was implemented above Skandium frame-
work [18]. Skandium is a Java based Algorithmic Skeleton
library for high-level parallel programming of multi-core ar-
chitectures. Skandium provides basic nestable parallelism
patterns, which can be composed to program more complex



applications.
This paper is organized as follows. Section 2 presents re-

lated works. Section 3 gives an introduction to programming
in Skandium using skeletons and events. Section 4 shows our
proposed solution to introduce autonomic characteristics to
skeletons using events. Section 5 presents an example of our
approach in action. Section 6, concludes and presents some
future work.

2. RELATED WORKS
Autonomic capabilities have often be associated to compo-

nent models [5]. Among them, the ParaPhrase project [15] is
probably the closest to ours. It aims to produce a new design
and implementation process based on adaptable parallel pat-
terns. However, algorithmic skeletons are better adapted to
express pure computational application patterns, compared
to the structural pattern described by components. Thus
our approach is better adapted to provide autonomic fea-
tures for the computational aspects, while the ParaPhrase
project gives those possibilities at the level of the applica-
tion architecture. Also in the domain of components, several
efforts have been made to give autonomic features in hier-
archical structured component models like Fractal [6] and
GCM [4] (Grid Component Model). Those works generally
focus on the structure of the autonomic features and also
the application architecture [22, 12]. Again, our approach
here is much more focused on the computational aspects,
and thus is complementary with these component-oriented
approaches. The ASSIST framework [3] showed the comple-
mentarity of the two approaches by providing both struc-
tural support and computational support for autonomic as-
pects. Our work only focuses on the computational aspect,
and improves the state of the art on the autonomic adapta-
tion of skeletons; consequently, it can be used in a framework
Ãă la ASSIST to improve the autonomic adaptation capaci-
ties of the framework, and finally obtain large-scale complex
and structured component applications with efficient auto-
nomic adaptations.

The second solution that we would like to highlight is part
of the ASPARA project [13] leaded by Murray Cole and Ho-
racio Gónzales-Vélez. This work proposes a methodology to
introduce adaptability in skeletons. On ASPARA, structural
information is introduced during compilation. Compared to
ASPARA project, our solution allows the introduction of
structural information during execution. This produces a
higher level of adaptability because we can react faster to
mismatch in the quality of service (QoS) desired.

The third related work is the Auto-tuning SkePU [11].
Here the prediction mechanism at execution time uses on-
line pre-calculated estimates to construct an execution plan
for any desired configuration with minimal overhead. Our
solution does not need pre-calculated estimates, it calculates
estimates at runtime. Again from the dynamic estimation
of runtime and the dynamic adaptation of the skeletons, we
are able to react faster to unsatisfactory quality of service.

As part of our work it is needed to estimate execution
time for a skeleton and there is also related work on esti-
mating parallel performance, [19]. Here, authors introduce
a estimation method for parallel execution times, based on
identifying separate“parts”of the work done by parallel pro-
grams. The time of parallel program execution is expressed
in terms of the sequential work, called muscles in skeletons
programming, and of the parallel penalty. Our parallel work

estimation uses a different approach based on Activity De-
pendency Graphs (ADGs) which models the work estima-
tion as an activity scheduling problem. The sequential work
estimation uses a history-based estimation algorithm that
allows on-the-fly estimation tuning.

To summarise, our approach here is much more focused
on the computational aspects, it allows the introduction of
structural information during at execution time, it does not
need pre-calculated estimates since it can calculate them at
runtime, and thus is complementary with the current ap-
proaches.

3. SKANDIUM LIBRARY
In Skandium, skeletons are provided as a Java Library.

The library can nest task and data parallel skeletons ac-
cording to the following syntax:

∆ ::= seq(fe)|farm(∆)|pipe(∆1,∆2)|while(fc,∆)|
if(fc,∆true,∆false)|for(n,∆)|map(fs,∆, fm)|
fork(fs, {∆}, fm)|d&C(fc, fs,∆, fm)

Each skeleton represents a different pattern of parallel
computation. All the communication details are implicit
for each pattern, hidden away from the programmer. The
task-parallel skeletons are: seq for wrapping execution func-
tions; farm for task replication; pipe for staged computa-
tion; while/for for iteration; and if for conditional branch-
ing. The data-parallel skeletons are: map for single instruc-
tion multiple data; fork which is like map but applies mul-
tiple instructions to multiple data; and d&C for divide and
conquer.

The nested skeleton pattern (∆) relies on sequential blocks
of the application. These blocks provide the business logic
and transform a general skeleton pattern into a specific ap-
plication. We denominate these blocks“muscles”, as they
provide the real (non-parallel) functionality of the applica-
tion.

In Skandium, muscles come in four flavors: (1)“Execu-
tion”, fe : P → R; (2) “Split”, fs : P → {R}; (3)“Merge”,
fm : {P} → R; and (4); “Condition”, fc : P → boolean.
Where P is the parameter type, R the result type, and {X}
represents a list of elements of type X. Muscles are black
boxes invoked during the computation of the skeleton pro-
gram. Multiple muscles may be executed either sequentially
or in parallel with respect to each other, in accordance with
the defined ∆. The result of a muscle is passed as a param-
eter to other muscle(s) following dependencies defined by
the skeleton program. When no further muscles need to be
executed, the final result is delivered. Listing 1 shows an ex-
ample of a common Skandium program; it is a skeleton with
the following structure: map(fs,map(fs, seq(fe), fm), fm).

Separation of Concerns using Events

There are different programming models or strategies to ad-
dress separation of concerns (SoC). Aspect Oriented Pro-
gramming (AOP) is the preferred and widely used program-
ming model. However, we have chosen to address SoC on
Algorithmic Skeletons by using Event Driven Programming
(EDP) for two reasons. First, there is no need to weave
non-functional (NF) code as we can statically create event
hooks as part of the Skeleton Framework. Second, the re-
active nature of non-functional concerns is better reflected
by events. For more details about this SoC approach, and



// Muscle ’ s d e f i n i t i on
Sp l i t<P,R> f s = new Sp l i t<P,R>() {

@Override
public R[ ] s p l i t (P p) {

. . .
}

} ;

Execute<P,R> f e = new Execute<P,R>() {
@Override
public R execute (P p) {

. . .
}

} ;

Merge<P,R> fm = new Merge<P,R>() {
@Override
public R merge (P [ ] p ) {

. . .
}

} ;

// Ske le ton ’ s d e f i n i t i on
Map<P,R> nes tedSke l = new Map<P,R>( f s , fe , fm ) ;
Map<P,R> mainSkeleton =

new Map<P,R>( f s , nestedSke l , fm ) ;

// Input parameter
Future<R> f u tu r e = mainSkeleton . input (new P ( . . . ) ) ;

// do something e l s e

// Wait for r e s u l t
R r e s u l t = fu tu r e . get ( ) ;

Listing 1: Example: skeleton processing

its implementation on Skandium, refer to our previous work
[20].

In short, skeleton’s SoC can be addressed using EDP as
follows. Events are triggered during a skeleton execution.
Those events are statically defined during the skeleton’s de-
sign and provide information on the actual skeleton execu-
tion (e.g., partial solutions and skeleton’s trace). By means
of event listeners, the NF programmer can implement NF
concerns without touching the business logic code, i.e., the
muscles. For example, Seq skeleton has two events defined:
seq(fe)@b(i) (Seq Before), and seq(fe)@a(i) (Seq After).
We use the notation ∆@event(information) to represent an
event related to the skeleton ∆ that provides the information

of the actual execution as event parameters. Map skeleton
has eight events defined: the beginning of the skeleton, be-
fore and after the split muscle, before and after the nested
skeleton, before and after the merge muscle, and at the end
of the map. All events provide partial solutions, skeleton’s
trace, and an event identification, i, which allows correla-
tion between Before and After events. Events also provide
additional runtime information related to the computation;
e.g., “Map After Split” provides the number of sub-problems
created when splitting.

Listing 2 shows an example of a simple logger implemented
using a generic listener. A generic listener is registered on
all events raised during a skeleton execution. As handler
parameters there is information of the event identification:
skeleton trace, when (before or after), where (e.g. skeleton,
split, merge), and i parameter. Additionally the partial so-
lution, param, is sent and should be returned. This allows
the possibility to modify partial solutions which could be
very useful on non-functional concerns like encryption dur-
ing communication. It is guaranteed that the handler is

mainSkeleton . addLis tener (new Gener i cL i s t ene r ( ) {
@Override
public Object handler ( Object param ,

Ske le ton [ ] st , int i , When when ,
Where where ) {

l o gg e r . l og ( Level . INFO,
”CURRSKEL: ”+s t [ s t . length −1] . g e tC la s s ( ) ) ;

l o gg e r . l og ( Level . INFO,
”WHEN/WHERE: ”+when + ”/” + where ) ;

l o gg e r . l og ( Level . INFO,
”INDEX: ” + i ) ;

l o gg e r . l og ( Level . INFO,
”PARTIAL SOL: ”+param . toS t r i ng ( ) ) ;

l o gg e r . l og ( Level . INFO,
”THREAD: ”+Thread . currentThread ( ) ) ;

return param ;
}

} ) ;

Listing 2: Example: a simple logger

executed on the same thread than the related muscle (i.e.
the next muscle to be executed after a before event, and the
previous muscle executed before an after event).

As you can see, events allow us to precisely monitor the
status of the execution of algorithmic skeletons. In the next
section we show how using such events to provide a frame-
work for the execution of skeletons with a high level of adapt-
ability.

4. AUTONOMIC SKELETONS
AC is often used to achieve a given quality of service (QoS)

that the system has to guarantee as much as possible. For
example, a type of QoS is Wall Clock Time (time needed to
complete the task). On an AC system, that supports the
WCT QoS, it is possible to ask for a WCT of 100 seconds
for the completion of a specific task. This means that the
system will try to finish the job within 100s by means of
self-managing activities (e.g., modifying process priorities
or number of threads).

The current version of Skandium, 1.1b1, includes auto-
nomic characteristics for two types of QoS: (1) Wall Clock
Time, WCT, and (2) Level of Parallelism, LP. Actually these
two types of QoS are related. If the system realizes that it
won’t target the WCT goal with the current LP, but it will
do if the LP is increased, it autonomically increases the LP.
However, if the system realizes that it will target the WCT
goal even if it decreases the LP, it autonomically decreases
the LP. To avoid potential overloading of the system, it is
possible to define a maximum LP.

Why would one not always use the maximum number of
threads in order to get fastest possible WCT? There are
several reasons that drives the decision to not do so. First,
energy consumption and heat production. The more work a
processor does, the more energy it consumes, and the more
heat it produces, implying even more energy needed for the
cooler system. Another reason is to improve the overall sys-
tem performance over the performance of a single applica-
tion, when it is possible to free resources that could be used
by other processes.

It is not always true that the WCT decreases if the num-



ber of active threads increases. The hardware cache sys-
tem could lead to situations where higher performance is
achieved with a number of threads even smaller than the
available hardware threads. Even though, for simplicity, on
this paper, we assume that the LP produces a non-strictly
increasing speedup. The simplification obeys to the com-
plexity of inferring the memory access pattern of the func-
tional code.

The principles of our autonomic adaptation framework are
the following. Using events, we can observe the computa-
tion and monitor its progress, we know when tasks start and
finish and how many tasks are currently running. Thanks to
the use of events, we can monitor this information without
modifying the business code, and extremely dynamically:
the execution of each individual skeleton is monitored. Con-
sequently, we are able to adapt the execution as soon as
we “detect” that the quality of service expected will not be
achieved. In practice, we use functions to estimate the size
and the duration of the problem to be solved, and, if nec-
essary, allocate more resources to the resolution of a given
skeleton. This way, the autonomic adaptation targets the
currently evaluated instance, and not the next execution of
the whole problem as in most other approaches.

We use events both to build up an estimation of the execu-
tion time, and to react instantly if the current execution may
not be achieve in time. In the last case, more resource are
allocated to improve the execution time. On the contrary,
if the execution is fast enough or if the degree of parallelism
must be limited, the number of threads allocated for the
task can be decreased.

The algorithm to calculate the optimal WCT is a greedy
one, while the algorithm to calculate the minimal number of
threads to guarantee a WCT goal is NP-Complete. There-
fore Skandium does not reduces the LP as fast as it increases
it. The algorithm implemented for decreasing the number of
threads first checks if the goal could be targeted using half
of threads, if it can, it decreases the number of threads to
the half.

The remaining of this section shows how we can estimate
in advance the WCT. Let us introduce two simple functions:
t(m) and |m|. The former represents the estimated exe-
cution time of the muscle m, and the later represents the
estimated cardinality of the muscle m. The estimated car-
dinality is only defined for the muscles of type Split and
Condition. The cardinality of a muscle of type Split is the
estimated size of the sub-problem set returned after its ex-
ecution; the cardinality of a Condition muscle is the esti-
mated number of times the muscle will return “true” over
the execution of a While skeleton, or the estimated depth
of the recursion tree of a Divide & Conquer skeleton. In a
first time, we assume that we know in advance the values of
the functions t(m) and |m|. Then , it is possible to draw a
Activity Dependency Graph (ADG) like the one shown on
Figure 1.

Figure 1 shows an example of an ADG related to an actual
skeleton execution similar to the example used in Section 3:
two nested Map skeletons, map(fs,map(fs, seq(fe), fm), fm).
Let’s assume that t(fs) = 10, t(fe) = 15, t(fm) = 5, and
|fs| = 3. Each activity, rectangle with three columns, corre-
sponds to a muscle execution. The first and third columns
represent the start and end time respectively. They could
be an actual time (already passed) represented by a single
light-gray box; or a best effort estimated time, represented

by top boxes; or a limited LP estimated time, represented
by a bottom boxes. The second column shows the muscle re-
lated to the activity. The skeleton have been executed using
a LP of 2 threads, and the ADG has been taken at WCT
of 70. In both cases, best effort or limited LP, estimated
end time, tf , is calculated as follows: tf = ti + t(m), but if
ti + t(m) is in the past, tf = currentT ime.
For example, the ADG of figure 1 shows that the execution

started at time 0 where the first split muscle was executed,
and finished its execution at time 10, producing 3 sub prob-
lems. Two of the three sub-problems started at time 10, but
one started at time 65. As the ADG represents the situation
at time 70, it is shown that the split that started at 65 has
not yet finished, but it is expected to finish at 75 in either,
the best effort case, or in the LP (2) case.

The best effort strategy for estimating ti uses the follow-
ing formula: ti = maxa∈A(atf ), where A is the set of pre-
decessor activities and atf is the end time of activity a. If
maxa∈A(atf ) is in the past, ti = currentT ime. Best ef-
fort strategy assumes an infinite LP; it calculates the best
WCT possible, i.e. the end time of the last activity with a
best-effort strategy.

Optimal LP is calculated using a time-line like the one
presented on Figure 2. Figure 1 and figure 2 shows the
same situation but in a different way. Figure 2 shows the
estimated LP changes during the skeleton execution. It is
possible to build the timetable, on the best effort case, using
the start and end times estimated using the above formulas.
It shows a maximum requirement of 3 active threads dur-
ing the interval [75, 90). Therefore the optimal LP for this
example is 3 threads.

Limited LP strategy is used to calculate the total WCT
under a limit of LP. In this case LP is not infinite, therefore
the ti calculation has an extra constraint: any point of time
LP should not be over the limit. As you can see on Figure 2,
the LP for the Limited LP case never exceeds 2 threads, and
the total WCT will be 115.

If we set the WCT QoS goal to 100, Skandium will auto-
nomically increase LP to 3 in order to achieve the goal.
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total WCT and the optimal level of parallelism

All this previous analysis have been done under the as-
sumption that we already know the values of t(m) and |m|.
We will explain below how to estimate these values. The
estimation algorithm implemented on skandium is based on
history: “the best predictor of the future behaviour is past
behaviour”. The base formula for the calculation of the es-
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timated new value is:

newEstimatedV al = ρ× lastActualV al+
(1− ρ)× previousEstimatedV al

where ρ is a system parameter between 0 and 1, that de-
fines the weight of the last actual value with respect to the
previous ones. Its default value is 0.5 meaning that the esti-
mated time is the average between the length of the previous
execution, and the previous estimation. A proper value for ρ
depends on the relation among previous values and the new
expected value. For example, if ρ is set to 1, then only the
last measure will be taken into account; but, if ρ is set to 0,
then only the first value will be taken into account. Overall
if ρ is closed to 0 then the value will not be too much sensi-
tive to recent variations and the adaptation will be triggered
slowly, following a stable tendency of results; whether if it is
close to 1 the framework will quickly react to recent values.

� @ �  / � � = �; � = ��� ; 
I � @ �  [� � == �] / � = � ���  − � + 1 − � � ; 

F 

Figure 3: StateMachine(seq(fe)) definition

Using events, it is possible to trace a skeleton execution
without touching functional code. The natural way to design
a system based on events is by State Machines. We use State
Machines for tracking the Skeleton execution to (i) calculate
the estimations based on the above formula, and (ii) create
or update the ADG. Figures 3 and 4 show the state machines
implemented for Seq and Map skeletons respectively.

Each type of skeleton included on Skandium has its corre-
sponding state machine except If and Fork skeletons which
are not yet supported. If skeleton produces a duplication
of the whole ADG that could lead to performance issues,
and Fork skeleton produces a non-deterministic state ma-
chine. The support for those types of skeletons are under
construction.

The state machine for Seq skeleton is shown in Figure 3.
It is activated once the Seq Before event, seq(fe)@b(i),

have been triggered. Seq Before event has a parameter,
i, that identifies the executed skeleton. Its value is stored
on the local variable idx. Another local variable, eti, holds
the time-stamp of the start of the muscle execution; once
Seq After event, seq(fe)@a(i), of the corresponding idx is
triggered, the t(fe) value is computed and updated.

The state machine for Map skeleton, Figure 4, is a little
more complex but its general idea is the same. Its goal is to
trace the skeleton’s execution, and to update the values of
t(fs), t(fm), and |fs| as follows.

Map State Machine starts when a Map Before Split

event, map(fs,∆, fm)@bs(i), is triggered. Similarly to Seq
case, it has an identification parameter, i, that is stored
in a local variable idx that serves as guard for the fol-
lowing state transitions. The time-stamp of the start of
split muscle is stored in a local variable sti. The transi-
tion from state I to S occurs when the Map After Split

event,map(fs,∆, fm)@as(i, fsCard), is triggered, where the
t(fs) and |fs| estimations are updated. At this point all
the children State Machines, StateMachine(∆), are in hold
waiting to start. When all children State Machines are in
F state, the Map State Machine is waiting for Map Before

Merge event, map(fs,∆, fm)@bm(i). Once it is raised, the
mti local variable stores the time-stamp just before the ex-
ecution of merge muscle. The transition from M to F state
occurs when theMap After Merge event, map(fs,∆, fm)@am(i),
occurs, where the t(fm) estimate is updated.

This estimation algorithm implies that the system has to
wait until all muscles have been executed at least once. In
the example, Figure 1, it is possible to estimate the work left
of the skeletons still running because all muscles have been
executed at least once at the moment of ADG analysis (black
box). However, Skandium also supports the initialization of
t(m) and |m| functions.

As presented in this section, our work guarantees a given
execution time for a skeleton by optimizing autonomically
the number of threads allocated to its execution and esti-
mating the remaining execution time while the skeleton is
running. We will show in the next section an execution ex-
ample of this approach, showing that it is indeed efficient
and allows autonomic adaptation to occur while the skele-
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ton is being evaluated.
The proposed solution here is independent from the plat-

form chosen for executing the skeleton. We illustrated our
approach in a multicore setting, but it could also be adapted
to a distributed execution environment. It could be achieved
by a centralised distribution of tasks to distributed set of
workers, adding or removing workers like adding or remov-
ing threads in a centralised manner. Taking decisions in a
distributed manner would require more work. We believe
that probably a hierarchical distributed algorithm would be
more feasible than a pure distributed one.

5. EXECUTION EXAMPLE
This section presents an execution example to show the

feasibility of our approach.
The example is an implementation a Hashtag and Commented-

Users count of 1.2 million Colombian Twits from July 25Th
to August 5Th of 2013 [10]. The problem was modelled as
two nested Map skeletons: map(fs,map(fs, seq(fe), fm), fm),
where fs splits the input file on smaller chunks; fe produces
a Java HashMap of words (Hashtags and Commented-Users)
and its corresponding partial count; and finally fm merges
partial counts into a global count.

The executions were done on an Intel(R) Xeon(R) E5645
at 2.4 GHz each, with a total of 12 cores and 24 CPU
Threads, 64 GB RAM Memory, running Skandium v1.1b1.

To show the feasibility of our approach we present the
comparison of three different execution scenarios:

1. “Goal without initialization”. It is the autonomic ex-
ecution with a WCT QoS set at 9.5 secs without ini-
tializing the estimation functions;

2. “Goal with initialization”. it is the autonomic execu-
tion with a WCT QoS goal set at 9.5 secs with initial-
ization of estimation functions.

3. “WCT Goal of 10.5 secs”, it is the autonomic execution
with WCT QoS goal of 10.5 secs.

Goal without initialization (figure 5)

The purpose of the first scenario is to show the behaviour of
the autonomic properties without any previous information
with an achievable goal.

In this scenario it is needed to wait until the first Merge
muscle is executed in order to have all the information nec-
essary to build the ADG. This occurs at 7.6 secs.
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Figure 5: “Goal Without Initialization” execution

At that point, the first estimation analysis occurs and
Skandium increments to 3 threads. It reaches its maximum
number of active threads, 17, at 8.6 secs when almost all the
fe muscles can be executed in parallel. This scenario finishes
its execution at a WCT of 9.3 secs reaching its targeted goal.

But, why we chose a goal of 9.5 secs? The total sequen-
tial work (WCT of the execution with 1 thread) takes 12.5
secs, therefore any goal greater than 12.5 secs won’t pro-
duce the necessity of an LP increase. On the other hand,
Skandium took 7.6 secs to execute at least the first Split,
one other Split, all the execution muscles of second Split,
and one Merge. The first split took 6.4 secs (as we will see
on scenario 2), and it is expected to have the second level
split 7 times faster than the first one, and 0.04 secs per Ex-
ecution and Merge muscles, therefore in the best case it is
expected that the system could finish at 8.63 secs. What
could occur is that the increment of threads happened after
any of the left splits has already started its execution in such
case we cannot achieve the maximum LP and it is needed
to wait an extra split execution (in the worst case) which
implies a WCT of 9.54 secs.
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Figure 6: “Goal With Initialization” execution

Goal with initialization (figure 6)

The purpose of the second scenario is to show how a previous
execution could give important information that can be used
in order to improve the estimations. In this scenario we
chose a goal of 9.5 in order to do the comparison with the
same parameters of the first scenario except the initialization
of variables.

Here the t(m) and |m| functions are initialized with their



corresponding final value of a previous execution. Figure 6
shows that Skandium increases the number of threads to 8
at 6.4 secs of WCT execution. As you can notice it is before
the first Merge muscle has been executed. Skandium does
not increase the number of threads before because it is per-
forming I/O tasks, i.e., reading the input file stream on the
first split muscle where there is no need for more than one
thread. The execution reaches its maximum LP, 19 active
threads, at 7.6 secs. This scenario finishes its execution at
a WCT of 8.4 secs. It shows a better execution time than
experiment (1) where Skandium needed some time to detect
that the WCT could not be achieved. One can notice that
experiment (1) shows the additional cost paid during the
first execution in order to initialize the cost functions.

This experiment finishes at 1.1 secs before the targeted
goal. The reason is the algorithm implemented for decreas-
ing the number of threads. As described in previous section,
Skandium does not reduces the LP as fast as it increases it
producing an early WCT.

It may be expected that this execution uses all 24 threads
in its maximum LP. Theoretically all the execution mus-
cles should have been executed in parallel and therefore all
physical threads should be used, but in practice some execu-
tion muscles took less time than others, and at the end the
scheduler did not have the necessity of activate all threads.
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Figure 7: “WCT Goal of 10.5 secs” execution

WCT goal of 10.5 secs (figure 7)

The purpose of this scenario is to show the behaviour of
the LP when it is needed to increase the number of threads
but not as much as in the first scenario. In this scenario
Skandium has more clearance and it is expected that the
maximum LP is lower than the maximum LP of the two
previous executions.

Here, figure 7 shows that Skandium, at 8.7 secs of execu-
tion, realizes that it won’t target its goal with the current
LP, therefore it increases the LP to a maximum of 10 active
threads.

Note that the maximum LP of this execution is lower than
the used on the two previous executions because the WCT
goal has more room to allocate activities with less number
of threads. It finishes at 10.6 secs.

This example has shown the feasibility of our proposed solu-
tion. We illustrated how instrumenting skeletons with events
allowed us to discover that the execution of a skeleton might

be too slow or too fast and to adapt the degree of parallelism
dynamically, during the execution of this same skeleton. Not
only our methodology allows us to adapt faster the degree
of parallelism, but it is also adapted to cases where the exe-
cution time is dependent on the input data, while strategies
using the execution time of the previous instance to adapt
the degree of parallelism of the next skeleton are unable to
achieve this.

6. CONCLUSIONS AND FUTURE WORK
In this paper we have discussed how skeletons together

with autonomic computing present a promising solution for
the autonomic adaptation of applications. We illustrated
our approach in the setting of a multi-core execution envi-
ronment independent from the platform chosen for executing
the skeleton.

Our approach relies on the use of events both to build
up execution time estimators, and to adapt rapidly the de-
gree of parallelism in case the desired execution time can-
not be achieved with the resources currently allocated to
the computation. We have described and shown the fea-
sibility our proposal by introducing self-configuration and
self-optimization autonomic characteristics to skeletons us-
ing event driven programming techniques. We have shown
that the use of events allow us to precisely monitor the status
of the execution of skeletons and improves the estimation of
the remaining computation time. If the expected run time
can not be reached, then additional threads can be allocated
to the execution in order to achieved the required QoS.

The proposed solution is independent from the platform
chosen for executing the skeleton. We illustrated our ap-
proach in a multicore setting, but it could also be adapted
to a distributed execution environment.

Here we discuss about the QoS of level of parallelism and
Wall Clock Time, but as discussed by M.Aldinucci et al on
[1], there are different QoS and non-functional concerns that
are widely studied and incorporated as autonomic charac-
teristics (e.g. dynamic load balancing, adaptation of paral-
lelism exploitation pattern to varying features of the target
architecture and/or application, among others). Our cur-
rent research is focusing on the study of this different QoS
in order to improve the scalability and maintainability of the
systems build on Skandium, or in general, on Skeletons.

Other initiatives based on this work involves the analyses
of different WCT estimation algorithms comparing its over-
head costs, and more experiments are conducted on other
benchmarks.
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