
High-order finite elements in numerical

electromagnetism: degrees of freedom and generators in

duality

Marcella Bonazzoli, Francesca Rapetti

To cite this version:

Marcella Bonazzoli, Francesca Rapetti. High-order finite elements in numerical electromag-
netism: degrees of freedom and generators in duality. Numerical Algorithms, Springer Verlag,
2016, <10.1007/s11075-016-0141-8>. <hal-01260354>

HAL Id: hal-01260354

https://hal.archives-ouvertes.fr/hal-01260354

Submitted on 2 Jun 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
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Abstract Explicit generators for high order (r > 1) scalar and vector finite element

spaces generally used in numerical electromagnetism are presented and classical de-

grees of freedom, the so-called moments, revisited. Properties of these generators on

simplicial meshes are investigated and a general technique to restore duality between

moments and generators is proposed. Algebraic and exponential optimal h- and r-

error rates are numerically validated for high order edge elements on the problem of

Maxwell’s eigenvalues in a square domain.
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1 Introduction

When applying the finite element (FE) method to a given problem arising in science

and engineering, one writes the weak formulation of the problem to be discretized,

defines the suitable discrete FE space on a mesh covering the computational domain,

and selects the algorithm to solve the final algebraic system in an efficient way [22]. For

electromagnetic problems, one considers Maxwell’s equations, which contain differential

operators L acting on scalar and vector fields such as the gradient, the curl and the

divergence. To write the variational formulation of such equations, one introduces a
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suitable functional space HL = {u ∈ L2, Lu ∈ L2} for each of these operators. These

spaces are linked by the operators to form a complex, that is, one defines the diagram

Hgrad
grad // Hcurl

curl // Hdiv
div // L2 where the composition of two consecutive

operators is 0. To define a correct discretization of the variational problem, one has to

consider not only subspaces W 1
h of Hcurl but also subspaces W 0

h of Hgrad, W 2
h of Hdiv

and W 3
h of L2, also forming for each h a complex for the same operators, being h > 0

the maximal diameter of the elements constituting a mesh τh over the computational

domain, say Ω. It is also important to relate the two complexes by projections onto

these subspaces, in order to form a diagram

Hgrad
grad //

Π0
h

��

Hcurl
curl //

Π1
h

��

Hdiv
div //

Π2
h

��

L2

Π3
h

��
W 0
h

grad // W 1
h

curl // W 2
h

div // W 3
h

that commutes, that is one can follow the arrows along any path between two spaces

and obtain the same operator between these two spaces.

The construction of the generic FE subspace Wh is done according to classical

steps [10], [26]. One introduces first the triple (K,P,Σ) where K is the kind of brick

(triangle or tetrahedron in this case) contained in the mesh τh over Ω̄, P is a finite-

dimensional vector space defined on K and Σ is a set of real-valued linear functionals

σi, called degrees of freedom (dofs), acting on P with the property of determining

uniquely any element z of P once the values σi(z) are known. One then defines the

FE subspace as W p
h,r = {u ∈ HL, u|K ∈ P, ∀K ∈ τh}, where the integer r denotes the

maximal polynomial degree of u|K (resp. of the components of u|K) for scalar (resp.

vector) fields u ∈ HL and the integer p refers to the geometrical dimension involved

to define the dofs for u|K at the lowest degree. Note that W p
h,r respects globally, on

the whole domain, the smoothness requirements of the underlying functional space HL

associated with the boundary value problem to be approximated, and P is a suitable

approximation of HL locally, in each element K.

FE subspaces W 0
h,r ⊂ Hgrad, and W 3

h,r ⊂ L2, are well documented in the literature,

sets of basis functions of arbitrary order r on tetrahedra are explicitly detailed in books

[27], [17]. The vector space P consists of scalar piece-wise polynomials, chosen in such

a way that the approximated function is either continuous, for W 0
h,r (with r ≥ 1), or

discontinuous, for W 3
h,r, across the inter-element boundaries. The subspaces W 0

h,r and

W 3
h,r are discussed in the present work for sake of completeness, as they are part of

the complex.

FE subspaces W 1
h,r ⊂ Hcurl and W 2

h,r ⊂ Hdiv exist thanks to the celebrated pio-

neering works described in [19] and [5], at the origin of a huge literature on the same

subject. They are characterized by a space P consisting of vectors with polynomial

components, chosen in such a way that the approximated field has inter-element con-

tinuity requirements (or conformity conditions) more complicated than before. The
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subspace W 1
h,r (resp. W 2

h,r) requires that the tangential (resp. normal) component of

the FE approximation is continuous. These conditions are weaker than those associ-

ated with the space W 0
h,r but their realization can be nevertheless problematic. A first

difficulty at the programming level is related to the complexity of generating element

basis functions for W 1
h,r and W 2

h,r when r > 1. For example, the space W 1
h,r is spanned

by vector fields with incomplete or trimmed polynomials of degree ≤ r as components:

this means that some of the top-degree monomials are removed to satisfy some con-

straints. Most of the existing literature is instead about the new (second family of)

FEs defined in [20]. Indeed, the definition of P is simpler, as P is now a set of vectors

with complete polynomials of degree ≤ r as components (see for example [28], [1] and

[13]). A second difficulty is due to the fact that dofs are not of Lagrange type. The

functionals σi involve integrals along a curve or across a surface, with orientation to

make things more complicated. For the lower degree, dofs are circulations or fluxes of

the considered field, but for higher orders, when r > 1, dofs are moments, that are

integrals over sub-simplices s of the vector z (or of a component of it) against some

test functions using some measure defined over s.

In this work, we consider the set of basis functions for the high order case recently

defined in [25], [9] and show how this choice simplifies the difficulties encountered

with generators and dofs for these spaces. In Section 2, we review the construction of

generators for the spaces W p
h,r, p = 0, 1, 2, 3, in a tetrahedron, for the lower order case,

that is r = 1 when p < 3 and r = 0 for p = 3. We then face the high order case in

Section 3, with the definition of small simplices and subspace generators. In Section 4

the definition of classical dofs by moments is presented and revisited in terms of the new

generators. How to re-establish duality between dofs and generators is commented in

Section 5. This section ends with a number of Examples that detail dofs, generators and

the duality coefficients, for fields in W p
h,r for some values of p, r and the ambient space

dimension d, providing a useful indication in view of the implementation. Numerical

evidence on a classical problem of the properties for the considered generators for high

order edge element spaces W 1
h,r is given in Section 6 and some concluding remarks are

set in Section 7.

2 FE subspaces W
p
h,r for the lower polynomial order

In this section, some notations are introduced together with basic concepts about

interpolating scalar and vector fields on simplicial meshes.

Let Ω ⊂ R3 be a bounded domain with piecewise smooth boundary Γ . We consider

a simplicial mesh of Ω̄, that is a tessellation of Ω̄ by tetrahedra, subject to the condition

that any two of them may intersect along a common face, edge or node, but in no

other way. We denote by N , E , F , T (resp. N, E, F, T) the sets (resp. the cardinality

of the sets) of simplices of dimension 0 to 3 (nodes, edges, faces, and tetrahedra,
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Fig. 1 The oriented tetrahedron v = {n1, n2, n3, n4} with oriented p-faces, 0 < p < 3 (left).

The boundary of the face f1 = {n1, n3, n2} is ∂(f1) = −e1 − e5 + e6. It can be identified with

the vector (−1, 0, 0, 0,−1, 1) collecting the coefficients in front of each edge, first line of the

incidence matrix R for v. The (inner) orientation of entities based on the global numbering of

the vertices defining the entity (right). Here, it is assumed that the vertex n1 with the lowest

global numbering is singled out as ‘origin’ vertex for local vectors v1, v2, v3.

resp.) thus obtained, and by τh the mesh itself, with h > 0 standing for the maximal

diameter of the tetrahedra of T . Note that if a simplex s belongs to the mesh τh,

all simplices that form the boundary of s also belong to τh; each simplex appears

only once in τh. Labels n, e, f, v are used for nodes (0-simplices), edges (1-simplices),

etc. The placement of the mesh stands for the function from N to Ω̄, giving for each

node ni its position xi in Ω̄. The tetrahedron v = {n1, n2, n3, n4} is defined as the

nondegenerate convex envelope of four points n1, n2, n3, n4 in R3, where nondegenerate

means (x2 − x1) × (x3 − x1) · (x4 − x1) different from zero, with xi the position of

ni in R3. Similarly, a p-simplex s, 0 ≤ p ≤ 3, is the nondegenerate convex envelope

of p+ 1 geometrically distinct points n1, . . . , np+1. The points n1, . . . , np+1 are called

vertices of s, and p is the dimension of the p-simplex s, which we shall denote s =

{n1, . . . , np+1}. Any (p−1)-simplex that is a subset of {n1, . . . , np+1} is called (p−1)-

face of s.

Besides the list of nodes and of their positions, the mesh data structure also contains

incidence matrices, saying which node belongs to which edge, which edge bounds which

face, etc., and there is a notion of (inner) orientation of the simplices to consider. In

short, an edge, face, etc., is not only a two-node, three-node, etc., subset of N , but such

a set plus an orientation of the simplex it subtends. For example, e = {ni, nj}, where

we assume that ni < nj for simplicity at the implementation step, denotes the edge

that connects the global vertices ni and nj , oriented in such a way that the tangent

vector goes from the vertex ni to the vertex nj . If e = {ni, nj}, the edge {nj , ni}
is referred to as −e. One introduces the so-called incidence numbers ∂e,ni = −1,

∂e,nj = 1, and ∂e,nk = 0 for nodes nk other than ni and nj . They form a rectangular

matrix G = (∂e,n), with E rows and N columns, which describes how edges connect

to nodes. Faces are also oriented, not merely a collection of 3 nodes. For example,

f = {ni, nj , nk}, where we assume that ni < nj < nk for simplicity, is the face with

the three vertices ni, nj , nk, oriented such that the vectors xj − xi, xk − xi, form

a reference frame in the plane supporting f . An (inner) orientation of f induces an

orientation of its boundary and, with respect to this induced orientation, an edge runs
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along or not. One introduces the incidence number ∂f,e, as +1 if e runs along the

boundary of f , −1 otherwise, and 0 if e is not one of the edges of f . They form a

rectangular matrix R = (∂f,e), with F rows and E columns. A matrix D = (∂v,f ),

indexed over T and F , is similarly defined: ∂v,f = ±1 if face f bounds tetrahedron v,

the sign depending on whether the orientations of f and of the boundary of v match

or not. This makes sense only after the tetrahedron v itself has been oriented, and

the convention will be that if v = {ni, nj , nk, nl}, the vectors xj − xi, xk − xi, and

xl−xi, in this order, define a positive frame. So, the incidence number ∂v,f = 1 (resp.

−1) if the normal of the oriented face f is outward (resp. inward). Implicitly, we have

been orienting all nodes the same way, (+1) up to now. By looking at Fig. 1, the three

incidence matrices are

G =



0 −1 1 0

0 1 0 −1

0 0 1 −1

−1 0 0 1

−1 1 0 0

−1 0 1 0


, R =


−1 0 0 0 −1 1

−1 −1 1 0 0 0

0 0 1 1 0 −1

0 1 0 1 −1 0

 , D = (1 − 1 1 − 1).

The well-known property of incidence matrices is here recalled.

Proposition 1 DR = 0 and RG = 0.

Proof Let e ∈ E and v ∈ T . Then, by definition of matrix product, (DR)v,e =∑
f∈F ∂v,f∂f,e. The only nonzero terms are for faces f that both contain the edge e

and bound the volume v, which means that e is an edge of v. There are exactly two

faces f and g of v sharing the edge e. If ∂v,g = ∂v,f , then their boundaries are oriented

in such a way that e must run along one and counter the other, so ∂g,e = −∂f,e, and

the sum is zero. If ∂v,g = −∂v,f , the opposite happens, that is ∂g,e = ∂f,e, with the

same final result. The proof of RG = 0 is similar.

To make more compact the layout of a formula, the node n = nl can be denoted

as e − n when e = {ni, nl}. The same node becomes f − e when e = {ni, nj} and

f = {ni, nj , nl} or v − f when v = {ni, nj , nl, nq} and f = {ni, nj , nq}.
We now assign a function or a vector field to all simplices of the mesh. For each

node n ∈ N , we denote by Dn the cluster of tetrahedra in T which have a vertex at

n. With the node n ∈ N , we associate the continuous, piecewise affine function wn

defined as

wn(x) =

{
λn(x), x ∈ D̄n,
0, otherwise,

where λn(x) is the barycentric or volume coordinate of x with respect to n computed

in the tetrahedron of Dn containing x. By construction, D̄n coincides with the support

of wn and
∑
n∈N wn(x) = 1, for all x ∈ D̄n. Let us denote P1(v) the vector space
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of first order polynomials defined in v: it is generated by the functions wn, with n a

vertex of v. One has the nodal FE (K,P,Σ) for the approximation of scalar fields in

v with K = v, P = P1(v), Σ = {σn : z 7→ z(xn), n a vertex of v}. Then, W 0
h,1 =

span{wn, n ∈ N} and its functions are continuous over Ω̄. The interpolation operator

Π0
h : Y0 ⊂ Hgrad → W 0

h,1 associates a function z ∈ Y0 with its decomposition on the

wn defined as Π0
hz(x) =

∑
n∈N σn(z)wn(x), for all x ∈ Ω̄.

Next, with the edge e = {ni, nj}, one associates the vector field

we = λni∇λnj − λnj∇λni .

It can be shown (see, e.g., Proposition 2 in [8]) that the we, varying e among the

edges of v, generate the vector space R(v) = {w ∈ R3, w(x) = a × x + b, a,b ∈
R3}. One has the edge FE (K,P,Σ) for the approximation of vector fields in v with

K = v, P = R(v), Σ = {σe : z 7→ 1
|e|
∫
e
z · te, e an edge of v}, where te = xj − xi

for e = {ni, nj}. One has W 1
h,1 = span{we, e ∈ E} and its vectors have tangential

component continuous across the inter-element faces. The interpolation operator Π1
h :

Y1 ⊂ Hcurl(Ω) → W 1
h,1 assigns to a vector z ∈ Y1 its decomposition on the we,

defined as Π1
hz(x) =

∑
e∈E σe(z)we(x), for all x ∈ Ω̄.

Similarly, with the face f = {ni, nj , nk}, one associates the vector field

wf = 2(λni∇λnj ×∇λnk + λnj∇λnk ×∇λni + λnk∇λni ×∇λnj ).

It can be shown (see [8], Proposition 2) that the wf , varying f among the faces of v,

generate the vector space D(v) = {w ∈ R3, w(x) = a + bx, a ∈ R3, b ∈ R}. One has

the face FE (K,P,Σ) for the approximation of vector fields in v with K = v, P = D(v),

Σ = {σf : z 7→ 1
|f |
∫
f

z · nf , f a face of v}, where nf = (xj − xi) × (xk − xi)/2 for

f = {ni, nj , nk}. One has W 2
h,1 = span{wf , f ∈ F} and its vectors have normal

component continuous across the inter-element faces. The interpolation operator Π2
h :

Y2 ⊂ Hdiv(Ω) → W 2
h,1 associates a vector z ∈ Y2 with its decomposition on the

wf defined as Π2
hz(x) =

∑
f∈F σf (z)wf (x), for all x ∈ Ω̄. For suitable spaces Yp,

p = 0, 1, 2 and d = 3, see [12].

Last, with the volume v, one associates the scalar field defined as

wv(x) =

{
1
|v| , x ∈ v,
0, otherwise,

where |v| =
∫
v

1. One has the volume FE (K,P,Σ) for the approximation of scalar fields

in v with K = v, P = P0(v), Σ = {σv : z 7→
∫
v
z}. Then, W 3

h,0 = span{wv, v ∈ T }
and its functions are discontinuous across the inter-element faces. The interpolation

operator Π3
h : L2(Ω) → W 3

h,0 associates a function z ∈ L2(Ω) with its decomposition

on the wv defined as Π3
hz(x) =

∑
v∈T σv(z)wv(x), for all x ∈ Ω̄.

As pointed out in [6], the generators of FE subspace W p
h,r, p = 0, 1, 2, 3, correspond

to constructs in algebraic topology known as Whitney forms [30] (see [8] for a short
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presentation). The key aspect of Whitney forms is that they are, at the same time, a tool

to describe manifolds of dimension p by p-chains (formal weighted sum of geometrical

objects of dimension p) and fields defined on these manifolds by p-cochains (applications

which assign a real number to p-chains). The geometrical approach together with all

associated notions (manifolds/chains and their operators, forms/cochains and their

operators, ...) yields an explicit expression of the basis vectors for the vector space P

and makes it possible to fully understand why the expression of these vectors is that

one and not another. The following recursive definition of Whitney p-forms in a simplex

v of lower degree has been firstly stated in [7].

Definition 1 For p = 0, we set wn = λn, for all 0-simplices n ∈ N . For any integer

0 < p ≤ 3, where 3 is the ambient dimension in Ω, the Whitney p-form ws associated

with the p-simplex s of a mesh τh in Ω̄ is

ws =
∑

σ∈{(p−1)−simplices}

∂s,σλs−σdwσ (1)

where ∂s,σ is the incidence matrix entry linking σ to s, wσ is the (p−1)-form associated

with σ, and d is the exterior derivative operator from (p− 1)-forms to p-forms (which

is related to the boundary operator ∂ from p-chains to (p − 1)-chains by the Stokes

theorem1:
∫
S

dw =
∫
∂S
w, for all p-chains S and (p− 1)-forms w).

The expression of the scalar and vector generators for the FE spaces introduced so

far can be recovered starting from Definition 1. For W 1
h,1(v) it is sufficient to replace the

exterior derivative operator d by the gradient operator ∇. So, for the edge e = {l,m},
the identity we =

∑
n∈N ∂e,n λe−ndwn gives we = λldw

m − λmdwl, thus the vector

function we = λl∇λm−λm∇λl. For functions in W 2
h,1(v) and W 3

h,0(v), some additional

properties are necessary, namely:

(i) d ◦ d = 0 (related to the fact that ∂ ◦ ∂ = 0);

(ii) d(αw) = dα∧w+α dw, being α a scalar field, w a form and ∧ the exterior product

between forms (see [3] for more details);

(iii) 1u ∧ 1z = 2(u × z), where 1u denotes a 1-form, 2u a 2-form and × is the cross

product between ordinary vectors.

For W 2
h,1(v), let us consider the tetrahedron v = {k, l,m, n} and its face f = {l,m, n}.

For all the oriented edges e of v that do not constitute the boundary of f , the quantities

∂f,e are 0 whereas for e = {l,m} or {m,n} or {n, l} we have ∂f,e = 1. In this case, wf =∑
e∈E ∂f,e λf−edw

e yields wf = λnd(λldw
m − λmdwl) + λld(λmdwn − λndwm) +

1 For u ∈ Hgrad(Ω), Stokes theorem reads:
∫
Γ (∇u) · tΓ = u(xneΓ ) − u(xnsΓ ), for any

oriented curve Γ ⊂ Ω starting at xnsΓ , ending at xneΓ , with unit tangent vector tΓ . For

u ∈ Hcurl(Ω), Stokes theorem reads:
∫
S(∇×u)·nS =

∫
∂S u·t∂S , for any oriented surface S ⊂ Ω

of boundary ∂S, with outer unit normal nS and unit tangent vector t∂S . For u ∈ Hdiv(Ω),

Stokes theorem reads:
∫
V ∇ · u =

∫
∂V u · n∂V , for any oriented volume V ⊂ Ω of boundary

∂V , with outer unit normal n∂V .



8

λmd(λndwl − λldw
n). Then, using (i) and (ii), we get, for instance, d(λldw

m) =

λlddwm+ dλl ∧dwm = dλl ∧dλm (being wm = λm). We thus obtain wf = 2(λndλl ∧
dλm + λldλm ∧ dλn + λmdλn ∧ dλl). Finally, using (iii) and replacing d by ∇, we get

wf = 2(λn∇λl × ∇λm + λl∇λm × ∇λn + λm∇λn × ∇λl), i.e., the vector function

associated with f . For W 3
h,0(v), one gets wv = 1/|v|.

On the basis of the recursive formula, it is easy to see that

grad(W 0
h,1) ⊂W 1

h,1, curl(W 1
h,1) ⊂W 2

h,1, div(W 2
h,1) ⊂W 3

h,0.

It can also be shown that the value of wn is equal to 1 at xn and 0 at xm for all

m ∈ N , m 6= n, the circulation of we along the edge e is 1 and 0 along e′ ∈ E , e′ 6= e,

the flux of wf across the face f is 1 and 0 across f ′ ∈ F , f ′ 6= f , the integral of wv over

the tetrahedron v is 1 and 0 over v′ ∈ T , v′ 6= v. This means that the basis functions

are in duality with the selected dofs. Another way to state the property of duality is by

introducing the matrices of weights, that are square matrices Vp, one for each value

of p = 0, 1, 2, 3, with entries defined as

(V0)ij = wnj (xi), ni, nj ∈ N , i, j ∈ {1, ...,N},
(V1)ij = 1

|ei|
∫
ei

wej · tei , ei, ej ∈ E , i, j ∈ {1, ...,E},
(V2)ij = 1

|fi|
∫
fi

wfj · nfi , fi, fj ∈ F , i, j ∈ {1, ...,F},
(V3)ij =

∫
vi
wvj , vi, vj ∈ T , i, j ∈ {1, ...,T}.

When duality holds for a value of p, the corresponding matrix of weights is the identity.

As a consequence of duality and Stokes theorem, if one sets, for example, z = ∇ϕ, where

ϕ =
∑
n∈N ϕ(xn)wn is an element of W 0

h,1, then z ∈W 1
h,1 is expressed as

∑
e∈E zew

e,

with ze = ϕ(xj)−ϕ(xi) if e = {ni, nj}. Now, let (ze) be the vector of length E collecting

the circulations ze of z along the edges e ∈ E , and (ϕn) the vector of length N collecting

the values ϕ(xn) of ϕ at the nodes n ∈ N . Then, (ze) = G(ϕn) where G is the edge-

to-node incidence matrix, which thus appears as a discrete analogue of the gradient

operator. Similarly, the face-to-edge (resp. volume-to-face) incidence matrix R (resp.

D) appears as a discrete analogue of the curl (resp. divergence) operator. Note that

duality is generally lost when we move to higher order. In the following, we show that,

with the high order generators defined in [25] and field moments as dofs in the style of

those presented in [19], the generator/dof duality is easy to restore.

3 The small p-simplices and Whitney forms of higher degree

Definitions of higher order Whitney forms, that is for r > 1, were firstly presented in

[15], [16], and more recently in [3]. An explicit expression for edge FE basis vectors

on simplices in terms of affine coordinates has been given in [14]. Despite this, the

application of the higher order Whitney forms has not spread out. This makes think

that the expression of these forms is not easy to handle.
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line (center), the small d-simplices in the exploded configuration (right). The small 0-simplices
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Adopting a geometrical approach to define higher order Whitney forms we have

to construct a finer description of p-chains in the volume v, 0 ≤ p ≤ d, where d is

the ambient space dimension. This procedure is classically used to define higher order

nodal FEs for scalar fields [10]: it goes through the introduction of the principal lattice

of order r ≥ 1 in the volume v ⊂ Rd. It consists in the set of points

Tr(v) =

{
x ∈ v, λj(x) ∈ {0, 1

r
,

2

r
, . . . ,

(r − 1)

r
, 1}, 1 ≤ j ≤ d+ 1

}
.

We recall that (the proof is by recurrence on d) the cardinality of Tr(v) is equal to

the dimension of Pr(v), the space of real-valued polynomials defined in Rd, restricted

to the volume v, of degree ≤ r. The functionals σl : z 7→ z(xl), with xl ∈ Tr(v), are

classically taken as dofs for functions in Pr(v).

Here, since we deal also with fields whose physical meaning is specified by circula-

tions along curves or fluxes across surfaces or densities in volumes, we need to define

dofs accordingly, even when we consider a high order approximation of those fields. We

have thus to create a sort of principal lattice of edges, faces and volumes in v for r > 1.

This is realized by connecting the points of Tr(v) with planes parallel to the faces of v,

(as in Fig. 2, left). One thus obtains a partition of v including d-simplices homothetic

to v (the so-called “small” d-simplices, visible in Fig. 2 right) and other objects (the

“holes”, the objects with thick boundary in Fig. 2, center) that can only be octahedra

and reversed tetrahedra when v is a tetrahedron. Any p-simplex, 0 ≤ p < d, belonging

to the boundary of a small d-simplex is called small p-simplex.

To formalize the construction defined right above, we need to introduce multi-index

notations. Let k, boldface, be the array (k1, . . . , kd+1) of d + 1 integers ki ≥ 0, and

denote by k its weight
∑d+1
i=1 ki. The set of multi-indices k with d+ 1 components and

of weight k is denoted I(d+ 1, k). We may now state the following definition.

Definition 2 Let us consider the principal lattice Tr(v) of order r > 1 in the simplex

v = {n1, ..., nd+1}. The small simplex {k, s}, with k ∈ I(d + 1, r − 1), is a p-simplex
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parallel and 1/r-homothetic to the (big) p-face s of v, with vertices in Tr(v). It belongs

to the boundary of (if 0 ≤ p < d) or coincides with (if p = d) the small tetrahedron

whose barycenter g has barycentric coordinates

λnj (g) =
( 1
d+1 + kj)

k + 1
, 1 ≤ j ≤ d+ 1.

The barycenters of the small tetrahedra for a degree r > 1 are used to localize

the small p-simplices. As an example, referring to Fig. 2, left and right, where v =

{n1, n2, n3, n4}, one has:

– the small simplex {(1, 1, 0, 0), v} is the small tetrahedron (it has the same dimension

as the simplex in the curled brackets, here v) in the bottom layer, middle position

and touching the edge {n1, n2}. Indeed, for the vector (1, 1, 0, 0)t the barycenter g

of this small tetrahedron verifies

λn1(g) =
1

12
+

1

3
, λn2(g) =

1

12
+

1

3
, λn3(g) =

1

12
, λn4(g) =

1

12
;

– the small simplex {(0, 1, 0, 1), f = {n1, n2, n4}} is the small face parallel to f

belonging to the small tetrahedron in the middle layer, touching the edge {n2, n4}.
The barycenter g of this latter small tetrahedron verifies

λn1(g) =
1

12
, λn2(g) =

1

12
+

1

3
, λn3(g) =

1

12
, λn4(g) =

1

12
+

1

3
;

– the small simplex {(0, 0, 2, 0), e = {n3, n4}} is the small edge parallel to e belonging

to the small tetrahedron in the bottom layer, corner position and touching the edge

{n3, n4}. The barycenter g of this latter small tetrahedron verifies

λn1(g) =
1

12
, λn2(g) =

1

12
, λn3(g) =

1

12
+

2

3
, λn4(g) =

1

12
.

The complex of small simplices is not created in the reality, it is drawn to help to

visualize the high order construction. In the following, we adopt the

Definition 3 Given k ∈ I(d+ 1, k), we set λk =
∏d+1
i=1 (λni)

ki .

Homogeneous polynomials of degree k in barycentric coordinates are in one-to-

one correspondence with polynomials of degree ≤ k in Cartesian coordinates. For this

reason, we can say that Pk(v) = span(λk)k∈I(d+1,k) on each volume v. We recall

that dim(Pk(v)) =
(
k + d

d

)
. It will occur, when revisiting dofs for scalar and vector

fields, that we adopt a “simplification” of Definition 3, as detailed here below. Let

s = {n1, ..., np′+1} be a p′-simplex, 0 ≤ p′ ≤ d, and let ks ∈ I(p′ + 1, k′) be a multi-

index of weight k′. We thus introduce the notation

λkss =

p′+1∏
i=1

(λni)
(ks)i . (2)

For the same reason as before, we can say that Pk′(s) = span(λkss )ks∈I(p′+1,k′) on each

p′-simplex s. Finally, the definition of possible generators for W p
h,r(v) in a tetrahedron

v is the one firstly introduced in [25], that we recall here below.



11

Definition 4 Whitney p-forms of high order r = k + 1 for 0 ≤ p ≤ 2, r = k for p = 3

(where k ≥ 0) in a volume v are the λkws, for all pairs {k, s}, with k ∈ I(d + 1, k)

and s a p-simplex. The ws are the Whitney p-forms on s of polynomial degree 1 for

0 ≤ p ≤ 2, and 0 for p = 3, as stated in Definition 1.

The generators of W p
h,r(v) are indexed on the basis of the small simplices {k, s}

introduced right above. Thanks to Definition 4, if one makes the list of the small sim-

plices for given k and p, this immediately and explicitly yields the list of all generators

of W p
h,r(v), with r = k + 1 for 0 ≤ p ≤ 2, r = k for p = 3. Whitney p-forms of higher

polynomial degree r in v are thus easy to generate. For instance, if 0 ≤ p ≤ 2, for

second order spaces in v, say W p
h,2(v), consider all the products λi w

s, where ni ∈ N
and ws ∈ W p

h,1(v). For third order spaces in v, say W p
h,3(v), consider all the prod-

ucts λiλj w
s, where ni, nj ∈ N and ws ∈ W p

h,1(v), etc. We may thus write that

W p
h,r(v) = Pr−1(v) ⊗W p

h,1(v), r ≥ 1 if 0 ≤ p ≤ 2, and W p
h,r(v) = Pr(v) ⊗W p

h,0(v),

r ≥ 0 if p = 3. Then, in the scalar/vector formalism, one has to replace, in each product

λkws, the form ws by its scalar/vector field, as explained in Section 2, after Definition

1. Elements in W p
h,r enjoy the same conformity properties as those in W p

h,1 since they

are defined as products between an element in W p
h,1 and the continuous function λk,

k ∈ I(d + 1, k). However, the products λkws generate the spaces W p
h,r, but don’t ac-

tually constitute a basis as they are not all linearly independent. This result is stated

in [25], Proposition 3.5, that we recall here.

Proposition 2 For any edge e, face f , and tetrahedron v, we have, respectively,∑
n∈N

∂e,n λe−n w
n = 0,

∑
e∈E

∂f,e λf−e w
e = 0,

∑
f∈F

∂v,f λv−f w
f = 0. (3)

Proof For the edge e = {ni, nj}, we have (∂e,ni) = −1, (∂e,nj ) = 1 and 0 otherwise.

Therefore, we get −λnjλni +λniλnj = 0, for the definition of wn. To prove the second

identity, we replace we by its expression given in (1) and we get
∑
e ∂f,e λf−e w

e =∑
n,e λf−eλe−n ∂f,e ∂e,n dwn = 0 since (∂f,e)(∂e,n) = 0 and, for a fixed n vertex of

f , λf−eλe−n is the same for all e in ∂f . The third identity can be proved similarly,

thanks to the fact that (∂v,f )(∂f,e) = 0.

Due to relations (3), there exists a combination with nonzero coefficients of the

forms λkws, with k ∈ I(d + 1, 1) and s a p-simplex being 0 ≤ p < 3, that gives zero.

Iterating on the weight k of the multi-index k, we have the linear dependency of the

high order generators. Thanks to Proposition 2, one knows which are the redundant

generators. Moreover, these can be easily eliminated from the list of the generators to

come up with a basis for W p
h,r as explained in the Examples presented in Section 5.

We now have a look at possible dofs for fields in W p
h,r. Different sets of unisolvent

dofs exist for high order elements: in [24,25] we have analyzed those associated with

the small-simplices. Here, we analyze separately for each value of 0 ≤ p ≤ 3, and in a

vector formalism, the ones referred to as moments (see Def. 6 and 7 in [19] for p = 1, 2).
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4 High order moments for fields in W
p
h,r(v)

We start with a scalar function z ∈ W 0
h,r(v), for r ≥ 1. Instead of the classical dofs,

namely the functionals σl : z 7→ z(xl), with xl a node of Tr(v), we adopt new dofs, as

suggested in [18]. This definition is more appropriate to see that the relevant functional

spaces (Hgrad(v), Hcurl(v), Hdiv(v) and L2(v)) and their discrete counterparts W p
h,r(v)

are related in the famous commutative diagram by suitable (continuous, discrete and

interpolation) operators.

Definition 5 The dofs for a scalar function z ∈W 0
h,r(v), for r ≥ 1, are the functionals

σn : z 7→ z(n) ∀n ∈ N (4)

σe : z 7→ 1
|e|
∫
e
z u ∀u ∈ Pr−2(e), ∀ e ∈ E (5)

σf : z 7→ 1
|f |
∫
f
z q ∀ q ∈ Pr−3(f), ∀ f ∈ F (6)

σv : z 7→ 1
|v|
∫
v
z w ∀w ∈ Pr−4(v). (7)

The first thing to remark is that in Definition 5 if r < 4, dofs given by (7) are not

used. This is implicitly stated by the fact that it is not possible to define the elements

of Pr−4(v) when r < 4, namely polynomials with negative degree. For the same reason,

if r < 3, dofs given by (6) and (7) are not used. If r < 2, dofs given by (5), (6) and

(7) are not used. Note how the polynomials given in Definition 3, together with the

simplification stated in (2), make it easier the computation of dofs (5)-(7). Indeed, we

may replace u ∈ Pr−2(e) in (5) by λkee with ke ∈ I(p′ + 1, r − 2), with p′ = 1 as we

are on the edge e. Similarly, we may take as q ∈ Pr−3(f) in (6) the polynomial λ
kf
f

with kf ∈ I(p′ + 1, r − 3), with p′ = 2 as we are on the face f . And for w ∈ Pr−4(v)

we may consider the λk of Definition 3 with k ∈ I(3 + 1, r − 4). We note that

4 + 6 dim(Pr−2(e)) + 4 dim(Pr−3(f)) + dim(Pr−4(v))

= 1
6 (r + 3)(r + 2)(r + 1) = dim(Pr(v))

is the total number of dofs. Dofs (4)-(7) are W 0
h,r(v)-unisolvent, for any r ≥ 1, as

proved in [18], Section 5.6 (recall that W 0
h,r(v) is a discrete space for Hgrad(v)).

Let us move on with the well-known cases p = 1 and p = 2 that we recall in

Definitions 6 and 7, respectively2 .

Definition 6 The dofs for a vector function w ∈W 1
h,r(v), for r ≥ 1, are the functionals

σe : w 7→ 1
|e|
∫
e
(w · te)u ∀u ∈ Pr−1(e), ∀ e ∈ E(v) (8)

σf : w 7→ 1
|f |
∫
f

(w × nf ) · q ∀q ∈ (Pr−2(f))2, ∀ f ∈ F(v) (9)

σv : w 7→ 1
|v|
∫
v

w · z ∀ z ∈ (Pr−3(v))3 (10)

with te (resp. nf ) the vector of length |e| (resp. 1), tangent to e (resp. normal to f).

2 Some simple formula which are involved in the definition of dofs. For the tetrahedron v =

{n1, n2, n3, n4}, one has |v| = 4
∫
v λ4; for the face f = {n1, n2, n3}, one has |f | = 3|v||∇λ4|;

for the edge e = {n1, n2}, one has |e| = 6|v| |∇λ3 ×∇λ4|, and 6|v|(∇λ1 ×∇λ2) · ∇λ3 = 1.
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In Section 1.2 of [19] it is proved that dofs (8)-(10) are W 1
h,r(v)-unisolvent, for any

r ≥ 1. The space W 1
h,r(v) is indeed a discrete counterpart of Hcurl(v).

Proposition 3 Let us consider a vector w ∈W 1
h,r(v) for r ≥ 1. Its moments on faces

given by (9) are equivalent to

σf : w 7→ 1
|f |
∫
f

(w · tf,i) q, ∀ q ∈ Pr−2(f), ∀ f ∈ F(v),

tf,i two independent sides of f, i = 1, 2. (11)

Proof Any vector q ∈ (Pr−2(f))2 for the face f = {ni, nj , nl} (with ni < nj < nl) can

be written as a linear combination of the two independent vectors

q1 = λ
kf
f (tf,1 × nf ) and q2 = λ

kf
f (tf,2 × nf ) (12)

with tf,1 = xj − xi, tf,2 = xl − xi two sides defining the face f (as in Fig. 1, right),

nf its normal, k a multi-integer of I(3, r − 2) and λ
kf
f defined in simplification (2) of

Definition 3. We use the vector identity

(a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c)

to see that

(w × nf ) · q1 = (w × nf ) · λkff (tf,1 × nf )

= λ
kf
f [(w · tf,1)(nf · nf )− (w · nf )(nf · tf,1)]

= λ
kf
f [(w · tf,1)(1)− (w · nf )(0)] = λ

kf
f (w · tf,1)

and similarly with q2. The proof ends as Pr−2(f) = span(λ
kf
f )k∈I(3,r−2).

Proposition 4 Let us consider a vector w ∈ W 1
h,r(v) for r ≥ 1. Its moments in the

volume given by (10) are equivalent to

σv : w 7→ 1
|v|
∫
v
(w · tv,i) q, ∀ q ∈ Pr−3(v),

tv,i three independent sides of v, i = 1, 2, 3. (13)

Proof Any vector q ∈ (Pr−3(v))3 for the volume v = {n1, n2, n3, n4} can be written

as a linear combination of the three independent vectors

q1 = λkv tv,1, q2 = λkv tv,2, and q3 = λkv tv,3 (14)

where tv,` = x`+1 − x1, for ` = 1, 2, 3, k a multi-integer of I(3 + 1, r − 3) and λkv

defined in Definition 3. In the definition of the qi, the part λkv allows to specify the

polynomial degree r − 3 and the polynomial variables (barycentric coordinates w.r.t.

vertices of v), whereas the (constant) tv,` determine the vector nature.
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Definition 7 The dofs for a vector function w ∈W 2
h,r(v), for r ≥ 1, are the functionals

σf : w 7→ 1
|f |
∫
f

(w · nf ) q ∀ q ∈ Pr−1(f), ∀ f ∈ F(v) (15)

σv : w 7→ 1
|v|
∫
v

w · z ∀ z ∈ (Pr−2(v))3 (16)

with nf the vector of length |f |, normal to the face f .

We refer to Section 1.3 of [19] for a proof that dofs (15)-(16) are W 2
h,r(v)-unisolvent,

for any r ≥ 1. We recall that W 2
h,r(v) is a discrete counterpart of Hdiv(v).

Proposition 5 Let us consider a vector w ∈ W 2
h,r(v) for r ≥ 1. Its moments on the

faces f of v given by (15) are equivalent to

σf : w 7→ 3|v|
|f |

∫
f

(w · ∇λv−f ) q, ∀ q ∈ Pr−1(f), ∀ f ∈ F(v). (17)

Proof Let us assume that f = {n1, n2, n3} and v = {n1, n2, n3, n4} (thus v−f = {n4}),
we know that 1/|∇λ4| is the height of v with respect to f and that ∇λ4 has the same

direction as nf . This yields nf = (3 |v|)∇λ4. Note that we may replace q ∈ Pr−1(f)

by λ
kf
f with kf ∈ I(p′ + 1, r − 1), being p′ = 2.

Proposition 6 Let us consider a vector w ∈ W 2
h,r(v) for r ≥ 1. Its moments in the

volume given by (16) are equivalent to

σv : w 7→ 1
|v|
∫
v
(w · tv,i) q, ∀ q ∈ Pr−2(v),

tv,i three independent sides of v, i = 1, 2, 3. (18)

Proof Same proof as the one of Proposition 4, with q ∈ Pr−2(v).

Definition 8 The dofs for a scalar function w ∈W 3
h,r(v), for r ≥ 0, are

σv : w 7→
∫
v
wz ∀ z ∈ Pr(v). (19)

We recall that W 3
h,r(v) is a discrete counterpart of L2(v). Here is a proof that dofs

(19) are W 3
h,r(v)-unisolvent, for any r ≥ 0.

Proposition 7 Dofs (19) are W 3
h,r(v)-unisolvent, for any r ≥ 0.

Proof We recall that W 3
h,r(v) is a finite-dimensional subspace of L2(v). Let us denote by

{ξj}j=1,m a basis of W 3
h,r(v), where m = dim(W 3

h,r(v)). We define Σ = {σj , j = 1,m}
the set composed of the following linear forms σj : W 3

h,r(v)→ R

σj : w 7→
∫
v

w ξj , ∀ j = 1,m.

These forms are the ones defined in (19): we have indeed replaced z ∈ Pr(v) by a

function ξj , as, by construction (Definition 4, for p = 3) the set {ξj}j=1,m spans Pr(v).
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Therefore, card(Σ) = m = dim(Pr(v)). Let u ∈ W 3
h,r(v) be such that σj(u) = 0, for

all j = 1,m. Writing u =
∑m
j=1 cjξj , cj ∈ R, we get

∫
v

u2 =

m∑
j=1

cj

∫
v

u ξj =

m∑
j=1

cj σj(u) = 0.

This yields u = 0 in v.

5 Restoring duality between generators and dofs

Polynomial fitting of a scalar function f at N = r + 1 points xk of a real interval

I in terms of the canonical basis {xi−1}i=1,...,N of Pr(I) reads f(x) ≈ Irf(x) =∑N
i=1 aix

i−1 with fk := f(xk) = Irf(xk). The coefficients ai are entries of a, solution

of the Vandermonde linear system V a = f where Vki = xi−1k . Adopting a basis {ψi} for

Pr(I) (different from the canonical one) and cardinal (or Lagrange) functions φj(x) ∈
Pr(I) defined by φj(xk) = δkj to represent f , we have

f(x) ≈ Ir(f)(x) =

N∑
j=1

ujψj(x) =

N∑
k=1

fkφk(x).

Combining these conditions yields the transformations

V u = f and ψj(x) =

N∑
k=1

V tjkφk(x),

where V is the generalized Vandermonde matrix with entries Vij = ψj(xi). Therefore,

φk(x) =
∑N
j=1 ckjψj(x), where ck = (ck1, ck2, ..., ckN )t is the k-th column of V −1.

The methodology to construct cardinal functions in W p
h,r is the same as the one

used in the scalar case. The generalized Vandermonde matrix to consider is Vp, with

entries (Vp)ij = σi(wj), for i, j = 1,m, where m = dim(W p
h,r) for a chosen 0 ≤ p ≤ d

and r ≥ 1. The {wj} are a linearly independent subset of the generators given in

Definition 4 and the σi are the moments for fields in W p
h,r. With high order methods,

it is usual to have dofs not in duality with the basis functions, as both sets are chosen

in order to optimize some physical or computational criteria. Here, for r > 1, the

matrix Vp is non-singular but different from the identity. Duality can however be re-

established by considering suitable linear combinations of the original generators. We

wish to find coefficients ckj that give new basis functions w̃k =
∑m
j=1 ckjwj , k = 1,m,

such that σi(w̃j) = δij . Let us consider a field z ∈W p
h,r(v), then

z =

m∑
j=1

αjwj =

m∑
k=1

βkw̃k
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for two uniquely defined vectors α = (αj), β = (βk) in Rm. By linearity, we obtain

m∑
j=1

αjσi(wj) =

m∑
k=1

βkσi(w̃k) = βi, ∀ i = 1,m,

that is Vpα = β. The identity βk =
∑m
j=1 Vp

kjαj yields

m∑
j=1

αjwj =

m∑
k=1

(

m∑
j=1

Vp
kjαj) w̃k =

m∑
j=1

αj(

m∑
k=1

Vp
kj w̃k).

By identification, we have that

wj =

m∑
k=1

Vp
kj w̃k =

m∑
k=1

(Vp)tjkw̃k.

It thus results that the coefficients ckj to express the new basis functions w̃k as a

linear combination of the generators wj are the entries of the k-th column of (Vp)−1.

The interpolation operator Πp
h,r from, respectively, Y0 ⊂ Hgrad(v) for p = 0,

Y1 ⊂ Hcurl(v) for p = 1, Y2 ⊂ Hdiv(v) for p = 2 and L2(v) for p = 3, to W p
h,r reads

Πp
h,rz(x) =

∑m
i=1 ciw̃i(x), with z and w̃i being scalar or vector functions, accordingly.

Thanks to duality, the unknown coefficient ci associated with the i-th basis function

w̃i is exactly the value σi(z), resulting from the application of σi on z. We refer to [25]

to see that the commutativity of the diagram involving the functional and the discrete

spaces holds in the high order case. Some nice properties characterize the square matrix

Vp of size m which depends on the values of p, r and d.

Property 1 The entries of Vp can be computed (on the paper) by combinatorial formula

and do not depend on the metric of the simplex v for which they are calculated.

Dofs are normalized. As an example, for p = 1, the σi(wj) are integrals of terms

as λk∇λni · te (where λk has to be intended as explained in Def. 3, involving the

barycentric coordinates appearing in wj and in the polynomial of the moment σi, and

te stands also for tf,i, tv,i). It can be shown that ∇λni · te = −1 (resp. +1) if, w.r.t.

the orientation of e, ni is the first (resp. second) endpoint of e, and 0 if ni is not an

endpoint of e; the only terms that remain in the integral are of the type λk, therefore

σi(wj) can be calculated using the well-known formula (see for instance [23] for a

proof): For any multi-index k ∈ I(p′ + 1, k) and p′-simplex s, p′ > 0, we have

1

|s|

∫
s

λks = (p′)! (k1!k2!...kp′+1!)/(p′ + k)!,

with λks as in (2). This value is clearly independent of the metric of s. The independence

from the metric of the p′-face s of v for which they are calculated means that the entries

of Vp can be computed once on a generic volume v and are valid in any other volume

v′ different from v, up to a suitable orientation of the edges and choice of independent

sides in v′. For a quicker and precise calculation, high order quadrature formula [29]

can also be used.
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Property 2 The matrix Vp is block triangular (p < 3).

The matrix Vp can be written in a block lower triangular form, if dofs, indexing the

rows i, and generators, indexing the columns j, are suitably numbered. On the one

hand, dofs can be ordered block-wisely, depending on the dimension p′ of their support

(domain of integration), from the lowest allowed (p′ = p) to the highest one (which

depends also on the degree r). On the other hand, the set B of generators λkws (with

s a p-simplex) for W p
h,r stated in Definition 4 can be listed, in each volume, as follows:

case (1), those with the barycentric coordinates in λk and ws all associated with all

the vertices of s; case (`), 2 < ` ≤ ¯̀, with the upper bound ¯̀ which depends on r and

is limited by the value (d+1−p), those with the barycentric coordinates in λk and ws

all associated with all the vertices of a (p+ `− 1)-simplex whose boundary contains s.

Let us denote by p̄ the maximal dimension, allowed by the considered r, of the

domain of integration in the definition of dofs for W p
h,r(v). The order we adopt to list

the generators in B thus yields, in each volume, subsets Bg, p ≤ g ≤ p̄ ≤ d, such

that functions in Bg are characterized by moments (dofs) equal to 0 on p′-simplices

with p′ < g. Namely, the order we adopt to list the generators in B follows the order

dictated by increasing the dimension of the support of dofs, which is exactly the one

we use to list dofs into blocks. We thus may use a unique array of integers to list (thus

to order) both dofs and generators. Following this order, the matrix Vp with entries

(Vp)ij = σi(wj) is block triangular.

Property 3 Matrix Vp is computationally cheap to invert.

Lagrange interpolation on uniformly distributed points is not stable w.r.t the order.

This fact occurs in the present construction since the generators are indexed on the

basis of the FE principal lattice of order r and yields to ill-conditioned matrices Vp.

In the present case, the blocks on the diagonal of Vp are Toeplitz matrices of size,

say, mb ≥ 1, thus invertible in O(m2
b) operations. Moreover, the matrix Vp has a

block-structure that can be defined recursively3, depending on d, p and r, as it can

3 Let us consider the square matrices Am, m ≥ 0, defined recursively as follows:

A0 = A, Am =

(
Am−1 0

Bm Cm

)
, m ≥ 1,

where the rectangular matrices Bm and the square matrices Cm, m ≥ 1, have entries and

sizes which vary with m. The construction of the square matrix Vp of size dim(W p
h,r(v)), for

a suitable ordering of the dofs σi (and thus of the generators wj) depending on d, p and r, is

similar, in terms of structure, to that of the matrix Am. In Vp, the starting matrix A is block

diagonal, with diagonal blocks of size mb that are Toeplitz matrices. The difference with Am

is that in the matrix Vp, for a fixed p < 3 and d, when we pass from r (m) to r + 1 (m+ 1),

we do not have exactly the block Am−1 but a modified one, say Ãm−1, with different entries

and larger size. To see this fact, just compare, for example, the matrices V1 one would have

for r = 1 and for r = 2 when d = 2. If r = 1, then V1 is the identity matrix of size 3 (in

this case, mb = 1). If r = 2, the matrix V1 is given in Example 2: we may remark that the

block-diagonal part of V1 has now size 6 (here, mb = 2) with entries no more equal to 1.
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be seen from the Examples 1,2,3 below. Its inverse can also be computed recursively4.

Moreover, due to the independence of Vp from the metric in v, the inverse (Vp)−1 has

to be computed only once for all the mesh volumes.

Property 4 The entries of the matrix (Vp)−1 are integer numbers.

This is related to the meaning of the entries of (Vp)−1, to the considered generators,

relying on linear combinations of products λk∇λi, with k a multi-index and λi a

barycentric coordinate, and to the considered moments, integrals over entire simplices

of dimension 0 ≤ p′ ≤ d (with dofs on small-simplices, the entries of (Vp)−1 are

not integers, indeed small-simplices are portions of mesh (big) simplices). We recall

the double aspect of Whitney forms, with the considered generators as proxies: the

weights (dofs, here moments) of Whitney forms that allow to represent a p-manifold as

a p-chain (linear combination of p-simplices) are the same as the weights that represent

a p-form by a p-cochain. We are thus looking for the coefficients of linear combinations

of generators, thus of linear combinations of p′-simplices, that make moments on them

be in duality with generators. In other words, we look for p′-chains built on entire p′-

simplices of the volume, not portions of them, such that moments on them applied to

field generators, give 1 or 0. The coefficients in these p′-chains are the entries of (Vp)−1.

Property (iv) is one of the most interesting aspects of the present construction.

In the following examples, we detail dofs and generators for fields in W p
h,r together

with the matrix Vp and its inverse for some values of d, p and r.

Example 1 [d = 2, p = 0, r = 2]

Let us consider a face f = {n1, n2, n3}. Dofs {σi} for fields z ∈ W 0
h,2(f) are defined

by relying on Definition 5 and read

{σ1(z) = z(n1), σ2(z) = z(n2), σ3(z) = z(n3),

σ4(z) = 1
|e12|

∫
e12

z, σ5(z) = 1
|e23|

∫
e23

z, σ6(z) = 1
|e13|

∫
e13

z}

with tij = xj−xi and |eij| = |tij| the Riemann measure of the side with vertices ni,

nj. With the set of dofs we may associate a listing array, here [1 1; 2 2; 3 3; 1 2;

2 3; 1 3], if we adopt indices [i i] to refer to σi, i = 1, 3, and [i j] to indicate

the dof involving the integral on the side eij. The generators {wj} of W 0
h,2(f) can be

listed by relying on the listing array of dofs: indeed, they are

{w1 = λ1λ1, w2 = λ2λ2, w3 = λ3λ3,

w4 = λ1λ2, w5 = λ2λ3, w6 = λ1λ3},

4 The inverse (Am)−1, m ≥ 0, can be defined recursively as follows:

(A0)−1 = A−1, (Am)−1 =

(
(Am−1)−1 0

−(Cm)−1Bm(Am−1)−1 (Cm)−1

)
, m ≥ 1.

The computation of (Vp)−1 is algorithmically similar to that of (Am)−1.
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where λj stands for λnj . The matrices (V0)t and (V0)−1 read

(V0)t =
1

6



6 0 0 2 0 2

0 6 0 2 2 0

0 0 6 0 2 2

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


, (V0)−1 =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

−2 −2 0 6 0 0

0 −2 −2 0 6 0

−2 0 −2 0 0 6


.

Example 2 [d = 2, p = 1, r = 2]

Let us consider a face f = {n1, n2, n3}. Dofs {σi} for fields z ∈ W 1
h,2(f) are defined

by relying on Definition 6 and Proposition 3 for face dofs, with t12 = x2 − x1 and

t13 = x3 − x1 playing the role of “two independent sides” on that face, and read

{σ1(z) = 1
|e12|

∫
e12

(z · t12)λ1, σ2(z) = 1
|e12|

∫
e12

(z · t12)λ2,

σ3(z) = 1
|e13|

∫
e13

(z · t13)λ1, σ4(z) = 1
|e13|

∫
e13

(z · t13)λ3,

σ5(z) = 1
|e23|

∫
e23

(z · t23)λ2, σ6(z) = 1
|e23|

∫
e23

(z · t23)λ3,

σ7(z) = 1
|f |
∫
f

z · t12, σ8(z) = 1
|f |
∫
f

z · t13}.

Right above, |eij| (resp. |f |) stands for the Riemann measure of the side (resp. face)

with vertices ni, nj (resp. n1, n2, n3). With the set of dofs we may associate the

listing array [1 1 2; 2 1 2; 1 1 3; 3 1 3; 2 2 3; 3 2 3; 3 1 2; 2 1 3], if we

adopt indices [i i j] (resp. [j i j]) for the dof involving the integral of (.)λi (resp.

(.)λj) on the side eij, and [i j l] to indicate the dof involving the integral of z · tjl
on f . The generators {wj} of W 1

h,2(f) can be listed by relying on the listing array of

dofs: indeed, they are

{w1 = λ1w
12, w2 = λ2w

12, w3 = λ1w
13, w4 = λ3w

13,

w5 = λ2w
23, w6 = λ3w

23, w7 = λ3w
12, w8 = λ2w

13}.

Note that, by following the listing array of dofs, we do not consider the generator
λ1w

23, which is indeed redundant, in the sens of Proposition 2, if considered together
with w7 and w8. The matrices (V1)t and (V1)−1 read

(V1)t =
1

12



4 2 0 0 0 0 3 1

2 4 0 0 0 0 3 2

0 0 4 2 0 0 1 3

0 0 2 4 0 0 2 3

0 0 0 0 4 2 −1 2

0 0 0 0 2 4 −2 1

0 0 0 0 0 0 2 1

0 0 0 0 0 0 1 2


, (V1)−1 =



4 −2 0 0 0 0 0 0

−2 4 0 0 0 0 0 0

0 0 4 −2 0 0 0 0

0 0 −2 4 0 0 0 0

0 0 0 0 4 −2 0 0

0 0 0 0 −2 4 0 0

−4 −2 2 −2 2 4 8 −4

2 −2 −4 −2 −4 −2 −4 8


.

Example 3 [d = 3, p = 2, r = 2]

Let us consider the volume v = {n1, n2, n3, n4}. Dofs {σi} for fields in z ∈ W 2
h,2(v)

are defined by relying on Definition 7 and Propositions 5, 6, resp., for face and volume
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dofs, and read

{σ1(z) =
3|v|
|f234|

∫
f234

(z · ∇λ1) λ2, σ2(z) =
3|v|
|f234|

∫
f234

(z · ∇λ1) λ3,

σ3(z) =
3|v|
|f234|

∫
f234

(z · ∇λ1) λ4, σ4(z) =
3|v|
|f134|

∫
f134

(z · ∇λ2) λ1,

σ5(z) =
3|v|
|f134|

∫
f134

(z · ∇λ2) λ3, σ6(z) =
3|v|
|f134|

∫
f134

(z · ∇λ2) λ4,

σ7(z) =
3|v|
|f124|

∫
f124

(z · ∇λ3) λ1, σ8(z) =
3|v|
|f124|

∫
f124

(z · ∇λ3) λ2,

σ9(z) =
3|v|
|f124|

∫
f124

(z · ∇λ3) λ4, σ10(z) =
3|v|
|f123|

∫
f123

(z · ∇λ4) λ1,

σ11(z) =
3|v|
|f123|

∫
f123

(z · ∇λ4) λ2, σ12(z) =
3|v|
|f123|

∫
f123

(z · ∇λ4) λ3,

σ13(z) = 1
|v|
∫
v z · t12, σ14(z) = 1

|v|
∫
v z · t13, σ15(z) = 1

|v|
∫
v z · t14 }.

The value |fijl| (resp. |v|) denotes the Riemann measure of the face (resp. volume) with

vertices ni, nj, nl (resp. n1, n2, n3, n4). With the set of dofs we may associate the list-

ing array [2 2 3 4; 3 2 3 4; 4 2 3 4; 1 1 3 4; 3 1 3 4; 4 1 3 4; 1 1 2 4; 2

1 2 4; 4 1 2 4; 1 1 2 3; 2 1 2 3; 3 1 2 3; 1 2 3 4; 2 1 3 4; 3 1 2 4] if we

adopt indices [i i j l] (resp. [j i j l] or [l i j l]) for the dof involving the inte-

gral of (.)λi (resp. (.)λj or (.)λl) on the face fijl, and [i j l m] to indicate the dofs

involving the integral on v. The generators {wj} of W 2
h,2(v) can be listed by relying

on the listing array of dofs: indeed, they are

{w1 = λ2w
234, w2 = λ3w

234, w3 = λ4w
234,

w4 = λ1w
134, w5 = λ3w

134, w6 = λ4w
134,

w7 = λ1w
124, w8 = λ2w

124, w9 = λ4w
124,

w10 = λ1w
123, w11 = λ2w

123, w12 = λ3w
123,

w13 = λ1w
234, w14 = λ2w

134, w15 = λ3w
124}.

Note that, by following the listing array of dofs, we do not consider the generator
λ4w

123 which is indeed redundant, in the sens of Proposition 2, if considered together
with w13, w14 and w15. The matrices (V2)t and (V2)−1 read

(V2)t =
1

120



−10 −5 −5 0 0 0 0 0 0 0 0 0 6 12 −6

−5 −10 −5 0 0 0 0 0 0 0 0 0 6 6 6

−5 −5 −10 0 0 0 0 0 0 0 0 0 12 6 0

0 0 0 10 5 5 0 0 0 0 0 0 −6 24 −30

0 0 0 5 10 5 0 0 0 0 0 0 −6 24 −36

0 0 0 5 5 10 0 0 0 0 0 0 −12 24 −30

0 0 0 0 0 0 −10 −5 −5 0 0 0 6 6 −30

0 0 0 0 0 0 −5 −10 −5 0 0 0 6 12 −36

0 0 0 0 0 0 −5 −5 −10 0 0 0 12 6 −30

0 0 0 0 0 0 0 0 0 10 5 5 24 −6 0

0 0 0 0 0 0 0 0 0 5 10 5 24 −12 6

0 0 0 0 0 0 0 0 0 5 5 10 24 −6 −6

0 0 0 0 0 0 0 0 0 0 0 0 6 6 0

0 0 0 0 0 0 0 0 0 0 0 0 −6 18 −24

0 0 0 0 0 0 0 0 0 0 0 0 6 6 −24



,
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(V2)−1 =



−18 6 6 0 0 0 0 0 0 0 0 0 0 0 0

6 −18 6 0 0 0 0 0 0 0 0 0 0 0 0

6 6 −18 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 18 −6 −6 0 0 0 0 0 0 0 0 0

0 0 0 −6 18 −6 0 0 0 0 0 0 0 0 0

0 0 0 −6 −6 18 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 −18 6 6 0 0 0 0 0 0

0 0 0 0 0 0 6 −18 6 0 0 0 0 0 0

0 0 0 0 0 0 6 6 −18 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 18 −6 −6 0 0 0

0 0 0 0 0 0 0 0 0 −6 18 −6 0 0 0

0 0 0 0 0 0 0 0 0 −6 −6 18 0 0 0

6 6 12 −6 0 6 −6 0 6 −12 −6 −6 10 10 5

6 0 −6 −6 −6 −12 0 6 −6 6 12 6 −5 5 0

0 −6 6 0 −6 6 6 6 12 −6 −6 −12 5 −5 −5



.

Example 4 [d = 3, p = 3, r = 1]

Let us consider the volume v = {n1, n2, n3, n4}. Dofs {σi} for fields z ∈ W 3
h,1(v) are

defined by relying on Definition 8, and read

{σ1(z) =
∫
v
zλ1, σ2(z) =

∫
v
zλ2, σ3(z) =

∫
v
zλ3, σ4(z) =

∫
v
zλ4} .

With the set of dofs we may associate the listing array [1 1 2 3 4; 2 1 2 3 4; 3

1 2 3 4; 4 1 2 3 4] if we adopt indices [i i j l m] (resp., [j i j l m], [l i j

l m], [m i j l m]) to indicate the dof involving the integral of zλi (resp., zλj, zλl,

zλm) on the volume v. The generators {wj} of W 3
h,1(v) can be listed by relying on the

listing array of dofs: indeed, they are

{w1 = λ1w
v, w2 = λ2w

v, w3 = λ3w
v, w4 = λ4w

v}.

The matrices (V3)t and (V3)−1 read

(V3)t =
1

20


2 1 1 1

1 2 1 1

1 1 2 1

1 1 1 2

 , (V3)−1 =


16 −4 −4 −4

−4 16 −4 −4

−4 −4 16 −4

−4 −4 −4 16

 .

6 Numerical results for high order edge elements

In this section, we test the performances of the proposed high order edge elements, by

solving a simple but delicate problem of the empty cavity resonator in two dimensions.

Given a bounded domain Ω ∈ R2 with connected boundary Γ , we seek scalars ω2 and

non-trivial (i.e. not identically zero) electric fields u satisfying

∇× ( 1
µ∇× u)− ω2εu = 0 in Ω,

∇ · (εu) = 0 in Ω,

t · u = 0 on Γ,

(20)
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ω2 degree 1 degree 2 degree 3 degree 4

1.00 1.98 4.02 5.78 7.78

1.00 2.08 4.00 5.96 7.45

2.00 1.93 3.96 5.97 7.96

4.00 1.99 3.87 5.90 7.97

4.00 1.97 3.87 5.91 7.97

5.00 1.97 3.87 5.87 7.93

5.00 1.88 3.92 5.94 7.95

8.00 1.36 3.85 5.89 7.91

9.00 1.98 2.59 5.82 7.93

9.00 2.02 3.86 5.86 7.95

Table 1 Computed h-convergence rates for the edge element discretization of polynomial

degree r = 1, 2, 3, 4 of problem (21).

with ε and µ the electric permittivity and the magnetic permeability, respectively,

assumed to be real scalar functions satisfying 0 < ε∗ ≤ ε ≤ ε∗ and 0 < µ∗ ≤ µ ≤ µ∗

almost everywhere on Ω. As stated in [4], the variational formulation of problem (20)

reads:

find pairs (ω2,u) ∈ R×Hcurl,0(Ω), (ω2,u) 6= (0,0), such that :∫
Ω

1
µ ∇× u∇× v = ω2

∫
Ω
εu · v, ∀v ∈ Hcurl,0(Ω),

(21)

where Hcurl,0(Ω) = {u ∈ Hcurl(Ω), t · u|Γ = 0 }. Note that both ω2 and u are

unknowns, as is usual for eigenvalue problems. The discrete problem associated with

(21) is obtained by choosing v ∈ Wh, a finite-dimensional subspace of Hcurl,0(Ω).

Here, Wh = {vh ∈ Hcurl,0(Ω), (vh)|v ∈ W 1
h,r(v), ∀v ∈ T }, with W 1

h,r(v) the space

generated by the functions given in Definition 4 (p = 1, r ≥ 1). The considered domain

and parameters are Ω = [0, π]2 and ε = µ = 1. In this case it is easy to find the exact

eigenvalues of problem (20), which are given by 0 6= ω2 = n2+m2, with n,m = 0, 1, . . ..

Numerical computations for the Maxwell eigenvalues are based on the use of the routine

DGEGV of the Lapack library.

The h-convergence analysis for the Maxwell eigenvalue problem is done by a sim-

plicial finite element code based on Whitney edge elements of polynomial degree r =

1, 2, 3, 4. We choose structured regular meshes of four different sizes: h ∈ { π15 ,
π
12 ,

π
9 ,

π
6 }.

Table 1 contains the computed rates of the h-convergence curves of the error |ω2−ω2
h|

for the first ten eigenvalues when edge elements of different polynomial degree r are

used. Convergence with a rate O(h2r) is observed, in agreement with the theoretical

result of Theorems 4.4 and 5.4 in [4]. Fig. 3 and 4 show the log-plots of the error

|ω2 − ω2
h| as a function of the mesh size h.

We now turn to the r-convergence analysis for the Maxwell eigenvalue problem.

The question is whether or not we achieve exponential convergence when computing

Maxwell eigenvalues ω2. That is to say, a bound for the relative error dependent on
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Fig. 3 h-convergence for the error for the first (left) and second (right) order edge element

approximation for Dirichlet boundary conditions.
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Fig. 4 h-convergence for the error for the third (left) and fourth (right) order edge element

approximation for Dirichlet boundary conditions.
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Fig. 5 r-convergence for the relative error for the Maxwell eigenvalues on the second mesh

plotted with Ndof1/2 (left) and Ndof1/3 (right).

the number of degrees of freedom (Ndof) is given by

δ =
|ω2 − ω2

h|
ω2

≤ C exp(−bNdofα), (22)

where the positive constants C, α and b are independent of Ndof. Estimate (22) was

established in [2] for the discretized electric field on two-dimensional polygonal domains

where α = 1/2 when the solution is smooth and α = 1/3 when the solution is singular
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(see also [11] for a large variety of numerical tests). In the computation of Maxwell

eigenvalues for the considered case, numerical results by the proposed method show an

exponential rate of convergence with respect to the approximation polynomial degree

r. We report in (23) the computed values for the constant α appearing in the bound

(22) when the approximated Maxwell eigenvalues ωh are computed by the proposed

edge elements of degree r = 1, 2, 3, 4 on the second mesh (h = π
12 ):

ω2 1. 1. 2. 4. 4. 5. 5. 8. 9. 9.

α 0.46 0.74 0.67 0.23 0.23 0.32 0.72 0.73 0.37 0.30
(23)

These values are obtained by means of the so-called Golden Section Search in One

Dimension algorithm [21] applied to minimize over a real interval the quadratic func-

tion F (α) =
∑4
r=1((δ)r − Ce−b (Ndofr)

α

)2, where (δ)r (resp. Ndofr) denotes the rel-

ative error on ω2 (resp. the corresponding Ndof) for the degree r of the edge ele-

ment approximation. Here we have (Ndof1, . . . ,Ndof4) = (456, 1488, 3096, 5280). The

constants C and b are computed depending on α by solving the rectangular system

log(δ)r = log(C)−b (Ndofr)
α, for r = 1, . . . , 4. To confirm that exponential convergence

has been obtained, a semi-log scale of the relative error for the Maxwell eigenvalues,

obtained using r-refinement on the second mesh, is plotted in Fig. 5 against Ndofα.

We have chosen, for each eigenvalue ω2, the theoretical α which is closer to the corre-

sponding computed one given in (23). For example, when considering the eigenvalue 1,

the computed values 0.46 or 0.74 for α are closer to 1/2 than to 1/3. Similarly, for the

eigenvalues 2 (with 0.67), 5 (with 0.32 or 0.72) and 8 (with 0.73) we are closer to 1/2.

In a semi-log scale visualization, we observe that the curves for the eigenvalues 1, 2, 5, 8

(resp. 4, 9) are straight lines as functions of Ndof1/2 (resp. Ndof1/3) for approxima-

tion degrees r > 0. The exponential convergence rate predicted by (22) has been thus

obtained.

7 Conclusions and acknowledgements

We have analyzed a friendly and effective way of defining generators and computing

dofs for high order simplicial FEs in computational electromagnetism, with a detailed

look at the first family of Nédélec in Hcurl and Hdiv. If generators are listed by using the

listing array built for dofs, we may avoid redundancies and end up with a basis of the

discrete space. We have shown how it is possible to find new basis functions in duality

with the considered dofs (moments), by considering suitable linear combinations (with

integer coefficients) of the proposed generators. Some examples are given in Section

5, where functions and dofs are listed explicitly. Two points are important. First, the

fact of working with scalar or vector fields expressed only in barycentric coordinates:

it allows to define quantities locally in each tetrahedron of the mesh and to easily solve

problems associated with the (inner) orientation of simplices, at the matrix/vector FE

assembling step. Second, the considered generators are associated with a geometrical
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construction (that of the small p-simplices in each mesh tetrahedron v), in the spirit

of Whitney forms: given one of the generators, we know immediately its “position”

in the field approximation and its support in the mesh. We have presented simple

numerical tests which aim at showing that the proposed basis functions can be used

in practice. Optimal error estimates on the computation of Maxwell eigenvalues for

a square domain are numerically proved. For more involved applications (L-shaped

domains, discontinuous coefficients, 3D concrete problems), the preconditioning issue

is under study. The first author is grateful to the French National Research Agency

(ANR) which finances her PhD in the framework of the project MEDIMAX, ANR-13-

MONU-0012. The second author warmly thanks the CASTOR team at INRIA Sophia-

Antipolis for the delegation in 2015, during which this work was completed, and is

grateful to Alexandre Ern for stimulating conversations on finite elements during his

visits to the Jean-Alexandre Dieudonné Laboratory in Nice.
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