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The interaction between the corotating magnetospheric plasma of Saturn and the exosphere of Titan is investigated by means of a three-dimensional and multispecies hybrid simulation model coupling charged and neutral species via three ionizing mechanisms: the absorption of extreme ultraviolet solar photons, the impacts of magnetospheric electrons, and the charge exchange reactions between ions and neutral atoms or molecules. The simulation model includes the low and energetic components of the magnetospheric plasma, the main exospheric neutral species (molecular hydrogen and nitrogen and methane), and the atmospheric slowing down of charged particles penetrating below the exobase. Ionization rates of the exospheric species are computed as consistently as possible for each of the three ionizing mechanisms by making use of the relevant local number densities and cross sections or ionization frequencies. This model is thus able to provide a priori estimates of the escaping fluxes of exospheric ionic species and to separate for the contributions of the different ionization sources. A simulation run has been made for the conditions encountered by spacecraft Cassini during flyby Ta of Titan on 26 October 2004. Results are presented to characterize the main features of the simulated plasma environment of Titan: the induced magnetic tail and the flow of magnetospheric plasma around Titan, as well as the wake and the acceleration of the planetary plasma. Considering the coarse spatial resolution of the present simulation, these features are in reasonable agreement with in situ plasma measurements made by spacecraft Cassini.


1. Introduction

The Saturnian system provides a variety of interesting interactions of the magnetospheric plasma with the rings, the icy satellites or the other moons. The Cassini-Huygens mission offers the possibility to investigate these different interactions and explore the plasma environment of Saturn [cf. Blanc et al., 2002]. This study focuses on the interaction of Titan with the surrounding magnetospheric plasma, one of the major objectives of the mission. This interaction presents specific features which make it a unique case in the solar system.

The plasma interaction at Titan depends upon several parameters. The orbit of Titan, located at 20.3 Saturn radii, is most of the time within Saturn’s magnetosphere. The stand-off distances of the bow shock and of the magnetopause are controlled by the dynamic pressure of the solar wind, and under peculiar circumstances they can be such that Titan may be found in the magnetosheath of Saturn or even in the solar wind [Wolf and Neubauer, 1982]. The ambient plasma in these regions differs by its ion composition and by the nature of its flow. Inside the magnetosphere the plasma flow around Titan has an Alfvenic Mach number of the order of 1 and a sonic Mach number lower than one. This interaction is thus qualitatively different from the solar wind plasma interaction at Mars, Venus, or comets, characterized by hypersonic and hyper-Alfvenic \((M_S \geq 1\) and \(M_A \geq 1\)) incoming flows.

Titan has a cold, dense, and thick atmosphere composed of molecular nitrogen and methane mixed together with minor species [Yung, 1987; Toublanc et al., 1995; Yelle et al., 2006]. The thickness of this atmosphere is worth noticing: with an exobase located at an altitude of \(\sim1430\) km according to Waite et al. [2005].

The atmosphere and the ionosphere of Titan are not protected by an intrinsic magnetic field [Backes et al., 2005] and the plasma interaction is thus mostly of the atmospheric type [Neubauer et al., 1984]. The location and strength of
each ionization source depends upon the orbital phase of Titan around Saturn; thus the various ionization sources are usually not spatially coincident.

Several models of Titan’s interaction with the incoming plasma has been developed since Voyager-1 observations in 1980. The multispecies magnetohydrodynamic approach have been used in most of the one-dimensional [Keller et al., 1994], two-dimensional [Cravens et al., 1998], and three-dimensional models [Ledvina and Cravens, 1998; Kabin et al., 2000; Nagy et al., 2001; Backes et al., 2005; Ma et al., 2006]. Among these MHD models, that one developed by Backes et al. [2005] involves a detailed description of the magnetospheric and ionospheric electrons, providing a good agreement with the magnetic field observations around the closest approach during the Ta flyby. Very good concordances for the Ta and Tb flybys are also found by Ma et al. [2006] with models involving a set of chemistry equations to describe the ionosphere. These models provide a global description of the plasma environment in Titan’s close vicinity but are not able to take into account ion gyroradii effects which cannot be ignored in remote regions beyond the exobase, since the Larmor radii of the O+ ambient ions, as well as the gyroradii of the heavy pickup ions, are larger than the radius of the satellite itself. The importance of finite gyroradii near Titan has been first investigated by methods of test particle simulations [Luhmann, 1996; Ledvina et al., 2005].

A proper description of these kinetic effects requires at least the use of hybrid models which combine a kinetic dynamics of the ion species with a fluid description of the electrons. Such semikinetic models have been recently developed for the plasma interaction at Titan by Brecht et al. [2000], Kallio et al. [2004], Stillanpää et al. [2006], and by Simon et al. [2006]. All these models show the importance of finite gyroradii effects at a few Titan radii, and most of them emphasize the necessity of a multispecies approach. The hybrid model presented here differs from the preceding ones by the distinction made between the various ionization sources, a detailed consideration of the dynamics of the energetic kronian plasma as well as of the dynamics of the H2 ions. This simulation model includes ionization by extreme ultraviolet solar photons, by impacts of magnetospheric electrons and by charge exchange reactions. The neutral environment is described by the three main exospheric species: methane, molecular nitrogen, and molecular hydrogen. The production rates associated to the ionization sources are calculated locally and self-consistently by making use of the neutral densities and relevant ionization frequencies or cross sections. The same approach for the calculation of the production rates has been used successfully to describe the solar wind interaction with Mars [Modolo et al., 2005, 2006]. Moreover, this simulation model takes into account for the first time six ion species: the kronian plasma is modeled by thermal O+ and H+, and energetic H2, meanwhile the planetary plasma created by the ionization of the neutral exosphere involves three additional ionic species (CH+ 4, N2+, and H3+). We focus this investigation on flyby Ta of Titan by spacecraft Cassini which occurred on 26 October 2004. This paper is organized as follows: section 2 presents the main features of the simulation model, section 3 presents some simulation results, especially the description of the draping of the magnetic field around Titan (section 3.1), the plasma environment (section 3.2), the acceleration of the planetary plasma (section 3.3), and estimates of the escaping ionic fluxes (section 3.5). Results from the simulation are compared to the main features of the observations made by Voyager-1 and Cassini during flyby Ta.

2. Description of the Model

The present three-dimensional model belongs to the large class of hybrid models which retain a fully kinetic description of ions and treat the electrons as an inertialless fluid contributing to electric currents and enforcing charge neutrality. Particles and fields are treated self-consistently. Ions are represented by a set of macroparticles obeying the laws of motion of physical particles:

$$\frac{d\mathbf{v}_j}{dt} = \frac{q_j}{m_j} (\mathbf{E} + \mathbf{v}_j \times \mathbf{B}) \quad \left| x_j - x_{\text{planet}} \right| > R_T + h_{\text{exobase}} \tag{1}$$

$$\frac{d\mathbf{v}_j}{dt} = \frac{q_j}{m_j} (\mathbf{E} + \mathbf{v}_j \times \mathbf{B}) - \mathbf{F}_c \quad \left| x_j - x_{\text{planet}} \right| \leq R_T + h_{\text{exobase}} \tag{2}$$

$$\frac{dx_j}{dt} = v_j \tag{3}$$

where $\mathbf{x}_j, \mathbf{v}_j, q_j$, and $m_j$ are the position, velocity, charge, and mass, respectively, of macroparticle $j$. Here $x_{\text{planet}}, R_T$, and $h_{\text{exobase}}$ are the position of the planet in the simulation grid, the radius of Titan, and the altitude of the exobase, while $F_c$ is the drag force exerted by the atmosphere on the charged particle; this way of taking atmospheric collisions into account is discussed in section 2.2. The total number of macroparticles can be very large (several millions for simulations of planetary environments) and can be time dependent. A macroparticle can be viewed as a cloud of a given number of identical physical particles travelling together at exactly the same velocity: it has no internal degree of freedom; thus it cannot be considered as an elementary volume of plasma. Owing to their finite size and their ability to interpenetrate each other, macroparticles do not suffer close binary collisions and thus are able to mimic the Debye shielding occurring in plasmas. This basic property is the main justification of this concept. The number of physical particles represented by a given macroparticle is named its statistical weight. In uniform plasmas, using identical statistical weights for chemical species having very different physical densities would lead to insufficient statistical sampling of the minor species. Similarly, the use of identical statistical weights for macroparticles belonging to a given species having large spatial gradients would lead to insufficient statistics in the low-density regions or to extremely large number of macroparticles in dense regions. The use of macroparticles having individual statistical weights allows to overcome these difficulties. The assumption of a massless and charge neutralizing fluid, leading to $n_0 = \sum_i n_i = \rho_0$ is valid for scale lengths greater than the Debye length, which is the case for scale lengths considered in this study. Hence the
electric field is a function of state computed from the electron momentum equation:

\[ \mathbf{E} = -\frac{\mathbf{J}_e}{\rho} + \left( \nabla \times \mathbf{B} \right) \times \mathbf{B} - \frac{\nabla P_e}{\rho} \quad (4) \]

where the ionic current density \( \mathbf{J}_i = \sum n_i q_i \mathbf{U}_i \) is computed from the macroparticle data (density \( n_i \), charge \( q_i \), and velocity \( \mathbf{U}_i \)) and the total current density \( \mathbf{J} = \mathbf{J}_e + \mathbf{J}_i \) is derived from Ampère’s equation in which the displacement current term is neglected owing to the fact that only low-frequency phenomena are of interest. The time evolution of the magnetic field results from Faraday’s equation, meanwhile satisfying the solenoidal condition:

\[ \frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \mathbf{E} \quad (5) \]

\[ \nabla \cdot \mathbf{B} = 0 \quad (6) \]

\( \mathbf{E} \) and \( \mathbf{B} \) are computed on two identical grids shifted each other by half a grid size in all directions and allow ensuring the divergence free of the magnetic field to the second-order approximation [Birdsall and Langdon, 1985]. Different schemes exist to solve the huge system of coupled equations (1) to (6) governing the motion of particles and the evolution of the electromagnetic field. The core of the present hybrid model is founded on the “Current Advance Method and Cyclic Leapfrog” algorithm designed by Matthews [1994], now frequently referred as CAMCL. This latter reference gives a detailed description of the CAMCL algorithm and of its validation tests. The CAMCL kernel has been redesigned for the modelling of planetary environments [Modolo, 2004; Modolo and Chanteur, 2005].

First, by implementing individual statistical weights of macroparticles to enable a large range of physical densities extending over more than 6 decades. Second, by designing and implementing sources and sinks of particles and open boundary conditions adapted either to subsonic or hypersonic flows of the external plasma. Third, by optimizing the use of computer memory despite the fluctuating numbers of the external plasma. Third, by optimizing the use of computer memory despite the fluctuating numbers of the external plasma. This latter reference gives a detailed description of the plasma since the complex ionospheric chemistry is not included. Efficient models have been developed to describe Titan’s ionosphere [Toublanc et al., 1995; Keller et al., 1998; Galand et al., 1999; Cravens et al., 2005, and references therein]. However, the slowing down of the ions below the exobase can be roughly described by using the stopping power of the various atmospheric components (see section 2.2). Despite its simplicity the fluid model used to describe the electrons discriminates the hot electrons of the external plasma from the colder electrons of the planetary plasma by making at each timestep a partition of the simulation domain according to the instantaneous location of the transition boundary between these two plasmas: an adiabatic behavior determined by a polytropic index equal to 2 is assumed in each subdomain, with two different references of temperature for the undisturbed external plasma and for the ionospheric plasma. This physical and dynamic partition has been first designed and implemented in our Martian model [Modolo et al., 2005; Modolo and Chanteur, 2005; Modolo et al., 2006] and proved to be an essential feature of the modelling. A similar approach has been adopted but implemented differently by Simon et al. [2006].

[10] The model for the plasma interaction at Titan shares these generic features with the simulation model developed to study the solar wind interaction with the Martian exosphere [Modolo et al., 2005; Modolo and Chanteur, 2005; Modolo et al., 2006]. The first version of this model has been presented by Chanteur and Modolo [2005], it already included all the ionization sources known to be effective in Titan’s environment (especially the contribution from the corona of molecular hydrogen), but when the observations of Cassini during flyby Ta were announced that lead to some difficulties ignored by less exhaustive models existing at that time [e.g., Kallio et al., 2004]. It happened that with the plasma parameters derived from Cassini observations, the magnetospheric plasma was not able to confine the planetary plasma. That lead to a weak but noticeable non-stationarity due to a slight but steady inflation of the domain filled by the planetary plasma [Chanteur and Modolo, 2005]. The present simulation model for Titan’s environment is enriched with respect to the earlier one by several important processes such as the atmospheric breaking of charged particles penetrating below the exobase (section 2.2), the photoabsorption when computing the photoproduction (section 2.3), the description of the energetic magnetospheric plasma (section 2.4), and the calculation of the momentum transfer during charge exchange collisions between heavy incident ions (\( O^+ \)) and light neutral molecules (\( H_2 \)).

[11] The coordinate system used is centered on Titan: the X axis is parallel to the velocity \( V \) of the corotating plasma flow; the Y axis is orthogonal to \( V \), lays in the orbital plane of Titan and points toward Saturn; the Z axis completes the right-handed system and thus is parallel to the spin axis of Saturn. The size of the simulated domain is \( -6.4 \leq X \leq 7.4 \) Titan radii (\( R_T \)) and \( -10.8 \leq Y, Z \leq 10.8 \) \( R_T \). The simulation domain is meshed by a three-dimensional (3-D) uniform cartesian grid with a spatial resolution of 500 km. The dense atmosphere of Titan is considered as a fully absorbing obstacle; particles reaching or penetrating below an altitude of 700 km are stopped (but not removed from the simulation) and thus cease to contribute to the evolution of the system. Let us remark that below the exobase, located at 1430 km above the surface [Waite et al., 2005], the model cannot provide a rigorous description of the plasma since the complex ionospheric chemistry is not included. Efficient models have been developed to describe Titan’s ionosphere [Toublanc et al., 1995; Keller et al., 1998; Galand et al., 1999; Cravens et al., 2005, and references therein]. However, the slowing down of the ions below the exobase can be roughly described by using the stopping power of the various atmospheric components (see section 2.2). Despite its simplicity the fluid model used to describe the electrons discriminates the hot electrons of the external plasma from the colder electrons of the planetary plasma by making at each timestep a partition of the simulation domain according to the instantaneous location of the transition boundary between these two plasmas: an adiabatic behavior determined by a polytropic index equal to 2 is assumed in each subdomain, with two different references of temperature for the undisturbed external plasma and for the ionospheric plasma. This physical and dynamic partition has been first designed and implemented in our Martian model [Modolo et al., 2005; Modolo and Chanteur, 2005; Modolo et al., 2006] and proved to be an essential feature of the modelling. A similar approach has been adopted but implemented differently by Simon et al. [2006].

[12] No particular condition on the electromagnetic field is imposed inside the obstacle. Periodic boundary conditions along Y and Z directions, perpendicular to the direction of the external flow, are applied to the electromagnetic field and to macroparticles describing the external plasma. Open boundary conditions are used in the X direction at the entry and exit faces of the magnetospheric plasma. Modolo et al. [2005] have described boundary conditions which can be implemented in a kinetic simulation model for a supersonic flow of the external plasma, but simulating a subsonic flow is a more difficult task. In this latter case, particles need to be injected not only through the entry face of the simulation box (at \( X = -6.4 \) \( R_T \)) but also through the exit face (at \( X = 7.4 \) \( R_T \)) with a “physically reasonable” velocity distribution function. The difficult point is that the velocity distribution function of a plasma flow is unknown down-
stream of such a complex obstacle as a planetary body. There is unfortunately no alternative to using the velocity distribution function of the undisturbed external plasma flow, meanwhile placing the injection boundaries as far away as possible from the perturbing obstacle. In order to damp inward penetrating perturbations generated near the exit face, a spatial smoothing of the electromagnetic field is applied on the last five planes before the exit face. Indeed, even without considering the specific problem of particle injection, this golden rule of placing the boundaries as far away as possible from the interaction region is applied in all directions in order to minimize pressure perturbations reaching the boundaries. Open boundary conditions are applied to all components of the planetary plasma which is allowed to leave freely the simulation domain through any of its edges.

2.1. Titan’s Exosphere

[13] In our model the neutral environment of Titan is modeled by three spherically symmetric coronae of methane, molecular hydrogen and molecular nitrogen, the three major components of Titan’s exosphere [Waite et al., 2005; Yelle et al., 2006]. An atomic hydrogen corona exists but is less dense than the molecular hydrogen corona by almost a factor 10 [Toublanc et al., 1995; Garnier et al., 2007]. In addition H\(^+\) production rates (by solar photons, by electronic impact or charge exchange reactions) are smaller than the H\(_2\) production rates (by solar photons, by electronic impact or charge exchange reactions) are smaller than the H\(_2\) production rates (by solar photons, by electronic impact or charge exchange reactions). In a first attempt the H\(^+\) production rates, and so the atomic hydrogen corona, have not been included in the simulation model. Several models have been developed to describe Titan’s atmosphere [Yung et al., 1984; Toublanc et al., 1995; Lebonnois et al., 2001] but they are mainly focused on the lower atmosphere and do not describe the upper atmosphere above 2000 km, where the creation of pickup ions takes place. We chose radial profiles of densities given by simplified Chamberlain’s models [Chamberlain, 1963]: each neutral species is represented by a fluid in pressure equilibrium in the gravity field of the satellite but in two superposed isothermal layers having two different temperatures instead of a unique isothermal layer covering the full range of altitudes. The partial pressure \( p_i \) of chemical species “\( i \)” is solution of the following differential equation:

\[
\frac{dp_i}{dr} = -\frac{GM_T M_i p_i}{r^2 RT_i}
\]

where \( G \) is the gravitational constant, \( M_T \) is the mass of Titan, \( M_i \) and \( T_i \) are the molar mass and temperature of the neutral species “\( i \)” and \( R \) is the constant of gases. For each species the differential equation is integrated for given piecewise-constant temperature profiles with given number densities at the lower altitude. Table 1 presents the temperatures and the densities used to compute the densities profiles of the three neutral species taken into account. Below 925 km, the density of methane has been fixed to 2% of the molecular nitrogen density, in agreement with the Ion and Neutral Mass Spectrometer (INMS) observations [Waite et al., 2005; Yelle et al., 2006].

Figure 1 shows the radial density profiles of the neutral exospheric species of Titan taken into account by the model for altitudes greater than 700 km. Methane and molecular nitrogen are dominant below 2000 km. Molecular hydrogen, owing to its low mass, is the dominant species above 2000 km. The description of the corona of molecular hydrogen is important to characterize the interaction the kronian plasma with the neutral environment of Titan, this is a substantial source of planetary ions and a corresponding loss of atmospheric neutrals. The density profiles of molecular nitrogen and methane are in good agreement, at least up to 1500 km, with recently published models, derived from the Voyager-1 observations [Vervack et al., 2004], and from the latest results of INMS [Waite et al., 2005]. The density profile of H\(_2\) is similar to the profile derived by Amsif et al. [1997] and is in agreement with the INMS observations [Yelle et al., 2006]. Temperatures and densities in the range of 1200–2000 km control the extension of the neutral coronae, and thus influence the ionic production rate; a better description of the upper atmosphere taking into account the day/night asymmetry should improve the estimation of the atmospheric loss.

2.2. Atmospheric Breaking of Charged Particles

[15] The dynamics of the ions below the exobase cannot be rigorously described with an hybrid model, a Monte Carlo simulation model would be more appropriate. Nevertheless the slowing down of the ions in the upper atmosphere can be roughly described by including the

![Figure 1. Radial density profiles of the exospheric neutral species used in the simulation model. Molecular nitrogen, methane, and molecular hydrogen density profiles are represented by the red, black, and blue curves, respectively.](image-url)
stopping power of the atmosphere into the model. The stopping power of matter is the average rate of energy loss per unit path length of a charged particle moving through. This loss of energy is due to Coulomb collisions resulting in ionization and excitation of atoms and molecules (electronic stopping power), to the transfer of energy to recoiling nuclei in elastic collisions (nuclear stopping power), and for light particles like electrons to radiative losses [Berger et al., 2005, and reference within]. For ions the electronic stopping power dominates the nuclear one except at very low energies below a few keV. This concept is implemented in the simulation model by computing the energy loss of each concerned macroparticle during the time step:

$$E_j(t + 1) = E_j(t) - \Delta E$$

(8)

where $E_j(t)$ is the energy of the macroparticle $j$ at time $t$ and $\Delta E$ is the energy lost along the path of the particle during the time step.

$$\Delta E = \sum_s \Delta E_s, \quad s = CH_4, N_2$$

(9)

$\Delta E_s$ is the energy loss when the macroparticle travels in a given material $s$ (here the summation is over the two main atmospheric components CH$_4$ and N$_2$). And $\Delta E_s$ is defined by:

$$\Delta E_s = \frac{1}{\rho_s} \frac{dE}{dx}(\rho_s) \Delta d$$

(10)

where $1/\rho_s dE/dx(\rho_s)$ is the stopping power for material $s$, $\rho_s$ is the average mass density of material $s$ along the path length $\Delta d$ travelled by the particle during the time step. For 1 keV protons the stopping power of N$_2$ is equal to $1.49 \times 10^5$ MeV cm$^2$ g$^{-1}$ and that of CH$_4$ to $3.48 \times 10^5$ MeV cm$^2$ g$^{-1}$ [Berger et al., 2005]. In this first attempt to compute the atmospheric slowing down of ions, we have deliberately chosen a rather coarse and simplistic implementation involving a stopping power independent of energy and identical for all the ionic species. This was made to palliate artefacts of our earlier simulations of the plasma interaction at Titan (unpublished) in which too many planetary ions where created in the dense atmosphere well below the exobase. The time rate of energy loss experienced by an energetic ion moving at velocity $\vec{v}$ through the atmosphere $dE/dt = -dE/dx(\|\vec{v}\|)$ is equal to $F_C \cdot \vec{v}$, where $F_C$ is the drag force exerted by the atmosphere on the charged particle. The drag force, opposite to the velocity of the particle, is a simple way to represent the effect of numerous collisions along the path of the charged particle when neglecting the small and random angular deviations resulting from individual collisions.

[16] Results presented in section 3 demonstrate that it was worth including the effect of the dense atmosphere on the motion of charged particles; hence in future work the simulation model will be improved by distinguishing the stopping power of the different ions meanwhile retaining its dependency upon their energy.

### 2.3. Ionization Processes

[17] Planetary ions are produced by three ionization processes: photoionization, electronic impacts, and charge exchange reactions between planetary neutrals and ions, either primary ions pertaining to the magnetospheric plasma or secondary ions of planetary origin. The production rates are computed following the method designed by Modolo and Chanteur [2005] and used by Modolo et al. [2005]: they are not imposed but computed locally and self-consistently with regards to relevant neutral densities and ionization frequencies or cross sections, separately for each planetary species and each ionization process.

[18] Local photoproduction rates of N$_2$, CH$_4$ and H$_2$ are calculated by making use of the Extreme Ultraviolet flux model for Aeronomics Calculations (EUVAC) developed by Richards et al. [1994] and taking into account the atmospheric photoabsorption. EUVAC is based on a reference spectrum involving 37 wavelength intervals, covering a range of 5 to 105 nm. Table 2 gives the photoionization frequencies of the main neutral components at 1 AU for the EUV solar flux at solar minimum and above the atmosphere, that is, not altered by the atmospheric photoabsorption. The photoabsorption by the atmosphere of the planet is computed for the chosen radial profiles of the neutral species N$_2$, CH$_4$, and H$_2$ and by using the photoabsorption cross sections given by Schunk and Nagy [2000]. Production rates are thus calculated with the usual expression [see Schunk and Nagy, 2000]

$$q_{\lambda i}^{\text{photo}}(z, \chi) = n_X(z) \int^\lambda_0 \sigma_{\chi}^X(\lambda) I_{\lambda}(\lambda) \exp[-\tau(z, \chi)] d\lambda$$

(11)

where $q_{\chi i}$ is the production rate of the ion specie $X^i$, $n_X(z)$ is the density of the neutral component $X$ at the altitude $z$, $\sigma_{\chi}^X$ is the ionization cross section of the specie $X$, $I_{\lambda}$ is the nonattenuated solar EUV flux calculated with the EUVAC model [Richards et al., 1994] and the optical depth defined as

$$\tau(z, \lambda, \chi) = \int^z_\infty \sum_s n_s(z) \sigma^s_\lambda(\lambda) \sec \chi dz$$

(12)

where $\sigma^s_\lambda$ are the absorption cross section, $\chi$ is the solar zenith angle, and index $s$ corresponds to the three main neutral species of interest (N$_2$, H$_2$, and CH$_4$). Note that the expression of the optical depth is valid for $\chi < 75^\circ$, above this limit the full expression of the optical depth defined by Rees [1989] is used.

[19] The photoproduction rates are computed for each neutral component in the configuration encountered by spacecraft CASSINI during its first close encounter with Titan on 26 October 2004. At this date Titan was located at 1036 saturnian local time (SLT), and the declination of the Sun relative to the orbital plane of Titan was $\alpha_{\text{sol}} = 23.38^\circ$.

[20] The electron impact ionization being an important source of planetary ions is included in this model. Only magnetospheric electron impacts are taken into account since impacts of photoelectrons do not contribute significantly to the ionization above the exobase level. Table 2 indicates the ionization frequencies per electron for a maxwellian electron gas at a temperature of 200 eV. In
the present implementation of the simulation model the production rate is computed assuming that the ionization frequency per electron is independent of the electron temperature. This approximation is justified by the fact that ionization frequencies do not vary significantly for electron temperatures in the range of 150 eV to 500 eV (less than 10% variations). Electronic impact production rates are calculated with the following expression [Cravens et al., 1987]

\[ q_{\text{imp}}^{\text{v}}(\vec{r}) = n_{e}(\vec{r})n_{X}(\vec{r})\nu_{\text{X}}^{\text{imp}} \]

\[ \nu_{\text{X}}^{\text{imp}} = \int_{v_{\text{min}}}^{v_{\text{max}}} f(v)\sigma_{\text{imp}}(v)4\pi v^{2}dv \]

where \( n_{e} \) is the magnetospheric electron density, \( n_{X} \) is the neutral density of the specie \( X \), \( f(v) \) is the normalized Maxwellian distribution function, and \( \sigma_{\text{imp}} \) is ionization cross sections by electronic impact. Cross sections used are taken from the National Institute of Standards of Technology [Kim et al., 2004].

[21] Charge exchange reactions are also included in the present simulation model. During a charge exchange collision a magnetospheric atomic ion captures an electron from a planetary neutral atom or molecule leaving place to an energetic neutral atom (ENA) and a cold planetary ion. Production rate of planetary ions through these reactions depends upon the neutral and charged densities and cross sections and upon the relative velocity of the two colliding particles. The following reactions are considered:

\[
\begin{align*}
\{ & O^{+} \\
\{ & H_{\text{th}}^{+} \\
\{ & H_{\text{ener}}^{+} \\
\{ & N_{2} \rightarrow CH_{4} \rightarrow H_{\text{th}}^{+} \rightarrow H_{\text{ener}}^{+} \rightarrow CH_{4}^{+} \rightarrow H_{2}^{+} \rightarrow H_{2}^{+} \n\end{align*}
\]

where subscripts th and ener refer to thermal and energetic ions, respectively. So far only nondissociative charge transfer are considered, assuming that molecular bonds are not broken during the collision. Cross sections used in the simulation are given by Table 3. Variations of the considered nondissociative charge transfer cross section with the energy are poorly known in the energy range of interest [10 eV to 30 keV]. In a first attempt to mimic the charge exchange reactions, cross section are assumed to be constant.

[22] The required charge exchange cross sections have been extracted from different sources [Elliot, 1977; Lindsay et al., 1998; Hoffman et al., 1982; Phaneuf et al., 1978]. Only the cross sections for the \((O^{+}, CH_{4})\) reaction have not been found and cross sections of the \((N^{+}, CH_{4})\) reaction have been used instead.

### 2.4. Magnetospheric Plasma

[23] During the first close flyby of Titan by the Cassini spacecraft on 26 October 2004 (called \( T_{b} \) flyby), observations made by experiments CAPS and MAG revealed a great variability of the magnetospheric plasma surrounding Titan, making difficult the definition of a set of parameters describing the unperturbed upstream flow of the magnetospheric plasma for the simulations. Since the observations performed by the CAPS experiment confirm the basic findings of the Voyager 1 encounter [Szegö et al., 2005], we have chosen upstream parameters from the Voyager 1 encounter with Titan. Before Cassini observations the heavy ions were thought to be nitrogen ions, but Cassini/CAPS has demonstrated that heavy ions are indeed oxygen ions. In the vicinity of Titan, the background magnetospheric plasma is mainly composed of light \((H^{+})\) and heavy \((O^{+})\) ions with average number densities of 0.1 cm\(^{-3}\) and 0.2 cm\(^{-3}\), respectively [Hartle et al., 1982; Neubauer, 1992]. The temperatures of the different plasma components have been chosen in accordance to the parameters observed from Voyager 1, that means 210 eV for the thermal magnetospheric protons and 2.9 keV for the \(O^{+}\) magnetospheric ions [Neubauer, 1992]. The magnetospheric electron temperature has been set to 200 eV and the ionspheric electron temperature to 1 eV. The present simulation model also differs from other models by including the energetic component of the magnetospheric plasma. This energetic component, mainly composed of energetic protons and electrons, has been characterized by the low-energy charged particle (LECP) on board Voyager 1 and 2 [Krimigis et al., 1983]. The Magnetospheric Imaging Instrument (MIMI) on board Cassini provides new insights on its spatial distribution and dynamics [Krimigis et al., 2004]. In the vicinity of Titan’s orbit, Voyager 1 and 2 observations indicated a density of \(1.6-1.7 \times 10^{-3}\) cm\(^{-3}\) in the energy between 16 keV to 30 keV [Krimigis et al., 1983]. The distribution function is well fitted by a \(k\) distribution with a \(k\) almost equal to 7. In the present simulation of flyby \( T_{b} \), these energetic protons are represented by a maxwellian population having a number density of \(1.5 \times 10^{-3}\) cm\(^{-3}\) and a temperature of 30 keV. Although being a minor component with respect to the number density, the energetic electrons having energy larger than 10 keV contributes to more than 50% of the total pressure [Maurice et al., 1996], a contribution mandatory to explain the confinement of the planetary plasma under the accepted upstream conditions for the thermal magnetospheric plasma. It is to be noticed that in our earlier, unpublished, simulations not including this

### Table 2. Photoionization Frequency at 1 AU in Solar Minimum and Electron Impacts Ionization Frequency for a Plasma With an Electronic Temperature of 200 eV

<table>
<thead>
<tr>
<th>Species</th>
<th>Frequency, s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(_2)</td>
<td>(3.35 \times 10^{-7})</td>
</tr>
<tr>
<td>CH(_4)</td>
<td>(5.75 \times 10^{-7})</td>
</tr>
<tr>
<td>H(_2)</td>
<td>(7.46 \times 10^{-8})</td>
</tr>
</tbody>
</table>

### Table 3. Cross-Section Values Used for the Simulation

<table>
<thead>
<tr>
<th>Cross Section, cm(^2)</th>
<th>O(^+)</th>
<th>H(_{\text{th}})</th>
<th>H(_{\text{ener}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(_2)</td>
<td>(3.0 \times 10^{-16})</td>
<td>(2.0 \times 10^{-16})</td>
<td>(3.0 \times 10^{-16})</td>
</tr>
<tr>
<td>CH(_4)</td>
<td>(5.0 \times 10^{-16})</td>
<td>(3.0 \times 10^{-15})</td>
<td>(9.0 \times 10^{-16})</td>
</tr>
<tr>
<td>H(_2)</td>
<td>(2.0 \times 10^{-15})</td>
<td>(2.5 \times 10^{-16})</td>
<td>(6.0 \times 10^{-16})</td>
</tr>
</tbody>
</table>

\(^{*}\)The \((O^{+}, CH_{4})\) cross section has not been found and the \((N^{+}, CH_{4})\) cross section has been used.
energetic component, the region filled by the planetary plasma was continuously inflating, carving a correspondingly expanding cavity in the surrounding magnetospheric plasma. Under conditions of the $T_A$ flyby a stationary solution is reached only when this energetic plasma component is included. Since the upstream undisturbed magnetospheric plasma is not the purpose of this study, it is represented by as few macroparticles as possible (two macroparticles per cell in average for each ion species ($H^+, H^{ener}+$ and $O^+$)). In order to avoid statistical problems, the same numbers of macroparticles per cell have been used for the three magnetospheric ion populations, and the statistical weights of macroparticles have been adjusted to render the physical composition of the magnetospheric plasma. The flow velocities have been chosen to be aligned with the nominal direction of the corotation and the flow speed has been set to $110 \ \text{km s}^{-1}$, in agreement with the Voyager 1 and Cassini observations which indicate a drift velocity in the range of $80–160 \ \text{km s}^{-1}$ [Hartle et al., 1982; Szego et al., 2005]. The upstream magnetic field was set as $B = (0.72, 2.38, -5.60) \ \text{nT}$ in the simulation frame precedently defined, that corresponds to the average observation of the inbound magnetic field during the Ta flyby [Backes et al., 2005]. With these parameters the Alfvén velocity is equal to $74 \ \text{km s}^{-1}$ and the plasma $\beta$ to $8.2$. The magnetospheric flow is then super-Alfvénic and subsonic with Alfvénic and sonic mach numbers equal to 1.47 and 0.52, respectively. These simulation parameters reflect the mean plasma parameters and the configuration encountered by Cassini during flyby $T_A$.

3. Simulation Results

[24] The simulation program is run from time $t = 0 \ \text{s}$ to $t \simeq 2600 \ \text{s}$ (corresponding to 9500 time steps) and a quasi-stationary solution is reached around time $t \simeq 1500 \ \text{s}$, which means that the global picture of the ionized environment is no more evolving. The simulation results are presented at time $t \simeq 1500 \ \text{s}$ and are similar to snapshots of the state of the simulation. The time step is equal to $1/100 \ \Omega_{O^+}^{-1} \simeq 0.27 \ \text{s}$, where $\Omega_{O^+}^{-1} = m_{O^+}/qB_0$ is the $O^+$ cyclotron frequency, in order to resolve accurately the cyclotron motion of the lighter protons.

[25] To discuss the main features of the three-dimensional distribution of plasma around Titan, two-dimensional cuts of the simulation output are examined: namely by plane $XY$ containing the direction of the ideal corotation velocity $V_{co}$ ($+X$ axis) and the direction toward Saturn ($+Y$ axis), by plane $XZ$, containing $V_{co}$ and the direction of the northward spin axis of Saturn ($+Z$ axis), and by plane $YZ$, containing the direction of Saturn and the northward spin axis of Saturn. The $XY$ plane may be referred as the equatorial plane, the $XZ$ plane as the meridian plane (of Titan) containing the corotation velocity, the $XZ$ plane is the kronian meridian plane defined by the center of Titan, it may be referred as the meridian plane (of Titan) normal to the corotation.

3.1. Draping of the Magnetospheric Magnetic Field Around Titan

[26] Figure 2 shows the intensity of the magnetic field in the vicinity of Titan. These maps in planes $XY$ and $XZ$ clearly show, according to the subsonic nature of the incoming magnetospheric flow, that a bow shock is not produced in the simulation in agreement with Cassini observations [Backes et al., 2005] and with the Voyager 1 observations [Ness et al., 1982]. The magnetic field is highly draped around Titan producing an induced magnetic tail and a pileup region on the ram side. Owing to the orientation of the incoming magnetic field, the magnetic lobes are not clearly visible on the two simulations cuts. The most intense magnetic field in the pileup region is shifted.
with respect to the nominal ram direction to the side opposite to Saturn, as already noticed in other hybrid simulations [Sillanpää et al., 2006]. Moreover, a stronger magnetic field is seen on the edge of the induced magnetic tail closer to Saturn (Figure 2a), in agreement with Cassini observations [Backes et al., 2005]. These patterns have also been noticed in hybrid simulations of Sillanpää et al. [2006] but for different orbital phases. Another interesting feature is the shift of the magnetic tail toward Saturn evidenced by Figure 2a. The plasma wake of Titan is shifted in the direction opposite to the corotational electric field ($\mathbf{E} = -\mathbf{V} \times \mathbf{B}$) and then, mainly directed toward Saturn. This shift of the magnetic and plasma tail have been seen first by the Voyager 1 observations [Ness et al., 1982; Hartle et al., 1982] and is very likely associated to a kinetic behavior. Sillanpää et al. [2006] suggest that as heavy ions are accelerated in the direction of the electric field, the thermal plasma flow has to move in the opposite direction, that is, toward Saturn in this case, in order to conserve the momentum transverse to the direction of the corotation. Owing to the kinetic nature of this effect, the plasma shift can not be reproduced by MHD simulations models but is self-consistently included in hybrid models [Kallio et al., 2004; Sillanpää et al., 2006; Simon et al., 2006].

[27] Figure 3 presents the Bx component in the YZ plane, at three Titan radii in the wake of Titan. Figure 3 shows the cross section of the magnetic tail delimited by the ellipse overlaid on the map and reveals two magnetic lobes created by the draping of the magnetic field around the obstacle. The two lobes have an opposite polarity and are separated by a thin neutral sheet. The tilt of the magnetic wake with respect to the Z axis is controlled by the direction of the upstream magnetospheric field observed by the MAG experiment on board Cassini [Backes et al., 2005]. This wake structure is mainly populated by heavy ions originating from the ionization of the neutral atmosphere of Titan (see section 3.2.2).

3.2. Plasma Environment

[28] The magnetospheric plasma in corotation with Saturn and the planetary plasma created by the partial ionization of the neutral exosphere constitute the plasma environment of Titan. The corotating (or kronian) plasma is mainly composed of low-energy O$^+$ and H$^+$ ions and of less than 1% of energetic protons, whereas the exospheric plasma is made of N$_2^+$, CH$_4^+$, and H$_2^+$ ions. Figure 4 shows density maps for O$^+$, low-energy (or thermal) H$^+$, CH$_4^+$, and H$_2^+$, in two-dimensional cuts of the simulation domain by XY and XZ planes. Density maps in Figures 4c, 4e, and 4g reveal a lateral shift of the low-energy plasma wake toward Saturn (i.e., along the Y axis) already noticed for the induced magnetic tail. By contrast, the plasma wake is almost symmetric in the XZ plane (Figures 4b, 4d, 4f, and 4h).

3.2.1. Kronian Plasma

[29] Figures 4a, 4b, 4c, and 4d show density maps of O$^+$ and thermal H$^+$ ions in the XY and XZ planes. Upstream of Titan the density of these two species fluctuate around the 0.2 cm$^{-3}$ and 0.1 cm$^{-3}$, respectively. The rather large amplitude of these fluctuations is due to the small number of macroparticles per cell used to represent the unperturbed flow of these two populations. It appears from these maps that the interaction with Titan deflects the components of the magnetospheric plasma flow in two different ways. A cavity colocated with the induced magnetic tail is carved by the planetary plasma in the flow of the low-energy protons as evidenced by Figures 4c and 4d. Thermal protons are repelled from Titan by the planetary plasma at least beyond 2 $R_T$. The number density of magnetospheric thermal protons inside this cavity is lower than $1. \times 10^{-2}$ ions cm$^{-3}$. By way of contrast, Figure 4a indicates that the flow of oxygen ions is not deflected toward Saturn along the magnetic tail. Density maps of energetic protons being very much alike are not shown here, but it should be noticed that the density of this energetic population is smaller by a
factor 100. These two populations behave almost in the same way: they penetrate quite close to the exobase, their densities are depleted by less than a factor 10 in a downstream region aligned with the upstream flow. The depletion of heavy magnetospheric ions in the plasma wake of Titan was first recognized from Voyager observations, although these ions were first thought to be N+ ions instead of O+ as recently discovered by experiment Cassini/CAPS [Sittler et al., 2005]. This different behavior is readily explained by the larger Larmor radii of the O+ and energetic protons leading to a deeper penetration in the exosphere of the satellite because they are less affected by the draping the magnetic field which occurs at scales smaller than their gyroradii (the gyroradii for O+, energetic H+ and thermal H+ are respectively 5100 km, 4100 km, and 343 km for the set of parameters given in section 2.4). High densities of all magnetospheric ionic species that can be seen below the exobase in Figures 4a to 4d are remnants of the initial stages of the simulation corresponding to the nonphysical transient necessary to build the stationary plasma environment around Titan from a necessarily coarse initial condition. Particles taken to rest by the atmospheric braking are not eliminated from the simulation but they no longer contribute to its time evolution, the unique possible effect of their accumulation below the exobase is to decrease the electric field and thus the variations of the magnetic field in the atmosphere, they indeed play a stabilizing role in this buffer region which cannot be described by an hybrid simulation model.

3.2.2. Exospheric Plasma

Density maps of CH4+ and H2+ in XY and XZ planes are presented on Figures 4e to 4h. The density maps of N2+ and CH4+ being quite similar only the methane ion density maps are shown and discussed. The heavy species N2+ and CH4+ of the planetary plasma fill the region delimited by the magnetic pileup boundary and colocated with the cavity carved in the flow of low-energy kronian protons. The density map of CH4+ in the XY plane displayed in Figure 4e illustrates the shift of the planetary plasma wake toward Saturn, that is, the direction opposite to the corotational electric field. Figure 4f reveals the asymmetry of the planetary plasma wake with respect to the equatorial plane.
due to the position of Sun below that plane; the declination of Sun relative to Titan’s orbital plane is $\alpha_{\text{sun}} = 23.38^\circ$. The density reaches a maximum equal to a few hundred of ions per cm$^{-3}$ below the exobase and on the illuminated side of Titan around the subsolar point (the direction to Sun is indicated by an arrow on Figure 4e). One strength of semikinetic models, compared to fluid models, is to describe the dynamic of each ions species. Such models make possible to monitor the particles behavior and are able to identify the ionization source. The contribution of the different population origin to the global plasma environment is thus feasible (not shown). Photoionization thus appears as the main source of the heavy components of the planetary plasma. A secondary contribution exists on the ramside facing the corotation flow due to electronic impacts. Electronic impact ionization contributes mainly to the creation of the planetary ions detected on the ramside. On the other hand, charge exchange process is a minority ion production for heavy planetary ions. Density of CH$_4$ and N$_2$ ions produced by charge exchange contributes to less than few ions per cm$^{-3}$. Meanwhile, these results can be affected by the used of more accurate charge exchange cross sections, and their dependence upon the energy, it is not unrealistic to neglect the charge exchange process for heavier ions (CH$_4$ and N$_2$) as a first approximation. This statement can not be applied for light planetary ions (H$_2$). Owing to the low gravity of Titan, the extension of the molecular hydrogen corona is substantial and its coupling with the magnetospheric plasma is important far from Titan ($>2$ R$_T$). Charge exchange process is thus the main ion production of light ions, following by photoionization, and electronic impact ionization.

\[32\] The wake of the lighter H$_2$ ions is also shifted toward Saturn as evidenced by Figure 4g, but Figure 4g shows no evidence of a north–south asymmetry which could have been expected from photoionization. One noteworthy feature is the presence of the H$_2$ ions far from Titan (up to the edges of the simulated volume at 10 Titan radii) due to the extended corona of molecular hydrogen. H$_2$ ions are the dominant pickup ions population at high altitudes in agreement with Voyager 1 observations [Sittler et al., 2005].

\[33\] The electron density, equal to the sum of the various ionic densities in an hybrid model, reaches a maximum value of the order of 1000 electrons cm$^{-3}$, while the Radio and Plasma Wave Science-Langmuir Probe (RPWS-LP) measured a maximum density equal to 3800 cm$^{-3}$ and 3200 cm$^{-3}$ for Ta and Tb flybys, respectively, near 1250 km of altitude [Wahlund et al., 2005]. This important discrepancy can be explained by the absence of a set of chemical equations and a detailed atmosphere in the simulation model, essential to describe the ionosphere of the body. Moreover, the spatial resolution (500 km), is not sufficient to characterize accurately this region. The detailed ionospheric simulation model developed by Cravens et al. [2005] present a very good agreement with the Cassini’s observations. Below the exobase level, the gyroradii of the pickup ions can be much lower than 1000 km and the flow is more fluid-like, suggesting that a fluid model provides a better description due to a more accurate spatial grid.

\[34\] The plasma wake of Titan is then mainly composed of heavy pickup ions (CH$_4$ and N$_2$), consistent with the observations of the CAPS experiment [Hartle et al., 2006]. Figure 5 present the CH$_4$ ions density in the wake of Titan at 6 Titan radii from the center of the satellite, in the YZ plane. Two area can be easily distinguished: the main plasma wake and a smaller region in the direction of the corotational electric field. The CH$_4$ density of the central part of the wake reach 4–6 ions per cm$^{-3}$ at 6 Titan radii and is then consistent with the Voyager 1 observations given a density in the wake around 40 cm$^{-3}$ near 2.8 Titan radii [Gurnett et al., 1982]. The density of N$_2$ ions at 6 Titan radii is slightly lower than the CH$_4$ density. One notable feature is the asymmetric shape of the plasma wake and its shift toward Saturn ($Y > 0$). In the wake of Titan the simulation results emphasize the importance of the gyroradius effects seen in the Voyager 1 analysis and suggest the use of a

Figure 5. Density map of the CH$_4^+$ in the YZ plane and located at 6 Titan radii in the wake. The direction of Saturn point toward the +Y direction. The projection of the upstream magnetic field is indicated as well as the direction of the incoming plasma flow.
kinetic approach above 2000 km. The second region, located outside of the main wake of Titan, is strongly extended along the corotational electric field direction. This region contains heavy planetary ions, picked up by the ambient flow, with a significant energy (cf section 3.3). The density of this pickup population is lower by a factor 10 than the ion density in the central part of the wake.

3.3. Plasma Acceleration

[35] Hybrid models allow to study the acceleration of the pickup ions, since a kinetic approach is used to describe the ions. Figure 6 shows maps of energy per nucleon for $\text{N}_2^+$ ions in different plane parallel to the terminator plane (YZ plane). This pseudo 3-D view of the energy allow to characterize the plasma acceleration of the pickup ions in the wake of Titan. Maps of energy for $\text{CH}_4^+$ ions (not seen) present similar features than $\text{N}_2^+$ ions energy maps.

[36] The two region pointed out on the $\text{CH}_4^+$ ions density map (Figure 5) are clearly seen on Figures 6 and 7. In Figure 7, pick-up ions located outside of the plasma wake, are concentrated in the anti-Saturn face, strongly colimated in regards of the corotating electric field.

[37] The maximum energy reach by these pickup ions, in the wake, can reach 400 eV per nucleon and should provide significant signature on the CAPS instrument. Up to now, these high-energy ions (greater than 10 keV) have not be observed, perhaps due to the trajectory of the Cassini spacecraft which did not cross the pickup ions “beam,” or the field of view of the experiment was not in the best position to observe them. In the central part of the wake (Figure 6), the ions are cold (less than 5 eV per nucleon). The acceleration by the corotating plasma is clearly seen, the energy increase progressively from the central part of the wake to the edge of the plasma wake in the direction of the corotational electric field. The region where the corotational electric field point out is a favor region for the acceleration and escape of ions created around the exobase level. When the exospheric ions are born in the corotational electric field side, they are accelerated upward out of the atmosphere and carried away by the kronian flow.

3.4. Simulation Results Along the Trajectory Orbit

[38] Figure 8 presents the total density, the speed of the plasma, and the magnetic field components along the trajectory of the spacecraft for plus and minus 30 min around the closest approach.

[39] The total density (Figure 8a) can be compare with the electron number density estimated by the RPWS-LP measurements [Wahlund et al., 2005]. Meanwhile, this simulation model is very poorly implemented to describe the ionospheric plasma, a satisfactory agreement on the global shape and density values are noticed with the observations. The maximum of the simulated density occurred at 1529 UT and reach the value of 985 cm$^{-3}$ while observations suggest a maximum of density of 3800 cm$^{-3}$ at 1528 UT. As has been mentioned previously, this model is not adapted to discuss about the Titan’s ionosphere since the ionospheric
chemistry is not included and the spatial resolution is relatively coarse.

Figure 8b shows the simulated speed of the plasma and can be compared with the observations made by the Cassini Plasma Spectrometer (CAPS) [Szegő et al., 2005]. The deceleration of the plasma flow has been observed from 1508 UT to 1522 UT. This plasma flow deceleration is due to the loading of the magnetospheric flow with heavy planetary ions. The simulation is in excellent agreement with the Cassini observations and predicts a drop of the flow from 100–140 km/s to 1–6 km/s as has been observed by the Langmuir Probe [Wahlund et al., 2005].

Figure 8c illustrates the magnetic field components along the spacecraft trajectory and can be compared to the magnetic data [Neubauer et al., 2006]. Magnetic field values are presented in the new draping coordinate system DRAP defined by Neubauer et al. [2006]. In this coordinate system XDRAp is along the flow direction, ZDRAp is antiparallel to the magnetic field vector B0 in the incident flow, and YDRAp completes the right handed Cartesian system. This draping coordinate system is chosen to ensure that outside the draping region proper the component BX, BY are essentially zero. According to the nomenclature defined by Neubauer et al. [2006], a fast transition between “weak draping” and “strong draping” is noticed in the simulation at 1510 UT, while magnetic field observations show a transition at 1509 UT. The onset and termination have been referred as the draping boundary layers. After the onset, a continuous increase of BZ is noted in the simulation and the observations. The main point of discrepancies between the model and the observations is the absence in the simulation result of a strong positive BX component over the time interval [1535–1539] UT. The coarse simulation grid (500 km) might be the cause of this issue, since the thickness of the observed structure is ~1200 km which corresponds to two simulation grid points. The outbound draping boundary in the simulation is noticed at 1548–1551 UT, while observations suggest an outbound boundary at 1541 UT. This difference may be explained by a change in the upstream magnetic field orientation. Meanwhile, the simulation assume a stationary incident flow during the flyby, the magnetic field observations indicate a change between inbound (B0 = [0.72, 2.38, −5.60] nT) and outbound (B0out = [1.99, 3.53, −3.93] nT) [Backes et al., 2005].

Considering the limited spatial resolution of the present simulation and the possible effect due to the incident plasma flow variations, the simulated plasma environment is in reasonable agreement with the in situ measurements made by spacecraft Cassini.

3.5. Ion Escaping Flux

One of the major loss of the neutral exosphere of Titan can be described in terms of plasma escape, where neutral atoms or molecules could be ionized and dragged away. Up to now, no significant data sets are available to give an accurate estimation. Sillanpää et al. [2006] suggest a more or less constant escaping flux for different orbital phase but the electron impact ionization is not included in their model and may affect these estimations. Furthermore, the in situ estimation of ion escaping flux is given by a one observation point and it is calculated assuming the geometry of the plasma wake. Global models provide a 3-D view of the plasma environment and take into account the different asymmetry of the wake, improving the escaping ion flux estimation.

An estimation of the N2+, CH4+ and H2+ ions escaping flux have been derived and presented in Table 4. The estimated loss rates varied by less than 10% over the time t = 1500 s and time t = 2600 s. Table 4 presents the average escaping flux over this time period. Since the present simulation model does not present any loss term which can balance the ion production, the escaping flux estimated may be interpreted as a theoretical maximum total ion loss rates.

The ions which leave the simulation box contribute to our estimation of the escaping ions. The major ionization process which contribute to heavy pickup ion escape is the
Table 4. Estimation of Escaping Flux in Hybrid Simulation for Minimum Solar Condition*

<table>
<thead>
<tr>
<th>Species</th>
<th>(N_2^+)</th>
<th>CH(_4^+)</th>
<th>H(_2^+)</th>
<th>All Pickup Ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photoionization</td>
<td>0.9 ± 0.1</td>
<td>1.5 ± 0.1</td>
<td>0.3 ± 0.0</td>
<td>2.7 ± 0.2</td>
</tr>
<tr>
<td>Electron impact ion.</td>
<td>0.4 ± 0.1</td>
<td>0.7 ± 0.2</td>
<td>0.1 ± 0.0</td>
<td>1.2 ± 0.2</td>
</tr>
<tr>
<td>Charge exchange</td>
<td>0.0 ± 0.0</td>
<td>0.1 ± 0.0</td>
<td>2.1 ± 0.1</td>
<td>2.2 ± 0.1</td>
</tr>
<tr>
<td>Total</td>
<td>1.3 ± 0.2</td>
<td>2.3 ± 0.3</td>
<td>2.5 ± 0.1</td>
<td>6.2 ± 0.3</td>
</tr>
</tbody>
</table>

*The escaping flux is detailed following the ionization origin of the exospheric ion.

photoionization, following by the electronic impact ionization and in a minority proportion the charge exchange process, as illustrate Table 4. Owing to the large extension of the molecular hydrogen corona, the charge exchange process between magnetospheric ions and neutrals (H\(_2\)) is the most efficient ionization source of light ions. H\(_2^+\) ions ionized by this process contribute predominantly to the loss rate. As it have been mentioned in section 2.3, charge exchange cross sections used in the simulation model are assumed to be constant and do not vary with the energy. A more accurate estimate of the cross section and their dependence with the energy may affect the estimation of the escaping ions flux with charge exchange process as ionization origin. The total loss rate is in quite good agreement with the estimation deduced from the RPWS-Langmuir probe estimation. For the ta flyby, the Langmuir probe measured a total escape flux of \(10^{25}\) ions/s, assuming a cylindrical geometry [Wahlund et al., 2005]. This escaping flux is roughly 10 times higher than the loss rate deduced from the Voyager 1 observations [Gurnett et al., 1982] but for a different orbital phase and different solar activity conditions.

[46] The estimation of the heavy ions escaping flux is also in quite good agreement with the estimation given by Sillanpää et al. [2006] from a different hybrid simulation model and suggesting a net ion outflow of the order of \(4.5 \times 10^{25}\) N\(_2^+\) ions per second and \(1.12 \times 10^{25}\) CH\(_4^+\) ions per second. Ma et al. [2006] predicts a total escape fluxes less important by a factor 10 and is in better agreement with the Ledvina et al. [2005] estimation. The escaping ion flux can be strongly affected by the orbital phase as well as the upstream parameters of the incoming flow. More Cassini flybys, with global simulations in complements, are necessary to specify if the escaping flux is roughly constant or strongly influence by different parameters.

4. Conclusions

[47] A three-dimensional multispecies hybrid model has been designed to investigate the plasma environment of Titan and to estimate the escape of exospheric ions. The model output has been compared to some of the Cassini observations made 26 October 2004 during flyby \(T_d\) of Titan. The model includes a self-consistent computation of the planetary plasma source thereby allowing an independent estimation of the escape fluxes of three major ion species. For the first time the full dynamics of six ions species (O\(^+\), thermal and energetic H\(^+\), N\(_2^+\), CH\(_4^+\), and H\(_2^+\)) is included in a global hybrid model.

[48] The distribution of the plasma and the draping of the magnetic field around Titan show a strong asymmetry with respect to the direction of the corotational electric field. We found that the plasma wake of Titan is shifted toward Saturn (i.e., in the direction opposite the corotational electric field) in agreement with Voyager 1 and Cassini observations. In agreement with theoretical predictions, for an incoming submagnetosonic plasma, the simulation does not show any bow shock upstream of Titan but a pileup of the magnetic field lines is clearly visible on the ramside. Other flybys of Titan by Cassini, for various orbital phases of the satellite and different spacecraft trajectories will be investigated and compared to the model output in future investigations with this model.

[49] The presented results emphasize the complex structure of the plasma wake of Titan, dominated by finite gyroradii effects, and point out the necessity of a multispecies approach. This simulation of the plasma interaction at Titan leads to a computed total loss rate of planetary ions equal to \((\sim 6 \times 10^{25}\) ions/s), a value slightly above the one derived from the observations made by the Langmuir Probe by assuming a cylindrical symmetry of the plasma wake.
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