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HIGH ORDER TIME DISCRETIZATION FOR BACKWARD SEMI-LAGRANGIAN METHODS

FRANCIS FILBET, CHARLES PROUVEUR

Abstract. We introduce different high order time discretization schemes for backward semi-Lagrangian methods. These schemes are based on multi-step schemes like Adams-Moulton and Adams-Bashforth schemes combined with backward finite difference schemes. We apply these methods to transport equations for plasma physics applications and for the numerical simulation of instabilities in fluid mechanics. In the context of backward semi-Lagrangian methods, this time discretization strategy is particularly efficient and accurate when the spatial error discretization becomes negligible and allows to use large time steps.
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1. Introduction

A model which can be used in many cases for the study of plasma as well as beam propagation is the Vlasov equation coupled with the Maxwell or Poisson equations to compute the self-consistent fields. It describes the evolution of a system of particles under the effects of external and self-consistent fields. The unknown $f(t, x, v)$, depending on the time $t$, the position $x$, and the velocity $v$, represents the distribution of particles in phase space for each species with $(x, v) \in \mathbb{R}^d \times \mathbb{R}^d$, $d = 1, \ldots, 3$. Its behaviour is given by the Vlasov equation,

$$\frac{\partial f}{\partial t} + v \cdot \nabla_x f + \mathbf{F}(t, x, v) \cdot \nabla_v f = 0,$$

1
where the force field $F(t, x, v)$ is coupled with the distribution function $f$ giving a nonlinear system. We first define $\rho(t, x)$ the charge density and $J(t, x)$ the current density which are given by

$$\rho(t, x) = q \int_{\mathbb{R}^d} f(t, x, v) dv,$$

$$J(t, x) = q \int_{\mathbb{R}^d} v f(t, x, v) dv,$$

where $q$ is the elementary charge. For the Vlasov-Poisson model

$$(1.2) \quad F(t, x, v) = \frac{q}{m} E(t, x), \quad E(t, x) = -\nabla_x \phi(t, x), \quad -\Delta_x \phi = \frac{\rho}{\varepsilon_0},$$

where $m$ represents the mass of one particle. On the other hand for the Vlasov-Maxwell model, we have

$$F(t, x, v) = \frac{q}{m} (E(t, x) + v \times B(t, x)),$$

and $E$, $B$ are solutions of the Maxwell equations

$$\begin{cases}
\frac{\partial E}{\partial t} - c^2 \nabla \times B = -\frac{J}{\varepsilon_0}, \\
\frac{\partial B}{\partial t} + \nabla \times E = 0,
\end{cases}$$

$$(\nabla \cdot E = \frac{\rho}{\varepsilon_0}, \quad \nabla \cdot B = 0,$$

with the compatibility condition

$$\frac{\partial \rho}{\partial t} + \text{div}_x J = 0,$$

which is verified by the Vlasov equation solution.

Later on we will also consider the guiding centre model, which has been derived to describe the evolution of the charge density in a highly magnetized plasma in the transverse plane of a tokamak. This model is described as follows: we now consider the density $\rho$ solution to

$$(1.3) \quad \begin{cases}
\frac{\partial \rho}{\partial t} + U \cdot \nabla \rho = 0, \\
-\Delta \phi = \rho,
\end{cases}$$

where the velocity $U = (-\partial_y \phi, \partial_x \phi)$ is divergence free.

The numerical resolution of the Vlasov equation and related models is usually performed by Particle-In-Cell (PIC) methods which approximate the plasma by a finite number of particles. Trajectories of these particles are computed from characteristic curves given by the Vlasov equation, whereas self-consistent fields are computed on a mesh of the physical space. This method yields satisfying results with a relatively small number of particles but it is subject to fluctuations, due to the numerical noise, which are difficult to control.

To develop accurate and stable numerical techniques for plasma turbulence, numerical methods based on direct numerical simulation techniques have been developed. The Vlasov equation is discretized in phase space using either semi-Lagrangian [9, 10, 18, 21], finite element [15], finite difference [23] or discontinuous Galerkin [5, 17] schemes.

Among them, the semi-Lagrangian method consists of computing the distribution function at each grid point by following the characteristic curve ending there. Then to compute the value of the distribution function at the origin of the characteristic, a high order interpolation method is needed.

Concerning the time discretization of the backward differential system corresponding to the characteristic curved, it is often performed via a second order splitting scheme, but higher order techniques are also available [1]. This strategy is particularly interesting when each step of the splitting can be explicitly solved. However, it is not always possible to apply a splitting strategy, hence the time discretization technique is often limited to a leap-frog scheme or a...
second order predictor-corrector scheme. The aim of the present work is to propose and validate high order techniques to preserve the order of accuracy of the spatial discretization.

This paper is organized as follows: in Section 2 we recall the backward semi-Lagrangian method then in Section 3 we develop different time discretization schemes, based on multi-step methods. Both classical second order schemes and "new" third and fourth order schemes will be proposed. In Section 4, we present several numerical results. In the first, a two-dimensional transport equation with gaussian initial data is investigated to recover the expected order of accuracy. In the second, we perform numerical simulations on the simplified paraxial Vlasov-Poisson model in two dimensions. The last three tests are applied to the guiding centre model to compare the performances of the schemes and to investigate the ability to recover stability results and the development of instabilities.

2. THE BACKWARD SEMI-LAGRANGIAN METHOD

To construct a semi-Lagrangian method for (1.1) or (1.3), we consider a generic transport equation written in an advective form

\[
\frac{\partial f}{\partial t} + \mathbf{A} \cdot \nabla f = 0,
\]

where \( \mathbf{A} : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^d \), \( d \geq 1 \) and a set of mesh points \((x_i)_{i \in \mathbb{Z}}\). The main feature of the backward semi-Lagrangian method is to compute an approximated solution to (2.1) by following the characteristics backwards in time

\[
\begin{aligned}
\frac{d \mathbf{X}}{dt} &= \mathbf{A}, \\
\mathbf{X}(t^{n+1}) &= x_i.
\end{aligned}
\]

where \( x_i \) is a mesh point. Thus, we evaluate the distribution function \( f \) at this point at time \( t^{n+1} \) by following its characteristic curve backward in time until we reach the time when the values of the distribution function \( f \) are known, \( t^n \) or \( t^{n-1} \). In general the coordinates of the characteristic at this time do not coincide with the mesh points, therefore we need to interpolate the value of the distribution function at this point. Hence, this method can be divided in two steps:

- the first is the resolution of the characteristic differential equation (2.2). This system's solution at time \( t^n \), respectively \( t^{n-1} \) depending on the time scheme used, it will be denoted by \( \mathbf{X}^n \), respectively \( \mathbf{X}^{n-1} \);
- the second step is the interpolation in order to compute an approximation of \( f(t^n, \mathbf{X}(t^n)) \), since the value of the distribution function is constant along the characteristic, we denote by \( f^{n+1} \) the approximation of \( f(t^{n+1}) \) given by

\[
 f^{n+1}(x_i) = \Pi_h f^n(\mathbf{X}^n), \quad i \in \mathbb{Z},
\]

where \( \Pi_h \) is an interpolation operator.

A special case of semi-Lagrangian method for Vlasov-Poisson system, first introduced by Cheng and Knorr [20], is based on a time splitting which enables an exact computation of the characteristics coupled with a cubic spline interpolation for the phase space reconstruction. This algorithm was subsequently applied in many plasma physics papers, see for example [6, 12] and references therein. This method was cast into the more general framework of semi-Lagrangian methods by E. Sonnendrücker et al. [21], and successfully adapted to beam physics problems, namely the simulation of space charge waves. For Vlasov type equations, one of the most popular interpolation is the multi-dimensional cubic spline interpolation which is obtained thanks to the tensor product of cubic splines [19]. Another flavor of the semi-Lagrangian method was introduced by Nakamura and Yabe and called the Cubic
Interpolated Propagation (CIP) method. It is based on a Hermite interpolation for which the gradients of the distribution function are also advanced along the characteristics [22]. It needs the storage of $f, \nabla_x f,$ and $\nabla_v f,$ therefore in order to reduce memory consumption, the mesh on which it is applied should be coarser. We refer to [10, 24] for a comparison of different reconstruction techniques.

Most of these methods based on a time splitting discretization are particularly efficient for classical Vlasov-Poisson or Vlasov-Maxwell systems since the characteristic curves corresponding to the split operator simply become straight lines and can be solved exactly. Therefore, the numerical error is only due to the splitting in time and the phase space discretization of the distribution function. Furthermore for such time splitting schemes, the semi-Lagrangian methods on Cartesian grids coupled with Lagrange, Hermite or cubic spline interpolation techniques are conservative [3, 10].

However, for more elaborated kinetic equations, or even the two dimensional guiding centre model [21], time splitting techniques cannot necessarily be applied. Thus characteristic curves are more sophisticated and require a specific time discretization. For instance, in [13, 14] several numerical solvers have been developed using an Eulerian formulation for gyro-kinetic models. Assume that for all time $t^m, m \leq n$, approximated solutions of the distribution $f^m$ and of the velocity field $A^m$ are known. The semi-Lagrangian technique based on the leap-frog scheme (2.2) consists in computing $X^{n-1}$ such that

$$
\begin{align*}
\frac{X^{n+1} - X^{n-1}}{2\Delta t} &= A^n(X^n), \\
X^{n+1} &= x_i,
\end{align*}
$$

where the two unknowns $X^{n-1}$ and $X^n$ are related by the mid-point rule

$$
\frac{X^{n+1} + X^{n-1}}{2} = X^n.
$$

Finally, the unknown $X^{n-1}$ is solution to the following nonlinear problem:

$$
\begin{align*}
\frac{X^{n+1} - X^{n-1}}{2\Delta t} &= A^n \left( \frac{X^{n+1} + X^{n-1}}{2} \right), \\
X^{n+1} &= x_i.
\end{align*}
$$

However, this scheme is known to generate spurious oscillations in the non-linear phase when small structures occur and it is difficult to distinguish physical and numerical oscillations. Moreover, for these models semi-Lagrangian methods are no more conservative, hence the long time behavior of the numerical solution may become unsuitable.

An alternative time discretization consists in applying a predictor-corrector technique [13, 14]. Assume that at time $t^n$, approximated solutions of the distribution $f^n$ and of the velocity field $A^n$ are known. The prediction stage is performed with a half time step: a first order approximation is applied and $X^n$ is given by

$$
\begin{align*}
2 \frac{X^{n+\frac{1}{2}} - X^n}{\Delta t} &= A^n(X^n), \\
X^{n+\frac{1}{2}} &= x_i.
\end{align*}
$$

Then we compute the value of the distribution function at time $t^{n+\frac{1}{2}} = t^n + \frac{\Delta t}{2}$ for each mesh point $x_i, i \in \mathbb{Z}$,

$$
f^{n+\frac{1}{2}}(x_i) = \Pi_h f^n(X^n).
$$
For nonlinear problems such as (1.1) or (1.3) the velocity field \(A\) depends on \(f\), hence its approximation \(A^{n+1/2}\) at time \(t^{n+1/2}\) can be computed from \(f^{n+1/2}\). The third stage consists in computing a new approximation of \(X^n\) thanks to the previous prediction and evaluation at time \(t^{n+1/2}\) with a second order leap-frog scheme

\[
\begin{align*}
\frac{X^{n+1} - X^n}{\Delta t} &= A^{n+1/2} \left( \frac{X^{n+1} + X^n}{2} \right), \\
X^{n+1/2} &= x_i.
\end{align*}
\]

Finally, for the fourth stage, the value of the solution is given by a last interpolation:

\[
f^{n+1}(x_i) = \Pi_h f^n(X^n).
\]

This method gives much more stable and accurate results than the previous leap-frog scheme (2.3), but it requires one more interpolation and thus has a higher computational cost compared to other methods of the same order of precision. Furthermore, it is limited to second order accuracy whereas the interpolation procedure commonly based on cubic spline techniques of high degree interpolations is third order accurate.

For this purpose, we want to develop a class of high order numerical schemes specifically designed for backward semi-Lagrangian method. In the following we present several schemes based on Adams-Moulton and Adams-Bashforth time discretization techniques applied in the framework of backward semi-Lagrangian methods.

3. High order time discretization for Backward Semi-Lagrangian methods

In this section, we fix a time step \(\Delta t > 0\) and assume that the velocity field \(A^m\) and the distribution function \(f^m\) have been approximated for all time step \(t^m = m \Delta t, m \leq n\), we look for an approximation \(X^n\) of the solution the system (2.2) at time \(t^n\).

Hence, we will construct different high order scheme in the following form

\[
X^n = x_i - \Delta t \Phi(\Delta t, t^{n+1}, x_i),
\]

where \(\Phi\) also depends on \(A\) at different times. This framework allows to study consistency and stability of the different numerical schemes using a systematic way. Indeed, for the consistency analysis we have [16]

**Proposition 3.1.** Assume that the velocity field \(A\) is given. The scheme (3.8) is consistent if we have \(\Phi(0, t^{n+1}, x_i) = A(t^{n+1}, x_i)\). Moreover, the scheme is consistent of order \(p\) if

\[
\frac{\partial^k \Phi}{\partial s^k}(s = 0, t^{n+1}, x_i) = \frac{(-1)^k}{k + 1} A^{(k)}(t^{n+1}, x_i), \quad 0 \leq k \leq p,
\]

where \(A^{(0)} = A\) and for \(k \geq 1\)

\[
A^{(k)} = \frac{\partial}{\partial t} A^{(k-1)} + A \cdot \nabla_x A^{(k-1)}.
\]

### 3.1. Second order Adams-Moulton scheme

We first consider the implicit Adams-Moulton scheme, which is second order accurate :

\[
\frac{X^{n+1} - X^n}{\Delta t} = \frac{1}{2} \left( A^{n+1}(X^{n+1}) + A^n(X^n) \right).
\]

Unfortunately, the velocity field \(A\) is not known at time \(t^{n+1}\), thus a high order reconstruction is performed using an affine extrapolation in time using previous time steps \(t^{n-1}\) and \(t^n\), it yields

\[
A^{n+1}(X^{n+1}) = 2 A^n(X^{n+1}) - A^{n-1}(X^{n+1}).
\]
Therefore the approximation $X^n$ is found by solving:

\[
\begin{align*}
\frac{X^{n+1} - X^n}{\Delta t} &= \frac{1}{2} \left( 2A^n(X^{n+1}) - A^{n-1}(X^{n+1}) + A^n(X^n) \right), \\
X^{n+1} &= x_i.
\end{align*}
\]

This nonlinear system can be either solved using a classical fixed point or Newton method or approximated by a linear system using a piecewise affine approximation of $A^n$.

It can be written in the form

\[X^n = x_i - \Delta t \Phi(\Delta t, t^{n+1}, x_i),\]

where the function $\Phi$ is implicitly defined.

**Proposition 3.2.** Assume that the velocity field $A \in C^1(\mathbb{R}^+ \times \mathbb{R}^d)$ is given. The scheme (3.9) is consistent and second order accurate.

**Proof.** Assume that $A$ is given and $A \in C^1$. From the definition of the second order Adams-Moulton scheme (3.9), we define implicitly $\Phi$ such that

\[
\Phi(\Delta t, t^{n+1}, x_i) = \frac{1}{2} \left[ 2A(t^{n+1} - \Delta t, x_i) - A(t^{n+1} - 2\Delta t, x_i) + A(t^{n+1} - \Delta t, x_i - \Delta t \Phi(t^{n+1}, x_i, \Delta t)) \right].
\]

Therefore, we easily verify that $\Phi(0, t^{n+1}, x_i) = A(t^{n+1}, x_i)$ and furthermore by differentiating with respect to $\Delta t$, we get that

\[
\frac{\partial \Phi}{\partial s}(s = 0, t^{n+1}, x_i) = -\frac{1}{2} \left[ \frac{\partial A}{\partial t} + A \cdot \nabla_x A \right](t^{n+1}, x_i).
\]

Hence the scheme is second order accurate. \(\square\)

### 3.2. Third order Adams-Moulton scheme.

Now we start from the third order accurate Adams-Moulton scheme applied to (2.2), it gives

\[
\frac{X^{n+1} - X^n}{\Delta t} = \frac{1}{12} \left( 5A^{n+1}(X^{n+1}) + 8A^n(X^n) - A^{n-1}(X^{n-1}) \right).
\]

In order to define rigorously the numerical approximation $X^n$ we need to fix two different issues. The first one is to obtain an approximation $A^{n+1}$ of the velocity field $A$ at time $t^{n+1}$, which preserves the order of accuracy up to third order. Therefore, as for the previous scheme, we extrapolate the velocity field $A$ from the values at the previous time steps using a Lagrange interpolation polynomial of degree two, that is,

\[
A^{n+1}(X^{n+1}) = 3A^n(X^{n+1}) - 3A^{n-1}(X^{n+1}) + A^{n-2}(X^{n+1}).
\]

The second issue we have to address, comes from the fact that the third order Adams-Moulton scheme is a two steps scheme \(i.e.\) we have introduced an additional unknown $X^{n-1}$. Hence, another relation between the unknowns $X^{n-1}$ and $X^n$ is needed and, as for the previous extrapolation, it has to preserve the order of accuracy of the scheme. Let us consider the following polynomial $P_2(t)$ such that

\[
\begin{align*}
P_2(t^{n+1}) &= X^{n+1}, \\
P_2(t^n) &= X^n, \\
\frac{dP_2}{dt}(t^{n+1}) &= A^{n+1}(X^{n+1}),
\end{align*}
\]
where the velocity field $A^{n+1}$ has been computed using the previous extrapolation step. Finally, we define $X^{n-1} = P_0(t^{n-1})$, which yields the following relation

$$X^{n-1} = 4X^n - 3X^{n+1} + 2\Delta t A^{n+1}.$$ 

Gathering the previous approximations, it gives the following one step scheme

$$\begin{align*}
\frac{X^{n+1} - X^n}{\Delta t} &= \frac{1}{12} \left( 5A^{n+1}(X^{n+1}) + 8A^n(X^n) - A^{n-1}(X^{n-1}) \right), \\
A^{n+1}(X^{n+1}) &= 3A^n(X^{n+1}) - 3A^{n-1}(X^{n+1}) + A^{n-2}(X^{n+1}), \\
X^{n-1} &= 4X^n - 3X^{n+1} + 2\Delta t A^{n+1}(X^{n+1}), \\
X^{n+1} &= x_i.
\end{align*}$$

(3.10)

It can be written in the form

$$X^n = x_i - \Delta t \Phi(\Delta t, t^{n+1}, x_i),$$

where the function $\Phi$ is implicitly defined. By following the lines of Proposition 3.2 and after some calculus we show that

**Proposition 3.3.** Assume that the velocity field $A \in C^2(\mathbb{R}^+ \times \mathbb{R}^d)$ is given. The scheme (3.10) is consistent and third order accurate.

**Proof.** Assume that $A$ is given and $A \in C^1$. We first construct an approximation of $A$ at time $t^{n+1}$ as a function of $\Delta t$, that is,

$$A^{n+1}(\Delta t) = 3A(t^{n+1} - \Delta t) - 3A(t^{n+1} - 2\Delta t) + A(t^{n+1} - 3\Delta t).$$

From the definition of the third order Adams-Moulton scheme (3.10), we define implicitly $\Phi$ such that

$$\Phi(\Delta t, t^{n+1}, x_i) = \frac{1}{12} \left[ 5A^{n+1}(\Delta t, x_i) + 8A(t^{n+1} - \Delta t, x_i - \Delta t \Phi(\Delta t, t^{n+1}, x_i)) \\
- A(t^{n+1} - 2\Delta t, x_i - 4\Delta t \Phi(\Delta t, t^{n+1}, x_i) + 2\Delta t A^{n+1}(\Delta t, x_i) \right].$$

Therefore, we easily verify that $\Phi(0, t^{n+1}, x_i) = A(t^{n+1}, x_i)$ and furthermore by differentiating with respect to $\Delta t$, we get that

$$\frac{\partial \Phi}{\partial s}(s = 0, t^{n+1}, x_i) = \left[ \frac{\partial A}{\partial t} + A \cdot \nabla_x A \right](t^{n+1}, x_i),$$

which proves that the scheme is second order accurate. Finally, to show that (3.10) is third order, we compute

$$\frac{\partial^2 \Phi}{\partial s^2}(s = 0, t^{n+1}, x_i) = \frac{1}{3} \left( \frac{\partial^2 A}{\partial s^2} + 2 \frac{\partial}{\partial s} \nabla_x A + A^{(1)} \nabla_x A + A \cdot \nabla_x^2 A \cdot A \right),$$

$$= \frac{1}{3} A^2(t^{n+1}, x_i).$$

\[\Box\]

### 3.3. Third order Adams-Bashforth scheme.

We now start from the third order explicit Adams scheme applied to 2.2, it first gives that

$$\frac{X^{n+1} - X^n}{\Delta t} = \frac{1}{12} \left( 23A^n(X^n) - 16A^{n-1}(X^{n-1}) + 5A^{n-2}(X^{n-2}) \right).$$

The stencil here is different from the previous one for the Adams-Moulton scheme since we do not need to compute an approximation for $A^{n+1}$, we use a slightly different polynomial to approximate $X^{n-1}$ and $X^{n-2}$.
The main issue comes now from the fact that the third order Adams scheme is a three steps scheme i.e. we have introduced additional unknowns \( X^{n-2} \) and \( X^{n-1} \). To compute them, let us consider the following polynomial \( P_2(t) \) such that

\[
\begin{cases}
P_2(t^{n+1}) = X^{n+1}, \\
P_2(t^n) = X^n, \\
\frac{dP_2}{dt}(t^n) = A^n(X^n).
\end{cases}
\]

We set \( X^n = x_i - c_n \) and from the polynomial \( P_2 \), we can define \( X^{n-1} \) and \( X^{n-2} \) by

\[
\begin{align*}
X^{n-1} &= x_i - 2 \Delta t \ A^n(X^n), \\
X^{n-2} &= x_i + 3 \ c_n - 6 \Delta t \ A^n(X^n).
\end{align*}
\]

Gathering these approximations, it leads to the resolution of a nonlinear problem which is again solved with a Newton algorithm:

\[
\begin{align*}
\frac{X^{n+1} - X^n}{\Delta t} &= \frac{1}{24} \left( 23 \ A^n(X^n) - 16 \ A^{n-1}(X^{n-1}) + 5 \ A^{n-2}(X^{n-2}) \right), \\
X^{n-2} &= x_i + 3 \ c_n - 6 \Delta t \ A^n(X^n), \\
X^{n-1} &= x_i - 2 \Delta t \ A^n(X^n), \\
X^n &= x_i - c_n, \\
X^{n+1} &= x_i.
\end{align*}
\] (3.11)

Let us note that this scheme requires more memory since it needs the storage of the last three time steps of the velocity field. It is also slightly more complicated than the implicit scheme of the same order.

By following the lines of Proposition 3.3 and after some calculus we show that

**Proposition 3.4.** Assume that the velocity field \( A \in C^2(\mathbb{R}^+ \times \mathbb{R}^d) \) is given. The scheme (3.11) is consistent and third order accurate.

3.4. **Fourth order Adams-Moulton scheme.** We first consider the fourth order Adams-Moulton scheme:

\[
\frac{X^{n+1} - X^n}{\Delta t} = \frac{1}{24} \left( 9 \ A^{n+1}(X^{n+1}) + 19 \ A^n(X^n) - 5 \ A^{n-1}(X^{n-1}) + A^{n-2}(X^{n-2}) \right).
\]

The stencil is now quite large and we need an approximation of \( A^{n+1} \) of order \( O(\Delta t^4) \). Therefore we take:

\[
A^{n+1}(x) = 4 \ A^n(x) - 6 \ A^{n-1}(x) + 4 \ A^{n-2}(x) - A^{n-3}(x).
\]
To complete the numerical approximation, new relations are needed for $X_{n-1}$ and $X_{n-2}$. To this aim, we consider the following cubic Hermite interpolation polynomial $P_3(t)$ such that

\[
\begin{align*}
    P_3(t_{n+1}) &= X_{n+1}, \\
    P_3(t^n) &= X^n, \\
    \frac{dP_3}{dt}(t^n) &= A^n(X^n), \\
    \frac{dP_3}{dt}(t^{n+1}) &= A^{n+1}(X^{n+1}),
\end{align*}
\]

where the velocity field $A^{n+1}$ has been computed using the previous extrapolation step.

Thus we set $X^n = x_i - c_n$ and $X^{n+1} = x_i$, and obtain

\[
\begin{align*}
    X_{n-1} &= x_i + 4c_n - 2\Delta t \left( 2A^n(X^n) + A^{n+1}(X^{n+1}) \right), \\
    X_{n-2} &= x_i + 9c_n - 3\Delta t \left( 3A^n(X^n) + A^{n+1}(X^{n+1}) \right).
\end{align*}
\]

Gathering the previous approximations, it gives the following one step scheme

\[
\begin{align*}
    \frac{X^{n+1} - X^n}{\Delta t} &= \\
    &\quad \frac{1}{24} \left( 9A(X^{n+1}) + 19A^n(X^n) - 5A^{n-1}(X^{n-1}) + A^{n-2}(X^{n-2}) \right), \\
    A^{n+1}(X^{n+1}) &= \\
    &\quad 4A^n(X^{n+1}) - 6A^{n-1}(X^{n+1}) + 4A^{n-2}(X^{n+1}) - A^{n-3}(X^{n+1}), \\
    X^{n-2} &= x_i + 27c_n - 6\Delta t \left( 3A^n(X^n) + 2A^{n+1}(X^{n+1}) \right), \\
    X^{n-1} &= x_i + 4c_n - 2\Delta t \left( 2A^n(X^n) + A^{n+1}(X^{n+1}) \right), \\
    X^n &= x_i - c_n, \\
    X^{n+1} &= x_i.
\end{align*}
\]

(3.12)

which can be solved through fixed point iteration procedure.

By following the lines of Proposition 3.3 and after some heavy calculus we show that

**Proposition 3.5.** Assume that the velocity field $A \in C^3(\mathbb{R}^+ \times \mathbb{R}^d)$ is given. The scheme (3.12) is consistent and fourth order accurate.

### 3.5. Fourth order Adams-Bashforth scheme

We now start from the fourth order explicit Adams scheme applied to 2.2, it first gives that

\[
\frac{X^{n+1} - X^n}{\Delta t} = \frac{1}{24} \left( 55A^n(X^n) - 59A^{n-1}(X^{n-1}) + 37A^{n-2}(X^{n-2}) - 9A^{n-3}(X^{n-3}) \right).
\]

The stencil here is different from the previous one for the Adams-Moulton scheme since we do not need to compute an approximation for $A^{n+1}$, we use a slightly different polynomial to approximate $X^{n-1}$, $X^{n-2}$ and $X^{n-3}$.

The main issue comes now from the fact that the fourth order Adams scheme is a four steps scheme, i.e. we have introduced additional unknowns $X^{n-3}$, $X^{n-2}$ and $X^{n-1}$. To compute them, let us consider the following polynomial $P_3(t)$ such that
We set \( X^n = x_i - c_n \) and from the polynomial \( P_3 \), we can define \( X^{n-1}, X^{n-2} \) and \( X^{n-3} \) by

\[
\begin{align*}
X^{n-1} &= x_i - 2 \Delta t \ A^n(X^n), \\
X^{n-2} &= x_i - 3 \ c_n + 3 \Delta t \ ( A^n(X^n) - A^{n-1}(X^{n-1}) ), \\
X^{n-3} &= x_i - 16 \ c_n + 12 \Delta t \ ( 2 \ A^n(X^n) - A^{n-1}(X^{n-1}) ).
\end{align*}
\]

Gathering these approximations, it leads to the resolution of a nonlinear problem which is again solved with a Newton algorithm:

\[
\begin{align*}
\frac{X^{n+1} - X^n}{\Delta t} &= \\
&= \left( \frac{1}{24} \left( 55 \ A^n(X^n) - 59 \ A^{n-1}(X^{n-1}) + 37 \ A^{n-2}(X^{n-2}) - 9 \ A^{n-3}(X^{n-3}) \right) \\
&\quad + \ 2 \ A^n(X^n) - A^{n-1}(X^{n-1}) \right), \\
X^{n-3} &= x_i - 16 \ c_n + 12 \Delta t \ ( 2 \ A^n(X^n) - A^{n-1}(X^{n-1}) ), \\
X^{n-2} &= x_i - 3 \ c_n + 3 \Delta t \ ( A^n(X^n) - A^{n-1}(X^{n-1}) ), \\
X^{n-1} &= x_i - 2 \Delta t \ A^n(X^n), \\
X^n &= x_i - c_n, \\
X^{n+1} &= x_i.
\end{align*}
\]

Let us note that this scheme requires more memory since it needs the storage of the last four time steps of the velocity field. It is also slightly more complicated than the implicit scheme of the same order.

By following the lines of Proposition 3.3 and after some heavy calculus we show that

**Proposition 3.6.** Assume that the velocity field \( A \in C^3(\mathbb{R}^+ \times \mathbb{R}^d) \) is given. The scheme (3.13) is consistent and fourth order accurate.

3.6. Milne-Simpson scheme. The last scheme we want to investigate is based on the two steps fourth order Milne-Simpson scheme given by

\[
\frac{X^{n+1} - X^{n-1}}{2\Delta t} = \frac{1}{6} \ (A^{n+1} + 4 \ A^n + A^{n-1}).
\]
We proceed as for the implicit third order Adams scheme, and obtain the following two steps scheme

\[
\begin{align*}
\frac{X^{n+1} - X^{n-1}}{2\Delta t} &= \frac{1}{6} \left( A^{n+1} + 4 A^n + A^{n-1} \right), \\
A^{n+1}(X^{n+1}) &= 4 A^n(X^{n+1}) - 6 A^{n-1}(X^{n+1}) + 4 A^{n-2}(X^{n+1}) - A^{n-3}(X^{n+1}), \\
X^{n-1} &= x_i + 4c_n - 2\Delta t \left( 2A^n(X^n) + A^{n+1}(X^{n+1}) \right), \\
X^n &= x_i - c_n, \\
X^{n+1} &= x_i.
\end{align*}
\]

This scheme is not a one step scheme and does not enter in the class presented at the beginning.

4. Numerical simulations

In this section we will compare the different time discretization for the backward semi-Lagrangian method using the classical cubic spline interpolation and also the fifth order Hermite interpolation. Reference solutions will be computed using a fifth order finite difference technique with a WENO reconstruction coupled with a fourth order Runge-Kutta scheme for the time discretization with a small time step [24]. The first numerical test concerns a simple linear advection problem for which we can compute an exact solution and verify the order of accuracy. The next simulations concern the development of instabilities for the paraxial Vlasov-Poisson approximation and the guiding centre model.

4.1. Test 1 : linear advection. We first consider a linear advection problem given by

\[
\begin{align*}
\frac{\partial f}{\partial t} + \mathbf{V} \cdot \nabla_x f &= 0, \quad x \in \mathbb{R}^2, \quad t > 0, \\
f(0, x) &= e^{-\|x\|^2},
\end{align*}
\]

where \(\mathbf{V}(t, x) = \tan(t) x/2\). For this equation, we can compute an exact solution, it yields

\[f(t, x) = e^{-\|x\|^2 \cos(t)}.
\]

We define the discrete \(L^2\) norm of the error as;

\[
\varepsilon_2 = \max_{0 \leq n \leq N_t} \left( \sum_{i} h^2 \| f^n_i - f(t^n, x_i) \|^2 \right)^{1/2}.
\]

On the one hand, the computational domain is reduced to the square \([-6, 6]^2\) and we introduce the grid size \(h = 1/N_x\) such that the grid point are given by \(x_i = i h\) where \(i \in \mathbb{Z}^2\). On the other hand, for the time discretization, we choose the time step \(\Delta t = 1/N_t\) and \(t^n = n \Delta t\), with \(n \in \mathbb{N}\). Therefore, the mesh can be described only by the couple \((N_t, N_x)\).

To estimate the order of accuracy of the schemes we compute a numerical approximation and refine the time step \(\Delta t\) according to the space step \(h\) in such a way the CFL condition associated to the advection equation is equal to 2.

Absolute error in discrete \(L^2\) norms at time \(T = 1\) are shown in Table 1 for all the schemes presented in the previous section. In order to focus on the time discretization error, a large time step is used with a fine grid for the spatial discretization. As expected the order of accuracy is satisfied for all second, third and fourth order schemes.

Furthermore, in Table 2 we indicate the computational time for each discretization. We notice that the Adams-Moulton schemes are actually faster than the Adams-Bashforth schemes and much more precise. On the other hand, the second order Adams-Moulton is faster than
Table 1. Comparison of different time discretization schemes for the backward semi-Lagrangian method: error $L^2$-norm and order of convergence $r$.

The final time is $T = 1$.

<table>
<thead>
<tr>
<th>$(N_t, N_x)$</th>
<th>(40,200)</th>
<th>(80,400)</th>
<th>(160,800)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\cdot</td>
<td></td>
</tr>
<tr>
<td>Second order Predictor - Corrector (2.4)</td>
<td>4.6e-4</td>
<td>1.97</td>
<td>1.14e-4</td>
</tr>
<tr>
<td>Second order Adams-Moulton (3.9)</td>
<td>4.8e-3</td>
<td>1.91</td>
<td>1.2e-3</td>
</tr>
<tr>
<td>Third order Adams-Moulton (3.10)</td>
<td>2.77e-4</td>
<td>2.80</td>
<td>3.7-5</td>
</tr>
<tr>
<td>Third order Adams-Bashforth (3.11)</td>
<td>5.72e-4</td>
<td>2.78</td>
<td>7.7e-5</td>
</tr>
<tr>
<td>Fourth order Adams-Moulton (3.12)</td>
<td>2.99e-5</td>
<td>3.62</td>
<td>2.14e-6</td>
</tr>
<tr>
<td>Fourth order Adams-Bashforth (3.13)</td>
<td>6.92e-5</td>
<td>3.62</td>
<td>4.96e-6</td>
</tr>
<tr>
<td>Fourth order Milne-Simpson (3.14)</td>
<td>1.63e-5</td>
<td>3.71</td>
<td>1.12e-6</td>
</tr>
</tbody>
</table>

The second order Predictor-Corrector scheme, but the numerical error is ten times larger. However, the third order Adams-Moulton scheme (3.10) is a good compromise between accuracy and efficiency.

4.2. Test 2: paraxial Vlasov-Poisson model. We apply the numerical methods presented in previous sections to the following Vlasov-Poisson system satisfied by $f(t, r, v)$, where $r \in \mathbb{R}$, $v \in \mathbb{R}$ [4, 11]

\[
\begin{aligned}
\frac{\partial f}{\partial t} + \frac{v}{\varepsilon} \frac{\partial f}{\partial r} + \left( E_f - \frac{r}{\varepsilon} \right) \frac{\partial f}{\partial v} &= 0, \\
\frac{1}{r} \frac{\partial}{\partial r} (r E_f) &= \int_{\mathbb{R}} f \, dv.
\end{aligned}
\]

(4.1)

The electric field can be expressed explicitly as follows

\[ E_f(t, r) = \frac{1}{r} \int_0^r s \rho(t, s) \, ds, \]

where $\rho(t, r) = \int_{\mathbb{R}} f(t, r, v) \, dv$, hence we will compute $E_f$ by a simple numerical integration.

The initial condition is chosen as a Gaussian in velocity multiplied by a regularized step function in $r$:

\[ f_0(r, v) = \frac{4}{\sqrt{2\pi \alpha}} \chi(r) \exp \left( -\frac{v^2}{2\alpha} \right), \]

(4.2)

with

\[ \chi(r) = \frac{1}{2} \text{erf} \left( \frac{r + 1.2}{0.3} \right) - \frac{1}{2} \text{erf} \left( \frac{r - 1.2}{0.3} \right) \]
and $\alpha = 0.2$. The Vlasov-Poisson system (4.1) conserves mass

$$\frac{d}{dt} \int_{\mathbb{R}^2} f(t, r, v) dr dv = 0,$$

and also $L^p$ norms for $1 \leq p \leq \infty$

$$\frac{d}{dt} \|f(t, r, v)\|_{L^p(\mathbb{R}^2)} = 0.$$

Therefore, the evolution in time of these quantities will be observed for each scheme, especially the mass and the positivity. We will also investigate the time evolution of the kinetic energy of the Vlasov-Poisson system (4.1):

$$E(t) = \int_{\mathbb{R}^2} \frac{v^2}{2} f dr dv.$$

In the following we take the parameter $\varepsilon = 0.7$ and the computational domain is $(r, v) \in \Omega = [-4, 4]^2$. On the one hand, a reference solution is presented in Figure 2 using a grid of size $800 \times 800$ and a time step of $\Delta t = 1/400$ using a fifth order space discretization for the transport equation coupled with a fourth order Runge-Rutta method for the time discretization and a fourth order method for the computation of the electric field.

On the other hand, a backward semi-Lagrangian method is applied with different type of time discretizations coupled with a fifth order Hermite interpolation. The numerical results, corresponding to the distribution function at different times, are presented in Figure 3. The grid is composed of $400 \times 400$ mesh points whereas the time step is $\Delta t = 1/100$ for the different Adams-Moulton schemes (3.9) and (3.10) and for the leap-frog scheme (2.3).

We first present the time evolution of theoretically conserved quantities like mass, $L^2$ norm in Figure 1. Concerning the conservation of mass, the fourth order schemes gives clearly better accuracy than the second and third order schemes. However, for the time evolution of the $L^2$ norm, it is not possible to distinguish the results given by the different time solvers.

![Figure 1. Test 2: paraxial Vlasov-Poisson model. Time evolution of conserved quantities (a) mass and (b) $L^2$ norm for a second order Adams-Moulton scheme (3.9), a third order Adams-Moulton scheme (3.10) and a fourth order Adams-Moulton scheme (3.12) using a grid of size $400 \times 400$.](image)

Finally, in Figures 2 and 3 we report the snapshots of the distribution function at different times $t = 5, 15$ and 50. High order Adams-Moulton schemes (3.9), (3.10) and (3.12), not shown here, give slightly the same results as the ones obtained with the finite difference
method. On the other hand, the leap-frog scheme generates instabilities as it has been already observed in [24].

![Reference solution computed with a high order finite difference method [24] using a grid of size 800 × 800.](image)

**Figure 2.** Test 2: paraxial Vlasov-Poisson model. Reference solution computed with a high order finite difference method [24] using a grid of size 800 × 800.

### 4.3. Test 3: diocotron instability.

The guiding centre model [4] describes highly magnetized plasma in the poloidal plane \( x = (x, y) \in \mathbb{R}^2 \)

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \mathbf{A} \cdot \nabla \rho &= 0, \\
-\Delta \phi &= \rho,
\end{align*}
\]

(4.4)

where the velocity \( \mathbf{A} = (-\partial_y \phi, \partial_x \phi) \). Here we consider the model in a disk domain

\[
D = \{ x \in \mathbb{R}^2 : \|x\| \leq R \}
\]

and assume that the electric potential is vanishing at the boundary

\[
\phi(x) = 0, \quad x \in \partial D.
\]

Then assuming that we have zero flux at the boundary, the guiding centre model verifies the following properties:

1. Positivity of density \( 0 \leq \rho(t, x) \).
2. Mass conservation

\[
\frac{d}{dt} \left( \int_D \rho(t, x) dx \right) = 0.
\]

3. \( L^p \) norm conservation, for \( 1 \leq p \leq \infty \)

\[
\frac{d}{dt} \| \rho \|_{L^p(D)} = 0.
\]

4. Energy conservation

\[
\frac{1}{2} \frac{d}{dt} \int_D |\nabla \phi|^2(t, x) dx = \frac{d}{dt} \int_D \rho(t, x) \phi(t, x) dx = 0.
\]

For this test we consider the diocotron instability for an annular electron layer. The initial data is given by

\[
\rho_0(x) = \begin{cases} 
(1 + \varepsilon \cos(\ell \theta)) \exp(-4(r - 6.5)^2), & \text{if } r^- \leq \|x\| \leq r^+; \\
0, & \text{otherwise,}
\end{cases}
\]
Figure 3. **Test 2 : paraxial Vlasov-Poisson model.** Numerical solution computed with (top) a leap-frog scheme (2.3) (middle) a second order Adams-Moulton scheme (3.9) and (bottom) a third order Adams-Moulton scheme (3.10) using a grid of size $400 \times 400$.

where $\varepsilon$ is a small parameter, $\theta = \text{atan}(y/x)$. In the following tests, we take $\varepsilon = 0.001$, $r^-=5$, $r^+=8$, $\ell=7$, furthermore $\Delta t = 0.05$ and $h = \Delta x = \Delta y = 24/1000$.

We compare the results obtained with the backward semi-Lagrangian method presented in Figure 6, to the reference results obtained in Figure 5. Here, the different schemes give very similar results. The slight differences can be seen looking at Figure 4. Indeed mass, $L^2$ norm and energy conservation are much better with the third order Adams-Moulton scheme than with the second order. Oddly here the results with the Adams-Moulton scheme of order four are not better than those obtained with the third order. Regarding the minimum of
the distribution function there are no significant differences. Hence, as it has been observed before, the third order Adams-Moulton scheme (3.10) is a good compromise here between accuracy and efficiency.

4.4. **Test 4 : Kelvin-Helmoltz instability in a rectangle.** We still consider the guiding centre model but now the computational domain is a rectangle with periodic boundary conditions in the $x$ direction and Dirichlet in the $y$ direction[21]. The initial distribution function is

$$\rho_0(x) = \sin(y) \left( 1 + 0.005 \cos(k_x x) \right), \quad x = (x, y) \in (0, L_x) \times (0, 2\pi),$$

with $k_x = 2\pi/L_x$. We choose $L_x = 10$ in such a way that the solution will generate an instability [21].

For this test, we choose to run the code on very fine meshes $2048 \times 2048$ points and the Poisson equation with periodic boundary conditions in $x$ and homogeneous Dirichlet condition in $y$ is discretized using a classical fast Fourier transform giving high order accuracy. Concerning the time discretization we still apply the second (3.9), third (3.10) and fourth (3.12) order Adams-Moulton schemes In Figure 7, we present the time evolution of macroscopic quantities
such as mass, energy and $L^p$ norms. Once more the third and fourth order schemes allow to improve the conservation of mass and energy, but cannot avoid the numerical dissipation of $L^p$ norms.

4.5. Test 5: shear flow for 2D Euler equations. We consider the 2D incompressible Euler system in the vorticity formulation with a shear flow:

$$\begin{cases}
\frac{\partial \rho}{\partial t} + \mathbf{U} \cdot \nabla \rho = 0, \\
-\Delta \phi = \rho,
\end{cases}$$

where the velocity $\mathbf{U} = (-\partial_y \phi, \partial_x \phi)$. Here $\mathbf{x} = (x, y) \in \mathbb{T} \times (0, 2\pi)$, with periodic boundary conditions in $x$ and homogeneous Dirichlet like boundary condition in $y = 0$ and $2\pi$, and $\phi$ denotes the streamfunction which verifies homogeneous Dirichlet boundary condition.

In this work, we are interested in the long time simulation of (4.6) for small initial perturbations of a stable steady state. Recently, J. Bedrossian and N. Masmoudi [2] proved that for a smooth and small enough initial perturbation of amplitude $\epsilon$, the solution to (4.6) converges to a new equilibrium and that the velocity field $\mathbf{U} = (U_x, U_y)$ satisfies when $t$ goes to infinity

$$\|U_y\|_{L^2} \leq \frac{C\epsilon}{t^2}$$

and

$$\|U_x - <U_x>\|_{L^2} \leq \frac{C\epsilon}{t},$$

where $<U_x>$ denotes the local average of $U_x$ with respect to the $x$ variable. Here we consider the equilibrium $\rho_{eq} = \sin(y)$ and introduce a small perturbation $\delta\rho = \epsilon \cos(kx) \sin(y)$. In Figure 8, we present the time evolution of these quantities with respect to time obtained with the third order Adams-Moulton scheme. The numerical solution follow the correct long time behavior and the convergence to equilibrium is given with the expected rate of convergence: $1/t$ for the quantity $\|U_x - <U_x>\|_{L^2}$ whereas the quantity $\|U_y\|_{L^2}$ is of order $1/t^2$. Finally in Figure 9, we present the snapshots of the vorticity $\rho - \rho_{eq}$ for different times $t = 20$, $40$ and $60$ and observed that due to periodic boundary conditions oscillations in the $y$ component appear and generate higher and higher frequencies.
Figure 6. **Test 3 : Diocotron instability.** Numerical solution computed with (top) a leap-frog scheme (2.3) (middle) a second order Adams-Moulton scheme (3.9) and (bottom) a third order Adams-Moulton scheme (3.10) using a grid of size 1000 $\times$ 1000.

5. Conclusion and perspective

In this paper we have developed and compared several time discretization techniques for the backward semi-Lagrangian method. We observe that when the spatial mesh is fine enough and the spatial discretization error negligible, the high order Adams-Moulton scheme brought better results than the classical schemes. In particular, the results reveal a major improvements in terms of mass and energy conservations. Hence the application of a higher order
schemes is justified, although in our numerical simulations four order schemes brought few improvements compared to the third order discretization. Finally, the third order Adams-Moulton scheme (3.10) is computationally interesting, robust and accurate for various numerical tests.
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Figure 8. Test 5: shear flow for 2D Euler equations. Time evolution of $\|U_x - U_x^t\|_{L^2}$ and $\|U_y\|_{L^2}$ using the third order Adams-Moulton scheme (3.10) with a grid of size $256 \times 4096$.

Figure 9. Test 5: shear flow for 2D Euler equations. Snapshots of the vorticity $\rho - \rho_{eq}$ for different times $t = 20$, 40 and 60 using the third order Adams-Moulton scheme (3.10) with a grid of size $256 \times 4096$.


