
SHIBAURA INSTITUTE OF TECHNOLOGY

Demand Modeling and Optimization

Algorithms for Rebalancing

Operations in Bike-Sharing Systems

by

Kanokporn Boonjubut

A thesis submitted in partial fulfillment of the requirements for

the degree of Doctor of Philosophy

in the Department of Functional Control Systems

Graduate School of Engineering and Science

March 2022

University Web Site URL Here (include http://)
Faculty Web Site URL Here (include http://)




“Be the change that you wish to see in the world.”

Mahatma Gandhi



iv



Acknowledgements

Foremost, the completion of this thesis would not be possible without exper-

tise. I would like to express my deep and sincere gratitude to my advisor, Professor

Hiroshi Hasegawa, who gave me an opportunity and provided guidance throughout

this thesis. I would also like to thank my co-advisor, Professor Kayoko H. Murakami,

and the rest of my thesis committee, including Associate Professor Dai Watanabe,

Associate Professor Manabu Ichikawa, and Professor Keiji Suzuki, for their insightful

comments and suggestions.

My special appreciation to the Royal Thai Government scholarship program

for providing funds to study for a Ph.D. degree, the Office of Educational Affairs in

Japan, the Office of the Civil Service Commission, Ministry of Higher Education,

Science Research, and Innovation, and Nakhon Ratchasima Rajabhat University to

provide an opportunity to enroll in higher education. All of them have encouraged

me during the Ph.D. course.

Last but not least, I am grateful to all of my family and friends for all the

support and encouragement during my Ph.D. studies. They are always by my side

in all situations, and make me laugh even when I do not want to smile. It was a

great comfort and a relief to be able to provide my work completely.

Kanokporn Boonjubut

v





Abstract

The number of bike-sharing services has rapidly increased in many cities world-

wide. Bike-sharing schemes have become a popular and environmentally friendly

transportation mode. They are an alternative to urban transport for connecting

the first/last mile to main public transport modes. The bike-sharing system is a

service that allows a customer to rent a bike from a bike-sharing station and return

it to another bike-sharing station after they reach their destination in a short while.

Thus, the impact of the bike distribution system based on the frequency of bike

usage needs to be assessed.

One of the main challenges of the bike-sharing system operating costs is

allocating enough bikes and parking space. There is a shortage of bikes due to

an imbalance in bike distribution. Bike-sharing systems experience an imbalance

in customer demand too at each station. The operation’s primary focus has been

on rebalancing the bikes among stations. To avoid customer dissatisfaction, the

demand-supply imbalance of the bikes in the system must be minimized. The bike-

sharing system operator needs to maintain a balance between available bikes and

available docking.

This study was conducted to improve the efficiency of bike-sharing systems

and to predict the demand accurately so that the planner knows how many bikes are

needed at every station, which will aid the management process of the bike-sharing

stations. First, a method was presented for predicting the demand for bikes. This

study proposed an efficient and accurate model for predicting bike-sharing service

usage using various features of a machine learning algorithm. This work compared

the existing techniques for the sequential data prediction of artificial intelligence

for time series data and analysis. It used the multivariate model with a recurrent

neural network (RNN), a long short-term memory (LSTM), and a gated recurrent

unit (GRU). In addition, it considered combining the LSTM and GRU methods to

improve the model’s effectiveness and accuracy.

Further, this work focused on the imbalances caused by problems with in-

sufficient bikes or docking stations in such schemes, leading to operating costs for



relocating the bikes. This work presented a model for solving the bike-sharing re-

location problem. Though the artificial bee colony (ABC) algorithm is an efficient

approach, it is insufficient for the selection strategy. ABC has been adopted in

various problems to improve the performance of various systems. This research pro-

posed a modified ABC algorithm in a neighbor solution, namely guided local search

(GLS), to enhance the solution performance. Computational experiments were per-

formed to find out the best modeling solution in the case. The implementations

were experimental for the same data instances, which made it possible to compare

the performance algorithms to solve the bike-sharing relocation problem of pick-up

and drop-off.

Recent studies have proposed reinforcement learning as a computation-based

learning method that yields more accurate results. This study proposed Q-learning

and SARSA of reinforcement learning as a fast convergence solution to a routing

problem. We implemented this by determining the distance between each station

and considering the capacity of the trucks. The model of this study introduced

reinforcement learning, consisting of the Q – Learning and SARSA for finding the

solution. Q-Learning and SARSA produce better results than GA and ABC. Con-

sequently, our proposal can be applied to the CVRP problem.

An analysis has been carried out in this work using data mining to determine

bike activity patterns at the station and gain insights into them. The activity model

revealed an imbalance in the bike distribution. The data mining process supports

operating decisions of bike-sharing systems to ascertain the critical point of the

system, making a resolution easier. This case study used a simulation based on the

arrival rate, which assists in managing a bike-sharing rebalancing system with the

most profitable objective and meeting the users’ needs.

One factor that should not be overlooked is the location of the depot. Here,

a method was proposed, based on cluster analysis, for considering depot location in

bike-sharing schemes. The main objective is to reduce operating costs by minimizing

the total distance required in relocating bikes. The WK-means and Elbow Method

were used to determine the number and location of depots; thereafter, the total

distance required for different depot location options was considered. The results

indicate that the proposed method performs well in terms of reducing the total

distance required.



The components related to the development of bike-sharing systems consist

of 1) the forecast model by combining the LSTM and GRU methods to improve

effectiveness and accuracy of the predicted model, 2) modified ABC Algorithm,

as the GLS-ABC can be a better solution than the original one, 3) application of

reinforcement learning to use in routing to achieve the shortest distance (the impact

of minimizing the route tour cost in solving the bike-sharing relocation problem),

4) model for maximizing profit by simulating and 5) locating the depot by the

clustering method which found the results of the changes that occurred in the system

development process. The methods presented in this research not only help to

improve the quality of the bike-sharing system but also serve as a foundation for

the development of methodologies related to industries with similar problems.
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Chapter 1

Introduction

1.1 Background

Mobility services provide more mobility options capable of having unprecedented

effects on the sustainable development of urban planning [1]. A transportation net-

work facilitates shared mobility choices that enable new mobility services. Most

notably, it employs ingenuity, which many see as the most important transportation

newness recently. Moreover, they present the reality of road capacity, traffic condi-

tions, and urban planning, especially in the absence of strict rules and domination.

Mobility as a Service (MaaS) is a system that provides customers with a broad range

of mobility services provided by a mobility operator. The service provider handles

and delivers transportation demands through a single interface [2–4].

The major participants in any MaaS, the public transit providers, are critical.

Many transportation companies have responded to customer demand by introducing

new modes of transportation by partnering with complementing modes. MaaS idea

[5] intends to integrate several means of transportation for instance public trans-

portation, bike-sharing, car-sharing, and bus on demand into seamless trips through

a single user interface. Combining public and private transportation allows for more

flexible mobility options and travel possibilities. The fundamental idea behind MaaS

is to meet mobility demands without the necessity for a private automobile or a va-

riety of public transportation or mobility service provider travel cards.

1



Chapter 1. Introduction

One compelling argument in favor of MaaS is that it can support with the

”first-mile/last-mile” problem. Because of the flexibility of numerous mobility ser-

vices, this might be a concern. If they serve as feeders for permanent transit lines

and rail services, they will be exploited Furthermore, MaaS has the potential to in-

crease transportation accessibility because of its ability to fill spatiotemporal service

coverage gaps.

In many countries, interest has increased in vehicle sharing systems (VSS) in

cities, with policies intended to discourage citizens living or working in urban areas,

from using private cars in cities by reducing the number of parking spots, the width

of the road, etc. In this background, the vehicle sharing system seems to be a good

solution to reduce traffic and parking congestion, noise, and air pollution [6].

Bike-sharing service is a kind of MaaS that has also been popular in the last

few years, as the growing numbers of people and vehicles have increased traffic con-

gestion and led to many environmental concerns in recent years. For instance, there

has been significant growth in the number of customers of Citi bike in New York City

(see Figure 1.1). This service can also serve as a connection between the primary

transportation mode and the origin/destination. Bike-sharing services are gaining

popularity worldwide. Numerous countries in Europe and Asia have been using the

bike-sharing system (BSS) for decades. Thus, bike-sharing has seen growing de-

mand as a transportation service [7]. Moreover, BSSs are sustainable transportation

alternatives to private transport, as they do not lead to carbon emissions, traffic

congestion, or the use of non-renewable resources [8]. However, the service quality

has a great impact on customer satisfaction, which affects the increase in the client

base, the service’s popularity, and the overall economic performance of bike-sharing

companies.

City residents often use bike sharing to commute to work and for trips, as

bikes are convenient to use in cities and allow users to ride rented bikes from one

bike station to another. Bike-sharing services are a good option for urban trans-

portation in smart cities too [9]. Though BSS can use various technologies such

as sensor devices to make them smart, a user simply uses a smartphone to assess

the location of available bikes and docks that can be used for daily mobility. This

system facilitates the use of rentals that can be picked up and dropped off at any

station. Moreover, bike-sharing also reduces the need to travel by car or other modes

2



Chapter 1. Introduction

Figure 1.1: Number of customers use bike sharing in Citi bike.

of transport for shorter distances, thereby reducing congestion and can consequently

assist in decreasing vehicle emissions, including carbon dioxide, apart from reducing

fuel costs.

Bike-sharing services have also received much attention in metropolitan and

tourist areas. In general, a BSS allows registered customers to request a ride after

indicating the pick-up and drop-off times and locations. Thereafter, customers will

be able to find an available bike and park it at any station after reaching their

destination. Thus, BSSs need to maintain the optimal number of bikes and parking

spots at each station.

Tourism has become an increasingly popular and essential industry, world-

wide. According to statistics, the number of tourists tends to continuously increase,

especially in Japan [10]. As tourism is related to travel, transportation is vital for

moving passengers and goods from one point to another. Travelers have various ex-

penses and satisfaction factors that impact their preferred modes of transportation,

which include driving, walking, and using a taxi or bike-sharing service.

To save time, provide connectivity for short distances, and enable multimodal

transportation connections, bike-sharing services have made bike rentals available to

travelers and tourists, so that they can rent bikes and return them at any station.

3
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Most bike-sharing systems provide automatic systems for users and operators so

that customers can just use their smartphones to locate available bike stations,

which makes it easier and more convenient to attract more customers. Recently,

the frequency of using bike-sharing services has significantly increased due to the

popularity of green travel, with people becoming increasingly aware of pollution and

other common health issues. Moreover, due to the increase in carbon dioxide (CO2)

levels, many people are taking measures to reduce greenhouse gas emissions in every

economic sector.

A well-designed bike-sharing system allows users to access it to travel easily,

quickly, and cheaply, leading to a good image among service users, enhancing their

satisfaction, and ultimately increasing the profits of the service providers. However,

a system that lacks proper design can lead to a management failure, resulting in the

collapse of the system [11]. One of the core problems of the bike-sharing system is

that of users finding bikes and docking (for return) insufficient. Therefore, compre-

hensive planning and management are essential to maintain BSS as a component of

the urban transportation system.

1.2 Objective

The majority of current bike-sharing systems are station-based. One-way rides are

common in such systems, allowing customers to return bikes to locations other than

where they were picked up. The station-based kind is a simple to manage renting

and return system that is also well-organized in the service area. For managing to

put enough bikes in the places where customers need to use them, and managing

the parking slots to serve customers’ needs to return the bikes at each station. The

objective of this thesis is to manage bike-sharing systems to improve system perfor-

mance and meet the needs of customers. To that end, some essential requirements

are defined:
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Research Question 1:

What specific dynamics may be found in the bike-sharing system?

The empirical data analysis provides a framework essential for identifying any

existing imbalances. Demand predictions based on historical data may be used to

identify supply and demand gaps for bike-sharing systems. The performance and

operation of the system may be improved if the working area is adequately balanced.

By means of effective forecasting, the process will be effective as well.

1) To implement a machine learning algorithm for the investigation of demand

for bike-sharing systems, this thesis proposes a method for planning and management

of bike-sharing systems, to improve the efficiency of the system, and to enhance user

satisfaction for the survival and flourishing of the business. Firstly, for planning

the systems, we need to estimate the additional demand to prepare the budget for

manpower, tools, etc. Accurate demand forecasts allow timely estimates of the

resources needed.

Research Question 2:

How to increase the efficiency of bike-sharing system?

This point entails a detailed examination of redistribution methods, also known

as relocation strategies.This is in the process of relocating the bikes in the system

to meet the needs of the customers and indicates the potential for system opti-

mization. However, the operating cost is implemented as a result of the relocation

procedure.Therefore, it is necessary to find a cost-effective way to carry out the

relocation process.

2) To develop meta-heuristics for relocation of bike-sharing. The objective is

to minimize the number of users who cannot be served, including those who try to

take a bike from an empty station or to return it to a full station. The balancing

problem requires the scheduling of truck routes to visit the stations performing

pickup and delivery. Meta-heuristics are methods derived from the development

and improvement of heuristic methods and can optimize the resolution of complex

problems with many decision variables efficiently and timely. Therefore, this research

recognizes the importance of applying the meta-heuristic method in the relocation

of bike-sharing.

5



Chapter 1. Introduction

3) To implement a machine learning algorithm for relocation of bike-sharing.

Machine learning is the application of advanced statistics to learn to identify patterns

in the data. This is a model based on the existing algorithms and datasets to

develop an appropriate problem-solving process and make predictions therefrom.

This method is highly efficient and accurate, especially for complex problems or big

data. Considering such importance, this research proposes a method of machine

learning to solve problems for relocation of bike-sharing.

Research Question 3:

How should fleet imbalances be managed in such a way that there are lim-

itations in terms of improving the capacity of individual stations or building new

stations?

In a situation where bicycle rental business has already been carried out and

unable to improve the efficiency of the system by improving the size of the bike

rental station to meet the needs of customers.

4) To implement a simulation for investigating the number of bikes in sys-

tems. This thesis also proposes an effective method to reflect the overall picture of

managing supply and demand imbalances through simulation methods, leading to

profits.

Research Question 4:

Where should the relocation center or depot be located to minimize operating

costs?

In the relocation process, trucks are taken from the hub or deppo to rebalance

the bikes at each station in the system. In terms of operating costs, the location of

the depot is critical, as is the immediate response to the needs of customers.

5) To implement the clustering method for determining the depot bike-sharing

systems. A sustainable depot location and operation are required for distributing

bikes at each station to meet the needs of users. An important factor that can

manage the distribution of bikes at each station is to keep abreast of the needs of

users. A central location, called the depot, can also be managed to reduce operating

costs by choosing a distribution. The cluster analysis was used for finding a suitable
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number of depots and locations to meet customer needs, i.e., to find the shortest total

distance while relocating the bikes in the systems, which will reduce the operating

cost.

1.3 Outline of this thesis

The structure of this thesis is organized as follows: Chapter 1 introduces the back-

ground of this study, to identify the area of study. Chapter 2 discusses the literature

review of works related to the optimization of bike-sharing systems. Chapter 3

demonstrates the development of bike-sharing systems to improve efficiency. Chap-

ter 4 presents the demand-prediction model for forecasting bike-sharing demand.

Chapter 5 dwells on the development of meta-heuristic algorithms for truck routing

to relocate bike-sharing systems. Chapter 6 discusses the reinforcement learning

to implement truck routing in bike-sharing relocation. Chapter 7 talks about the

simulation model for operation in bike-sharing rebalancing. Chapter 8 discusses the

clustering approach for determining depot location for relocation of bike-sharing.

Finally, Chapter 9 concludes this thesis and discusses the future work.
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Chapter 2

Literature Reviews

2.1 Mobility as a Service

Mobility as a Service(MaaS) [12] provides customers personalised mobility solutions

based on their specific demands, with easy access to the most appropriate mode or

service combined in a bundle of flexible travel service possibilities, highlights the end-

user perspective. Although this design satisfies the hype prerequisites of a paradigm

shift, it only specifies theoretical goals rather than actual substance.

MaaS stands for the user’s comfort was prioritized during the design process,

and it is a new user-centered concept that makes use of digital platforms and real-

time data. MaaS platforms can connect public transportation, ride-hailing, car-

sharing, bike-sharing, walking, and other modes of transportation into one smooth

journey.

MaaS is a platform that links public transportation, ride-hailing, car-sharing,

bike-sharing, walking, and other modes of transportation to provide customers with

a single, seamless trip. The MaaS platform allows user to plan vacation, book it, and

pay for it all in one place. It enables users to specify their desired trip characteristics,

such as modes of transportation or trade-offs between the number of transfers and

journey duration.

Figure 2.1 displays one of the most widely used and arguably the first instances

of the MaaS architecture [13, 14], which also depicts the MaaS ecosystem. The
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Figure 2.1: Framework of MaaS [13].

Finnish Ministry of Transport and Communications released the framework as a

description of the envisioned scenario for MaaS operators.

Mobility service providers have comparable fundamental service supply pro-

cedures and operational elements [15]. In reality, due to the changing nature of

mobility services, Sprei [16] indicates that conceptual differences between services

might get obscured. Furthermore, examining mobility services gives a solid concep-

tual foundation as well as solutions to common operational issues. Despite the wide

spectrum of existing mobility services, car-sharing, bike-sharing, ride-hailing, and

demand-responsive transportation are considered the most important for general-

ization. These cover the majority of mobility services’ operational responsibilities,

as well as the three primary types of vehicles that are often represented in network

models: cars, buses, and bikes. Current MaaS offerings are more specific and include

the following:

1) Car-sharing is a type of car rental that allows users to rent cars. A car-

sharing service can be provided in a variety of ways [17], according to mode.

• Two-way (station based): the available cars are parked at pick-up stations,

which are established parking lots by the service provider or local government,
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and the journey must start and end in the same space under the two-way mode.

As a result, this operational model ignores intermediate parking, which refers

to the stops that a client may make for personal reasons. The parking lots

are predetermined. The last one is identical to the last one, but in the event

of a one-way trip, the parking lot where the journey ends may differ from the

parking lot where it began. The parking lots are predetermined.

• One-way (station based): the customer must return the cars to a parking lot

where the end of the journey may differ from the starting point. The customer

must return the car to the designated parking place.

• Free-floating: this is the most recent variety to hit the market. Customers can

return the car to the servicing area by parking in a public place. The travel

can begin and terminate at any point within the service region.

2) Ride-hailing is a service that connects customers and drivers via an app-

based platform such as Uber or Lyft, allowing for real-time transactions. The rise

of ride-hailing services has been attributed to rising travel demand and technical

advancement. Smartphone users can now readily use ride-hailing applications [18],

and a market for transportation services based on sharing private cars has emerged

as a result of technological advancements.

App-based ride-hailing, according to Tang, Bao-Jun, et al. [18], includes both

hailing cabs via smartphone applications and sharing private cars using app-based

ride hailing services. The way customer hail and share vehicle rides has evolved as a

result of app-based ride hailing, which provides on-demand transportation services

for passengers and allows private car owners to share their cars.

3) Ride-sharing is a service in which private car drivers share their vehicles with

customers who have comparable destinations or itineraries on their own excursions.

Ride-sharing is an innovative mode of transportation that expands mobility options

by providing a variety of modes of transportation. Participants can benefit from

pooled travel costs, reduced commuting stress, and reduced waiting and travel time

by using high-occupancy vehicle lanes. The language used to describe new and

growing transportation services may be complex [19], and it is occasionally employed

erroneously, leading to erroneous public perception and usage of the services. For
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example, when referring to ride-hailing firms in their original form, in the name of

ride-sharing is frequently abused.

In principle, a ride-sharing journey should contain two or more passengers;

nevertheless, most ride-hailing excursions only carry one passenger [20]. Trans-

portation Network Companies (TNCs), ride-hailing, ridesourcing (supplying), ride-

booking, ride-matching, on-demand-trips, and app-based rides are some of the other

terms.

4) Demand-responsive transportation is a means of transportation in which

passenger cars, vans, or small buses respond to calls from passengers or their agents

to the transit operator, who then deploys a vehicle to pick up and carry the pas-

sengers to their destinations [21]. A demand-response (DR) operation is defined as

follows: the vehicles do not operate on a fixed route or schedule, except perhaps

on a temporary basis to meet a special need; and the vehicle may be dispatched

to pick up several passengers at different pickup points before taking them to their

respective destinations, and may even be interrupted en route to these destinations

to pick up other passengers.

5) Scooter-sharing has gained in popularity as a novel vehicle-sharing idea in

metropolitan areas [22], with numerous distinct advantages that make it an attrac-

tive alternative to travelling around town. Due to the lower speed of scooters and

the smaller market segment compared to other shared modes, such as car-sharing,

scooter-sharing systems are mainly limited to metropolitan areas. Compared to

scooter sharing and bike sharing with cars, it is faster to commute in metropolitan

areas during peak traffic times[23]. Existing systems are divided into two categories:

station-based systems, which have a certain number of fixed rental locations, and

free-floating systems, which allow customers to pick their own scooter drop-off places

within a predetermined service area.

In scooter sharing models, a range of motorized and non-powered scooters can

be used [24]. In the case of motorized scooters, the scooter service normally includes

fuel or electric charging, maintenance, and parking. Scooter sharing services are

divided into two categories: first, standing electric scooter sharing uses electric-

powered shared scooters with a standing configuration that includes a handlebar,

deck, and wheels. Aluminum, titanium, and steel are the most prevalent materials
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used. Second, Moped-style scooter sharing, which uses shared seated motorbikes that

are either electric or gas-powered, has fewer licensing requirements than motorbikes

built to operate on public roadways.

6) The bike-sharing is a service that allows users to rent on-demand and return

bikes in public areas from one point to another or a round trip, mostly for short

periods [25]. Bikes-sharing systems are divided into three categories according to

the service provided [24] as follows.

• Station-based bike-sharing systems where users can rent and return bikes at

any station, called one-way. At these docking stations, bike-sharing service is

provided at a fixed station.

• The free-floating system, where users can rent, use and return bikes in public

areas: This system allows renting and return not only at the stations but

within the service area. The operator installs a GPS device on the bikes to

track their location, and finds the location from the users.

• The hybrid system is a combination of station-based and free-floating systems,

where the user can rent and return bikes at stations or in the public service

area.

As mentioned above, there are many variations in shared mobility services.

But one of the advantages of bike-sharing service is that it is a short-distance form

of movement that solves the problem of missing links between the first/last miles

and main transport, and most importantly, it is a small vehicle that can move any-

where even if there is congested traffic on the road. And for this type of service, users

do not need a driver’s license. It is also environmentally friendly and is considered

a short-term exercise that is beneficial to the health of users.

2.2 Overview of bike-sharing systems

The bike-sharing system is an approach with increasing popularity worldwide. City

residents tend to rent bicycles to ride to work and travel because the use of bike

is convenient, saves time, reduces global warming by reducing the emission of toxic
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fumes, and reduces traffic congestion and fuel costs of vehicles. Biking also represents

a good and healthy exercise and supports the connectivity of multimodal transport.

Currently, most existing bike-sharing systems are station-based, as it is easy to

track the bikes’ location and the number of available dockings. Bike rental systems

use a connection with GPS and a mobile application where the users can access

the destination information and estimated rent, including the return point. The

user must log in to the mobile app to register a credit card and bank account or

online payment system first. The app will show the map location of the nearest bike

station; thereafter, the users can unlock the bike with the code sent by the system

or automated smart cards or IC cards.

However, the main problem is that the demands for bike renting and bike park-

ing in each area are different, causing insufficiency: when the station is empty, there

are no bikes for rent and to those who want to return the bike in a full station, there

is no docking available. Research has proposed a method for improving the service

quality of bike-sharing systems. This can be classified into two aspects [26]. The

first category is qualitative research, focusing on demand and supply perceptions,

which interprets, understands, and analyzes the strengths and weaknesses of BSS

and users’ behavior, and evaluates the efficiency of infrastructure and characteristics

of stations. The second category is quantitative research that focuses on the layout

of the station and resolves the bike relocation problem for matching the supply in

BSS to the demand.

2.3 Forecast theory

According to the study, bike-sharing systems are used worldwide [27, 28]as they aim

to increase the convenience and flexibility of transport for individuals. Further, bikes

are managed, and stations are located usually based on demand. There are many

methods of forecasting demand, which are presented below:
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2.3.1 Meaning of forecast

Forecasting is a qualitative and quantitative approach for estimating the equipment

of the product and future services for customers in the short, medium, and long

terms. Forecasting is useful for planning and decision-making in all components of

the company organization, as indicated below:

- Finance department: Projected demand will be used for budgeting sales,

which will be the starting point for formulating a financial budget for allocating

resources to all parts of the organization thoroughly and appropriately.

- Marketing department: Estimated demand will be used for fixing targets for

the salespersons or for creating a product-wise sales target for use in controlling sales

and marketing.

- Production department: Estimated demand will be considered for informa-

tion in various operations in the production department as follows: a) Inventory

and procurement management, to have sufficient raw materials for production and

sufficient finished products for sales, with reasonable inventory costs; b) Labor man-

agement by organizing manpower as per the amount of the production forecast for

each period; c) Determination of production capacity to provide suitable factory size,

have adequate machinery, equipment and production stations for production, to al-

locate labor and production capacity as per the procurement of raw materials and

parts required for each period of production; d) Selection of location for warehouse

and production or distribution center for goods; e) Production process planning and

production scheduling to organize the production process suitably for the number

of products to be produced, setting the production time according to the range of

demand.

2.3.2 Components of demand forecast

Forecasting is based on time frames of demand behavior. There are 3 timeframes

for forecasting, viz., a) short-term forecast for less than 3 months for use in inven-

tory management and production scheduling during each week, each month, or each

quarter. In other words, short-term forecasting is used for short-term planning. b)
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Medium-term forecast, covering a timeframe of 3 months to 2 years. Such fore-

casts cover the entire group of products or the total sales of the organization for the

planning of personnel, production, total production scheduling, purchasing, and dis-

tribution. The popular forecast period is 1 year because it is exactly one accounting

period. c) Long-term forecast is for 2 years or more, to forecast the total sales of

the organization, to select the location of the factory and its facilities for long-term

capacity planning and production process management.

Forecasts are categorized by demand behavior, where trends are level indi-

cators by long-term demand movement. At present, demand behavior is by norm

of random nature, which is not normal behavior; there are many forms, namely,

trend-cyclical behavior and seasons, detailed below.

a) Trend is a continuous line on the graph, reflecting continuous increase as a

characteristic of future sales.

b) Cyclical pattern is used in graphs to reflect the features of periodical in-

crease, decrease, and evenness. It is a product life cycle that depends on technology,

competition, legal, political and economic systems, which are uncontrollable factors.

c) Seasonal: When the sales graph is drawn, it reflects short-lived increases

and decreases at the same time of each year, for instance, the sales of coats in winter.

d) Trend and Season reflect mixed lines between trends and seasons.

2.3.3 Forecast method

Classical Forecasting Methods can be classified as below. The Judgment Method

used when there is not enough historical data to forecast the sales of a new product

or when technological advances occur; there are 4 methods of such forecasting:

- Sales Force Estimates use estimates of the salesperson who is most exposed

to market conditions. The salesperson will collect the sales information in the area

for which they are responsible and send it to the head office. This method can be

erroneous, because some salespeople are too optimistic, while some others know that

the sales forecast will be used to set sales targets and furnish values that enable them
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to easily exceed the targets. And some salespeople do not understand that demand

refers to the” purchasing power” of the customer.

- Executive Opinion is used for forecast in the case of new products that have

not been released to the market before. The opinion of one or more experienced exec-

utives is obtained to forecast and formulate strategies to suit the environment, such

as marketing products in international markets. The disadvantage of this method

is that significant time is spent in frequent meetings of executives to formulate fore-

casts.

- Market Research is a method that must be done systematically by creating

assumptions and collecting data from users of the product to make predictions. Mar-

ket research comprises questionnaire design and methods of data collection. Samples

are taken for interviews, data is collected, processed, and analyzed. This method is

used for short, medium, and long-term forecasting, but is costly and needs meticu-

lous performance of its various steps.

- Delphi Method involves the meeting of a specific group of experts with knowl-

edge of the product. It works best when no data is available to predict, and the orga-

nization’s executives do not have enough experience with the product. This method

starts with circulating the questionnaire to several experts, making a report, and

submitting it to all experts for them to peruse, update with new ideas and return.

The process is repeated many times until a conclusion emerges from everyone. The

disadvantage of this method is that it is very time-consuming and may result in

unanswered questions. It is used only for new products that cannot be subjected to

the other methods.

Another method, named the Causal Method, is used when the data relates to

a variable of sales. Variables are internal factors such as cost of sales or external

factors like relationships and are characterized as a Linear Regression, with one

variable being dependent and the other independent, related to each other such that

when the independent variable changes, it results in the dependent variable changing

as well.

- Measure the correlation of variables: In addition, the linear equation should

be examined for the relationship between X and Y, to ensure that these two variables

are indeed correlated and suitable for forecasting.
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- The Coefficient of Correlation measures the direction and degree of the rela-

tionship between X and Y.

- The coefficient of Determination is used to measure the influence of inde-

pendent variables on sales forecast. Time Series Method is used for forecasting

future sales with the same expectation. As a current or future sales or demand are

influenced by trends, cycles, and unusual events, there are 3 ways to use time series.

- A simple or Naive Forecast is the prediction that future sales will be equal

to current sales. This method is simple and low-cost but works well in cases where

various influences affecting sales results remain stable; if an abnormal event occurs,

there will be wide discrepancies.

- Moving Average is to find the average of sales by using 3 or more data periods

in the calculation. After the first period, new data is averaged instead of the furthest

period, which is omitted. The moving average forecast requires data for at least 3

periods, so the first value is the 4th period. For example, if data collection starts in

January, February, and March cannot be predicted. The forecast will begin at the

end of March by calculating the forecast value for April. The amount of data used

can be odd or even. If sales are relatively stable, it is better to use a large amount

of data to average, to get a forecast value closer to the true value. However, data

near the time of forecasting tend to have more influence on forecast values than data

farther away. Therefore, a weighted moving average is found.

- Exponential Smoothing is a weighted moving average, the weights that orga-

nize the forecast values being in the form of a calculated equation. It uses a single

default data value and weights. They are weighted using a smooth coefficient (α)

that is between 0 and 1, to calculate the exponential. The first forecast value is

determined to be equal to the actual value of the previous 1 period (that is, using

the same principles as for simple forecasting). Exponential averaging uses less data

and produces faster forecasts than moving averages but yields forecasts that are as

accurate as the weighted moving average weight for values.
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2.3.4 Artificial intelligence techniques

Bike-sharing demand prediction is a key component for solving the bike-sharing relo-

cation problem, as important information for planning. The accuracy of predictions

is also a factor in successfully solving problems. Regarding the demand prediction

literature review, several researchers have studied bike-sharing demand, proposing

several models for predicting certain station-level demand.

Predicting demand using analytical algorithms involves using historical data,

which includes seasonal fluctuations and behavioral patterns. The most applicable

time series models are the following:

1) The Automated Reverse Integrated Moving Average (ARIMA) model finds

correlations in time series data. It tries to eliminate noise from time series in order

to reduce error. ARIMA provides highly accurate projected values for user-specified

time intervals for planning purposes.

2) The Seasonal Autoregressive Integrated Moving Average( SARIMA) model

is an expansion of the ARIMA model, which adds seasonality to support time series

data with related to seasonal component.

3) The Exponential Smoothing model (ETS) generates a forecast using the

weighted average of past observations to predict future values. The essence of this

models is to combine error, trends and seasonal components.

For instance, Kaltenbrunner et al.[29] applied a time series analysis technique

which is an auto-regressive moving average (ARMA) model, using daily usage data

to predict the future number of bikes at any station. Sathishkumar [30] adopted

various statistical regression models for bike-sharing demand prediction each hour

through historical usage data and weather data, finding that the Gradient Boost-

ing Machine (GBM) model can yield results outperforming each regression model.

Neural networks have been complemented to predict bike demand. Lin et al. [31]

proposed a novel neural network labeled the Graph Convolutional Neural Network

with a data-driven graph filter (GCNN-DDGF) for predicting the demand for bikes

in large-scale bike-sharing systems. Sharma and Sikka [32] compared the linear

model consisting of Auto-Regressive Integrated Moving Average (ARIMA) Expo-

nential Smoothing (ETS), and Neural Network Auto Regression (NNAR) model for
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demand prediction in bikes-sharing systems, finding the ARIMA model producing

the highest accuracy performances, compared to the other two models.

Neural Networks are commonly used to estimate functions with numerous un-

known inputs. They may learn through supervised learning, unsupervised learning,

and reinforcement learning. This method has several benefits, including the ability

to be very resilient and to learn directly from observed data, eliminating the need for

explicit functions. One of the downsides of this approach is that it requires a huge

commitment of processing and storage resources to build big and effective neural

networks, as well as a great diversity of training for real-world operations. Xu, C. et

al. [33] forecasting the proposed deep learning method to create a dynamic demand

forecasting model for free-floating bike-sharing systems. Geographical and temporal

analyses were initially used to consider the free-floating bike-sharing movement pat-

tern. The study showed that bike-sharing journeys have an unbalanced geographical

and temporal demand. Long short-term memory neural networks (LSTM NN) were

created to forecast the production and attractiveness of bike-sharing trips in traffic.

According to the validation findings, the generated LSTM NN models have good

prediction accuracy in trip productions and attractions for various periods. The

ARIMA models were also created to test the LSTM NN’s performance. For vari-

ous periods, the comparative findings revealed that the LSTM NN models offer a

prediction accuracy superior to the ARIMA model.

2.4 Rebalancing problem

Previous research has proposed a method for improving the service quality of the

bike-sharing systems, which can be classified into two aspects [26]. The first cate-

gory is qualitative research: a focus on the development of the bike-sharing systems

by analyzing their strengths and weaknesses. Guo et al. [34] proposed the bivariate

ordered probit (BOP) model to consider factors associated with bike-sharing usage

and satisfaction. Moreover, Fishman et al. [28] analyzed factors influencing bike-

share predictors to maximize and achieve the goal of quantifying the contribution

of walking and cycling. Zhang et al. [35] proposed a second type, viz., quantitative

research. This creates a layout of the station and resolves the bike relocation prob-

lem, which is like the strategy of Ban and Hyun [36] adopting the novel simulation
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method with the use of a three-dimensional (3D) approach to improve the truck

route as a visual analysis for rebalancing the bike-sharing system. Furthermore,

Chen et al.[37] proposed the mathematical programming model to maximize the

interval between relocation activity and satisfaction of demands. Ghosh et al. [8]

conducted a study to rebalance the bike-sharing system operators. A mixed linear

model was used to estimate the influence of the infrastructure and the character-

istics of land use. Faghih-Imani et al. [38] developed the binary logit model to

identify rebalancing time and used the regression model to predict the number of

bikes required for rebalancing. Alvarez-Valdes et al. [39] analyzed the unsatisfied

demand and guided redistribution algorithm, Schuijbroek et al.[40] presented a new

cluster-first route-second heuristic to consider the account service level and route

cost.

However, for the related work of relocation of the bike-sharing solution, there

are bike-different strategies [41] that can be classified into two categories. The first

category focuses on the user-based approach, where the customers actively balance

the bike-sharing. The second category adopts the operator-based approach, with

the service provider operator relocating activity and satisfaction of customer needs

by using optimal reallocation in the relocation process.

Operator-based strategies are well-known in vehicle routing problems, where,

in the relocation process, they balance available bikes with the docking available in

the systems to enhance customer satisfaction. Many researchers have demonstrated

the vehicle routing problem (VRP) as a Mixed Integer Linear Program (MILP).

Angeloudis, Hu and Bell [42] adopted the Travelling Salesman Problem (TSP) as a

multiple Travelling Salesman Problem (mTSP) for optimization to minimize total

distance while rebalancing bikes at all stations. The TSP approach can result in

an exact and approximate algorithm solution [43, 44]. by proposing an objective

function, which is to minimize the cost or maximize profit, under constraints of

resource limitation in the systems, for instance, the load truck limit capacity for

carrying bikes at each station. Likewise, the operator-based strategy enables the

service provider operator to dispatch bikes through multiple trucks, in the static

and dynamic problem versions. TSP is a mathematical problem in which the short-

est path between two points must be discovered (bus stops in this case). Before

returning to the starting point, the stated path must travel through each location
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just once. TSP determines the quickest and most efficient path for a person, given

a list of particular destinations. In the discipline of operations research, it is a

well-known algorithmic. Delivery cost reduction is fundamentally a Vehicle Rout-

ing Problem (VRP), which is an extended variant of the TSP and one of the most

researched mathematical optimization problems. It is concerned with determining

a set of routes or approaches that may be used to decrease delivery costs. There

might be several depots, hundreds of delivery sites, and numerous vehicles in the

problem area. VRP, like TSP, is NP-hard to solve; therefore, the number of problems

that can be solved optimally through combinatorial optimization or mathematical

programming may be restricted. Due to the frequency and magnitude of real-world

VRP they must answer, commercial solvers typically utilize heuristics—which are

like shortcuts for the human brain, removing a lot of arithmetic or computations

for a quick and easy solution. TSP and VRP solvers in the real-world employ route

optimization algorithms to discover near-optimal solutions in a fraction of the time,

allowing delivery companies to design routes swiftly and effectively. Regarding the

approach of the static version, Erdoğan et al.[45] presented an exact algorithm us-

ing a branch-and-cut algorithm that utilizes combinatorial Benders’ cuts to separate

infeasible solutions from the feasible region, to solve the static bicycle rebalancing

problem by determining the minimum cost sequence of the stations visited by a

single vehicle. Chemla et at.[46] presented the branch-and-cut algorithm by a tabu

search for solving the static rebalancing problem as a capacitated single vehicle,

which has many pickup and delivery problems. Yanfeng Li et.at. [47] presented the

mixed integer programming problem and developed a combined hybrid GA to solve

the static bicycle repositioning problem with multiple types of bikes. Mauro Dell et

al. [48] proposed the metaheuristic algorithm that implemented a new constructive

and a set of local searches to solve the bike-sharing relocation problem. Teobaldo

Bulhoes et al.[49] proposed a branch-and-cut algorithm to solve the static bike relo-

cation problem with multiple vehicles and visits and developed iterated local search

based on heuristics, implemented for instance from 10 to 100 nodes. In the dynamic

version, Leonardo Caggiani et al.[41] proposed a dynamic bike relocation that is a

decision support system for a dynamic real-time. Federico et al. in 2018 [50] pro-

posed a framework for a dynamic rebalancing of bike-sharing systems. The results

show that a dynamic strategy able to adapt to the fluctuating nature of the network

outperforms rebalancing schemes.
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User-based strategies are one of the methods researchers used to improve the

efficiency in the bike-sharing systems, focusing on customers actively balancing bike-

sharing which incentivizes users to participate and encourages them to voluntarily

relocate their rented bikes. Such strategies include static pricing and dynamic pric-

ing. This strategy investigates the behavior of customers where the problem started

for solving directly point of the problem and attracting customers by increasing

the user numbers through policies or schemes. For instance, For instance, Singla

et al.[51] presented a crowdsourcing mechanism for dynamic pricing, which enabled

the calculation of each station’s incentive values and the development of a dynamic

incentive system by offering incentive amounts to users and utilizing smartphone

applications. Pfrommer et al. [52] proposed using dynamic pricing strategies on

real-time price incentives to entice users to return bikes to short-supply bike sta-

tions. Zhang et al. [53] presented a method for a user-based bike-sharing system

as a dynamic pricing strategy with negative prices for improving the problem of

bike imbalance with demand and supply in the system, using the user equilibrium

dynamic traffic assignment model that was developed to capture the behavior of

traveler’s response for route mode selection.

This thesis mainly presented the strategy to be implemented for improving the

efficiency of bike-sharing systems in the case of station-based type, which is currently

the most widespread. According to the literature review, the existing solution can

be improved to offer more efficiency. Nevertheless, the artificial approach is the one

solution yielding high accuracy results. Thus, this work presented the suggestion of

machine learning algorithms and developed the well-known algorithms for significant

quality satisfaction.

2.4.1 Vehicle routing problem

Vehicle routing problem (VRP)is a generic term for a group of situations in which a

fleet of vehicles must be calculated based on one or more depots for many cities or

clients spread across a large geographic area. It solved the truck dispatching issue,

which entails optimizing the fleet of gasoline delivery vehicle routes between a bulk

terminal and the many service outlets supplied by the terminal. VRP’s major goal
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is to cut the overall distance traveled, minimize the number of vehicles used, and

meet service standards.

2.4.2 Solution for solving VRP

The VRP algorithms used most often are given below in Figure 2.2. When the

number of cities is large, no exact solution algorithm can ensure that the best solu-

tions will be found in a fair time. This is mostly due to the problem’s NP-hardness

[54]. Exact algorithms can only tackle small-scale routing issues and, depending on

the magnitude of the problem, might take a long time. They were the first VRP

solutions and were recognized to address the problem to the best of their abilities.

One of the drawbacks of precise optimization techniques is that they are inefficient

in providing a suitable solution in a high-dimensional search space.

Compared to exact methods, heuristics are more appropriate for very large-

scale routing issues and require less time (not dependent on problem size) [55]. These

heuristics analyze the search space in a restricted way and provide high-quality

results in a reasonable time. Classic heuristics are both building and improvement

strategies for developing routes, generally one at a time until a full route is built, as

well as an attempt to enhance the answer for a more efficient solution.

Classic heuristics are naturally split into constructive and improvement heuris-

tics. Descent heuristics constantly progress from a good solution to a better one in

the neighborhood until there is no more improvement feasible.

Meta-heuristics will discover their first answer before moving on to find a more

globally optimum solution while enabling non-improving and even infeasible inter-

mediate solutions to be considered. Savings algorithms, route-first cluster second,

cluster-first route-second, and insertion heuristics are among the most used con-

struction heuristics. There are two sorts of improvement algorithms that may be

used.

In the real world, meta-heuristics are utilized to solve routing and scheduling

difficulties in routing issues, for instance, picking the quickest and highest-quality

route to a destination. In software testing, the meta-heuristic method is shown in

Figure 2.3. That is critical for obtaining the best collection of test data.
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Figure 2.2: Classical algorithms for vehicle routing problem.

Figure 2.3: Meta-Heuristic Algorithms.

Also at present An intelligent approach has been applied to solve the routing

problem that can improve the routing efficiency from the classic method. Especially

in the matter of computational speed in case of a large number of problems.

2.5 Facility location

The objective of choosing a probable location is to try to find a location that creates

the most suitable relationship between them. Capital combined with income, in

other words, is the source of confinement. The capital is short-term, which means

that it is effective. Internal affairs mites that will last the fastest.

The facility location problem aims to determine the least-cost allocation of cus-

tomer demand to product distribution. Logistics and supply chain research started

to focus attention on the problem of facility location in 1974 [56].

25



Chapter 2. Literature Reviews

Determining the location of the warehouse business is necessary to have suffi-

cient space. Due to clutching determining or choosing, the location of the warehouse

must be efficient, available in both macro approaches, i.e., analysis to consider choos-

ing the location of large products at the national level and the micro approaches

considering specific locations from a region or country selected from the guidelines.

Optimal location tools of location-allocation models have been created, which might

be very useful for positioning bike stations in relation to the distribution of the

prospective demand. This approach entails determining where and how many fa-

cilities of a particular kind should be situated to accomplish a pre-determined goal

while meeting demand from a set number of centers [57]. Macroeconomic Location

has established several macro concepts, proposing a guideline of on the strategy of

choosing a location. There are 3 types of inventories, which are defined as follows.

1) Location strategy near the market (Market-positioned Strategy) involves

setting up a warehouse as close to the final customer as possible, enabling efficient

customer service. There are many important factors in choosing a location near

the customer, such as shipping costs, waiting time for ordering, product safety, the

volume of orders, the adequacy of local delivery vehicles, and the service the customer

needs.

2) A strategic location near the production site (Production-positioned Strat-

egy) places the location of the warehouse as close to the source of raw materials

or the factory as possible. This will result in a lower level of service to customers

than the first one but will save shipping costs. There are several important factors

in choosing this type of location; for instance, whether the raw material is easily

spoilable by nature. The number of ingredients is the product ingredient.

3) Strategic location between customers and production sites (Intermediately

Positioned Strategy) is a strategy that requires the placement of products in between

the production plant and the market. This type of location provides lower customer

service than the first strategy, but higher than the second. This type of location is

suitable for businesses that have a high demand to serve their customers and often

have many manufacturing plants.

Different strategies have been suggested for the best placement of services and

implemented in a variety of sectors from the earliest studies of location-allocation.
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C. L. Stowers and U. S. Palekar [58] offer another example of precise algorithms for

location routing issues. Their model is deterministic, with just one uncapitated fa-

cility and one uncapitated vehicle. In contrast to prior research, they used nonlinear

programming approaches to tackle location routing issues. Their research provides

a methodology for placing noxious facilities such as hazardous waste repositories,

dump sites, and chemical incinerators in the most efficient way possible. The model

varies from prior models in that it solves two concerns simultaneously: 1) The place

is not limited to a known set of possible locations. 2) In addition to transportation

hazards, the danger presented by the site’s location is considered.

Although precise solution algorithms are beneficial in terms of understanding

the problem’s complexity, they can produce efficient solutions only for medium-sized

issues. When time restrictions and route distance limits are imposed, the problems

become considerably more difficult to solve. Approximate solution algorithms give

near-to optimal answers in a short time for large-scale issues. Heuristics for location

routing issues have been studied extensively for this purpose. Srivastava [59] exam-

ined the performance of three approximation solution approaches in terms of the

optimal solution of location routing issues and the sequential solution of the clas-

sical location-allocation and vehicle routing problems. The first heuristic assumes

that all facilities are open at the start and calculates the facility to be closed using

approximate routing costs for open facilities. To approximate the routing costs, a

modified version of Clark and Wright’s [60] savings algorithm is employed for the

multiple depot scenario.

The K-means algorithm has been extensively used because of its simplicity

and because the performance of its clustering is within acceptable limits. K-means

is used for finding the number of clusters from data that does not appear class or does

not have a label, which is called unsupervised learning or learning without teaching

used for unlabeled data. The main function of K-means is statistical clustering in

the context of two or more data groups. Han et al. [61] used K-means to build

a cluster location privacy for the Internet of Things (IOT). Razi [62] adopted the

K-means algorithm for the clustering of maintenance stations and presented a new

approach for selecting a portfolio of locations to solve the facility location problem.

Luan et al. [63] used K-means to cluster data for the identification of the value

anonymously to improve the anonymous accuracy position.
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The weighted K-means (WK-means) clustering algorithm was proposed by

Huang et al. [64], who modified the K-means method to consider the relative im-

portance of attributes in exposing the cluster structure of a dataset within the cost

function of a k-means procedure using feature weighting. It can be obtained by

modifying the cost function of k-means. Chakraborty and Das [65] established the

WK means-types algorithms for clustering; in general distance function, WK-means

outperforms k-means. Therefore, the current study adopted a WK-means algorithm

for optimizing depot location in the context of bike-sharing rebalancing.

2.6 Problem description

The main issue of the bike-sharing relocation problem for a network is the system

used for relocation. However, in this work, the bike-sharing relocating problem is

defined as follows. The network of the bike-sharing system consists of a depot for

all trucks to start from and return to after visiting ‘n’ bike-sharing stations, and ‘v’

trucks are used for bike relocation. Each truck is assumed to be of the same capacity.

The number of bikes for rebalancing is known before the start of the repositioning

process. Further, the demand for the number of bikes needed for pick-up and drop-

off at each bike station for relocation can be reduced or increased depending on the

demand at each station during the relocation process.

Demand forecasting is the operation of predicting the future to offer a realistic

picture of future products or sales for preparing the budget, tools, staff etc. The

demand patterns can vary and evolve if there are no spatial restrictions by docking

stations. For the target to reach further, the main approaches consider only booking

data, with no consideration to invisible demand, i.e., potential unfulfilled demand.

Concerning the level of demand at each station, El-Assi et al. [66] identified the fac-

tors influence bike-sharing demand as land use and weather variable with significant

correlation with bike-sharing trip attraction. For the weather variable, temperature,

wind, and humidity were used for the investigation. Thus, we concern ourselves with

the factor that affects bike-sharing demand, similar to the previous work. This work

considers the factor in Chapter 4, as the weather variable affects the behavior of

bike-sharing demand.
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Figure 2.4: The tour graph example (left) and feasible tour graph (right).

The optimal routes determine all operating trucks and the number of pick-ups

and drop-off bikes at each station to minimize the distance traveled by the operating

trucks. The problem is considered on a complete directed graph G = (N,A), where

N = {1, . . . , n} is the set of bike-sharing stations (nodes), A = {i, jεV, i 6= j} is the

set of arcs, and the node number 0 represents the depot. The demand for the pick-up

and drop-off of bikes is assumed to be known and can be estimated from historical

usage records. The truck is needed to relocate bikes from stations with a surplus

of bikes to those with a shortage, to allow more customers to use them. The truck

is considered only a truck to relocate; it starts from the depot and returns to the

depot after visiting some or all the bike-sharing stations, which is a selective pickup

and drop-off (delivery) problem [67]. An example of a tour graph transportation

network is shown in Figure 2.4.

Though many researchers have proposed solutions for the rebalancing problem,

due to the dynamically changing environments, the systems need adaptability to

perform their tasks effectively. Therefore, the rebalancing problem should adapt the

intelligent agents to provide information and make decisions for making the routes

the shortest or minimizing the total cost. This work proposes In Chapter 5-6 the

intelligence such as ABC, and machine learning to an application for solving the

rebalancing problem.

There are several methods such as truck routing or pricing strategies that can

solve bike unbalancing problems. However, there is only one solution for the virtual
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bike balancing problem: the simulation method that is widely used in various fields.

The simulator assesses the performance of a bike-sharing system before use or for

those analyzing some aspects that are particularly difficult to measure; others can be

analyzed from simulations. The simulator can also be used as a productivity tool in

the planning process of the bike-sharing system. It can also solve complex problems.

This research proposes to solve the problem of bike rebalancing using a simulation

method that can meet customer needs and obtain the most profitable authorized

provider. It is carried out to study the flow of various activities and analyze the

appropriate model before it is put into practice. The simulation process consists of

3 steps, as follows:

Step 1: Define the problem or system of interest and create a mathematical

model of the system. The simulator must have a good understanding of the system

to create a model that must adhere to its definition. If the simulator does not own

the problem but is no longer assigned as the problem solver, the owner of the problem

must participate in the modeling and closely supervise the model creation.

Step 2: Simulate the system on the computer. The mathematical model of the

system needs to be simulated on a computer. It will use mathematical knowledge,

such as statistical probability, along with information technology, to create a com-

puter model that can be efficiently processed (run). The advantage of a powerful

computer model is that it allows the simulator to repeat an increased amount of

processing in the same amount of time. Statistically, having a large amount of data

permits a more accurate analysis of results.

Step 3: Analysis of the results. Since the simulation is random, the results

obtained from the simulation are also random. Therefore, statistical techniques are

needed for the correct interpretation of the results.

Few of research used the simulation modelling for solving rebalancing bike-

sharing problem. Thus, we present the simulation method that efficiency tools to

demonstrate the results that can be represented in the real situation and complex

problem in Chapter 7.

The bike relocation is required for pick-up and drop-off, from a full station to

an insufficient station. A depot can keep the bikes for repairing and relocating the

bikes at each station. The trucks for relocation can visit the station only once and
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return to the depot after visiting each station under the constraint, viz., capacitated

truck, and number of bikes required for rebalancing.

One of the factors influencing the operating cost is the location of the depot.

The depot location and the number of depots directly affect transportation costs

during operator-operated relocation of bikes in each station in the system. This

helps the systems respond quickly to relocate the bike demand at each station. In

this research, the method of analyzing the appropriate point has been presented. in

order to be able to reduce the distance traveled. That is the cost of implementing

the management of the bicycle system. That can make the bike-sharing system able

to relocate the bikes that can meet the needs of customers as well.

31





Chapter 3

Overview of System

Development

These existing systems may be found in both docking station-based and free-floating

bike-sharing systems. For this study, focus on station-based bike-sharing systems, as

this is still the case for most bike-sharing systems across the world. The great ma-

jority and many bike-sharing users commute during weekday morning peak hours.

The number of users leaving residential areas is significant, perhaps resulting in a

shortage of available bikes in certain regions [68]. Consequently, service dependabil-

ity and user happiness suffer. For successful bike-sharing system management and

fleeting, accurate, and up-to-date estimates of demands across the city over the day

are critical. The bike-sharing system technology is continuously evolving to make

management and user pleasure easier. The management and operation of these sys-

tems are not simple, as they necessitate guaranteeing that the quantity of bikes in

the system and their distribution among the stations constantly meet the demand

of the users. The operator required to move bikes from congested stations and re-

distribute them evenly among the stations with a lack of bikes accounts for most

of the expense of operating present bike-sharing systems [69]. Those rebalancing

procedures are generally carried out many times each day by specialized teams of

field operators who use compact vehicles or carrier bikes. This work focuses on a

framework to optimize the bike-sharing network balancing. Forecasts of bike utiliza-

tion are used in the proposed system. Based on such estimates, a system has been
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created to forecast the number of bikes available at various stations in the future

and to optimize the routing necessary to rebalance the network.

3.1 Demand

There are various processes in analyzing bike-sharing data. The initial stage is to

gather the necessary information based on the trip creation and distribution model.

The data from Citi bike are cleaned up according to the requirements based on the

elements and variables that influence the trip. This pertains to the categorization

of registered journeys based on a variety of variables, including date time, weekday,

holiday, temperature, humidity, wind speed, and weather (as transparent, rain, and

snow) type. After all the sets have been completed, when all the data is in, the

demand analysis will be processed as shown in Figure 3.2 below.

Since an accurate forecast can have a big influence on the system’s quality, the

quantity and scheduling of these rushes may be used to alert users that the station

they are biking to is filled-up, and to prevent depletion and saturation. It may also

give system operators useful information that allows them to alter the system to

completely prevent this rush.

3.2 Relocating bike-sharing

After using an intelligent approach to anticipate the future condition of the stations,

an algorithm is required to show the operator which stations need to be rebalanced

and how to operate them. The key distinctions between user-based and operator-

based relocation strategies. Although some user stimulation will be used to decrease

the costs of rebalancing the bikes, this project will employ an operator-based relo-

cation approach owing to the dependability factor (precise description of past and

future balancing) and the ease of integration of electric vehicles in the case of depots.

Imbalances lead to unfavorable situations, such as when one station has no

bikes while another is full. Users are inconvenienced because of this scenario, as

they are unable to utilize the system in some situations owing to a shortage of avail-

able bikes at the origin station, and in others must return the bike to a location
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Figure 3.1: Overview of the systems in this study

35



Chapter 3. Overview of System Development

Figure 3.2: Workflow of demand predicting

distant from their planned destination station. Relocation operations are commonly

acknowledged as a way to moderate these problems, and most systems feature ve-

hicles that artificial relocation bikes among stations. During peak hours, the bikes

are refilled from the full to the empty stations using tucks to redistribute the bikes

among the stations in the system.

The best solution to the imbalance problem depends not only on the rebal-

ancing strategy. It can be used for example relating to routes, and the number of

rebalancing trucks, and on the bike-sharing system’s strategic design such as fleet

size, and station. While the imbalance problem will inevitably worsen as the number

of stations increases, it can be mitigated by oversizing the bike fleet. Different linked

trade-offs might be identified [70], implying the necessity for a holistic strategy that

includes both strategic and operational levels. Depending on demand patterns and

the geometry of the service zone, specific solutions may differ. Despite this, many

introductory studies tend to provide only broad suggestions based on prior experi-

ence and trial and error. This can result in unexpected system performance, which

might finally lead to failure.

When a firm launches a station-based bike-sharing system, it must decide

on the location and number of station stands, the number of bikes in the system,

the number of vehicles for re-balancing operations, and the shifts of the operators,

as well as the pricing and payment method for the service. When a service is in

place, it is frequently essential to change it, and in many situations, to extend it,
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Figure 3.3: The framework of bike relocation systems

necessitating the revision of numerous choices. An overview of the strategic, tactical,

and operational planning issues that arise in bike-sharing systems.

Trucks or vans are employed to rebalance the bikes among the stations, moving

bikes from full stations to low-level bike stations each day. The vehicles begin and

conclude their trips at a depot, which is also where spare bikes and bikes in need

of maintenance are often stored. The company’s information system has real-time

access to the system’s status, which includes the number of bikes and unoccupied

stands at each station. This information is also made available to potential con-

sumers over the internet. The information system also knows where each vehicle is

when it arrives at and departs from a station, and how many bikes are loaded and

unloaded.

The engineering portion of the internship is represented in this module. The

first step is to obtain data from open data sources (Citi bike); the most troublesome

stations are identified, followed by the stations that will be vacant or full in the

future. Using the currently available distribution trucks, the selected problematic

stations and the proposed number of bikes being transferred at each station are

computed. This framework as shown in Figure 3.3. The framework is based on the

VRP, which employs the most advanced algorithms to determine the optimal order

for bike-sharing relocation.
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3.3 Simulation of operating bike-sharing relocation

The capacity to simulate the design and operation of bike-sharing systems in advance

would alert and avoid such problems. To imitate the performance of bike-sharing

systems, this work presented the simulation method to solve the problem. This

entails establishing a set of assumptions and techniques that can accurately mimic

the real-world problem.

In the literature, the issue of replicating a bike-sharing system has been tack-

led in several ways. Romero et al. [71] proposed a modeling program that considers

both personal vehicles and communal bikes. The tool is used to optimize the location

of bike-sharing stations to increase the transportation system’s efficiency and sus-

tainability. A simulation optimization technique for large-scale bike-sharing systems

was presented by Jian et al. [72].

The issue aims to minimize the predicted number of unsatisfied users, i.e.,

users who wish to rent a bike while a station is empty or return a bike when a

station is full, given a set of stations, the size of the bike fleet, and the number of

stands available, by determining the capacity of each station and the number of bikes

available at the start of the day. The proposed techniques are validated using data

from New York City’s Citi Bike system. The following contributions are particularly

important to the work described here. An agent-based simulation framework was

presented by Soriguera et al. [70]. The simulator was used to evaluate both periodic

and continuous rebalancing methods. Fern´andez et al. [73] also proposed an agent-

based simulation environment for a station-based bike-sharing system. The ability

to make a reservation is part of the user’s behavior.

The policies for repositioning are straightforward. To minimize overcrowd-

ing or under-crowding, the simulation model dynamically redistributes bikes among

stations. We will assume that there is a command center in charge of all the repo-

sitioning trucks. When a station runs out of racks for returning bikes, it will send a

signal to the center or depot. If the depot has a vehicle available, it will dispatch it

to the station to transport bikes back to the depot. Similarly, if a station runs out of

bikes to rent, the station will send a signal to the depot. A vehicle will be dispatched

by the depot. A van will be dispatched from the depot to transport bikes to the

station in Figure 3.4. We assume that after completing a single job, each vehicle will
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Figure 3.4: Framework of the simulation

return to the depot. If vehicles are unavailable, the “first come, first served” policy

will apply, based on whatever event occurs first.

3.4 Depot

The objective of this work is to determine the number and locations of depots, the

allocation of customers to these depots, the number of vehicles departing from each

depot, and their distribution routes to the associated customers, all while keeping

the system-wide expenses to a minimum. This work analyzed a distribution scenario

in which transportation is provided between depots and the bike-sharing station

supplied. Each station will be assigned to a specific depot and will be served by
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Figure 3.5: Distribution network

vehicles that depart that location in Figure 3.5. Vehicle capacities are specified, and

the overall demand of users supplied by a vehicle cannot exceed that capacity. The

coordinates of the places are given in a two-dimensional format. The number of

trucks in a depot is a measure of its capacity. The decision variables determine the

total bikes and docking variables are determined at the depot, as well as the total

demand for that depot.

3.5 Conclusion

This work proposed a new aspect in bike-sharing systems for the relocation. It is

important that the strategy should begin with the prediction of demand, and proceed

to planning, with due consideration for the operating cost. The future value can lead

the operator to plan the transportation cost. The new model, by combining machine

learning as a LSTM and GRU for a time series method multivariate input consisting

of the historical data and environment data, predicts bike-sharing demand, and also

a method for selecting input variables was presented by a statistical method, which

is an important part in leading to accurate forecasts. A modified ABC algorithm is

proposed for routing of relocation of bike-sharing, which gives a shorter distance than

the original one. Artificial intelligence as reinforcement learning is also implemented,

which is the efficient method for routing to relocation bike-sharing. The simulation

model for operating bike relocation focuses on balancing supply and demand for

maximizing profit. The important factor affecting the operation of relocation is

that as the depot location is the point for considering the sustainable location that
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impacts to, it also impacted the total distance during operator relocation bike in

systems. All three factors affect the operating costs of the organization. It is also

a guideline for implementing routing operations to move bikes to each station to

respond to the needs of customers.
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Chapter 4

Demand Analysis

4.1 Overview

The travel demand is importance component for planning and management in the

transportation section. In the order to forecast bike rental demand its useful infor-

mation for planning strategy to success bike-sharing system. To know the pattern

usage for prepare and planning to balance the demand and supply. The prediction

models of the reach (obtain) forecast demand can be categorized into two functions:

(1) using the knowledge or experience of the expertise (2) using historical data con-

sist of the traditional method and intelligent method

The bike-sharing service system is a service that allows a customer to rent a

bike from a bike-sharing station and then return it to another bike-sharing station

in a short time after they reach their destination. Thus, the impact of the bikes

distribution system based on the frequency of bike usage needs to be assessed. The

bike-sharing system operator needs to predict the demand to accurately know how

many bikes are needed in every station so as to assist the planner in the management

process of the bike-sharing stations.

Nevertheless, the technique was not appropriate for any problems, which is

undesirable for operations. According to related work, Sharma and Sikka proposed

that the ARIMA model produces high accuracy performance. On the other hand,

Xu, Chengcheng et al. [74] demonstrated that the LSTM model provides better than
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Figure 4.1: Overview of the framework for predicting.

the ARIMA model; additionally, Cho et al. [75] explain that the GRU is pretty sim-

ilar to the LSTM network. On this note, the research question remains about which

strategy is superior for predicting bike-sharing demand. Therefore, our research

focused on the hourly bike-sharing demand to forecast future demand.

A comprehensive framework built to aid bike-sharing firms in managing their

field operations [76]. Figure 4.1. describes an overview of the effective demand

forecasting framework in a bike-sharing system. Since each of the monitors of the

prediction system produces predictions on the operator’s request, the rebalancing

system creates a list of rebalancing tasks for operation. The rebalancing system is

based on the forecasted information data. The operators might see the rebalancing

missions that need to be completed as well as a list that must be completed according

to the rebalancing algorithm’s shortest paths.

This work proposes an efficient and accurate model for predicting the bike-

sharing service usage using various features of a machine learning algorithm. by

comparing the exiting techniques for the sequential data predicting of artificial in-

telligence for time series data and analysis. Then, we considered the use of the mul-

tivariate model with a recurrent neural network (RNN), a long short-term memory

(LSTM), and a gated recurrent unit (GRU). In addition, we considered combining

the LSTM and GRU methods together to improve the model’s effectiveness and ac-

curacy. The results showed that all the RNNs, including the LSTM, GRU, and the

model combining the LSTM and GRU, are able to achieve high performance using

the mean square mean absolute, mean squared error, and root mean square error.
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Table 4.1: The dataset and used variables

Variable Describe

Date Time Indicates date including the date, month, year, and time information

Weekday Indicates variables it is a weekday or weekend

Holiday Indicates variable that government holiday isn’t it

Season Divided into four seasons: spring, summer, fall, and winter

Weather Divided into four types: transparent, mist and cloudy, rain, and snow

Temperature Temperature in Celsius

Humidity The values of humidity

Wind speed The values of wind speed

Count The number of bikes used

However, the mixed LSTM–GRU model accurately predicted the demand in this

case.

4.2 Methodology

4.2.1 Pilot experiment

First, pilot experiment of the proposed model as part of the research process, which is

effort to learn from successes and failures. The data was downloaded the bike-sharing

usage downloaded the bike-sharing usage data from January 1, 2011, to December

31, 2012, from UCI Machine Learning Repository official website and acquired the

weather data from the UCI bike-sharing dataset [77]. Which is the dataset that has

already been prepared. The dataset and variables are shown below in Table 4.1.

From the dataset, created a coefficient correlation diagram using Scikit-learn

and Keras as shown in Figure 4.2 The, and the results showed the correlation of each

variant (feature), where each feature depends on the temperature, season, humidity,

wind speed, weekday, holiday, and count. This experiment, the data to predict bike

rentals is divided into two sets: training and testing. The training set is used to

evaluate the performance of the model, while the testing set is used to train the

models. Data is used for testing in 70 percent (512 observations) and 30 percent

(219 observations) of cases, respectively.
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Figure 4.2: The correlation coefficient diagram.

Table 4.2 presents the performance of the models for pilot experiment. As can

be seen the experimental results showed that the mixed LSTM–GRU model had the

least error values, as its MAE, MSE, and RMSE are 0.0420, 0.0040, and 0.0630. This

is the outcome that may be used as a reference point in the following experiment.
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Table 4.2: Predicted errors of the bike-sharing usage.

Model MAE MSE RMSE

RNN 0.0744 0.0055 0.0505

LSTM 0.051 0.051 0.0786

GRU 0.0494 0.0053 0.0735

LSTM–GRU 0.0420* 0.0040* 0.0630*

GRU–LSTM 0.047 0.005 0.0708

4.2.2 Data preprocessing

This work used data from a BSS in Jersey City of Citi bike. Data between Jan-

uary 1st, 2020 and December 31st, 2020 contains 333,802 records (see the Figure

2), were used in the following prediction. In this model, only used the numbers

of rents and returns, information on the stations, and numbers of users, and the

dataset and variables are shown below in Table 3. According to the raw data, it can

be divided by at each hour is computed using the data and collected the dataset,

which was ID instead of the station name and the number of users per hour added

together. The date/time variable is used to obtain the weekend or weekday, and

the day of the week (Official) holidays[ref]. The next stage is to extract some more

characteristics from the date/time variable in order to improve the efficiency of the

machine learning algorithms. This work also considered other various factors, such

as historical weather data and days of the week. Then, Feature engineering entails

the data’s transformation that has been converted incorrectly might produce false

findings. Afterward, this work converted the data into a training dataset and tested

it with a ratio of 70:30, respectively (the dimensions of training and testing set is

shown in Table 4), where one sequence contained 24 consecutive hourly data inputs.

Then, the data were transformed using MinMax Scaler [78] by scaling each feature

to a given range. This scaler works in scales across input variables that may have

different units, which can be used to create the required model for predicting the

future demand for bike-sharing usages.

From the dataset, we created a coefficient correlation diagram using Scikit-

learn and Keras as shown in Figure 4.2, and the results showed the correlation

of each variant (feature), where each feature depends on the temperature, season,

humidity, wind speed, weekday, holiday, and count.
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Table 4.3: Jersey City of Citi bike dataset used variables and descriptions.

Features Acronym Type Measurement

Date Date Month-day-Year 1/1/2020 to 12/31/2020

Season Season Categorical Spring =1, summer=2, fall=3, and winter=4

Hour Hour Continuous 0,1,2,...,23

Holiday Holiday Categorical Holiday=1, workday =0

Weekday Weekday Categorical Sunday=0, Monday=1,...,Saturday=6

Weather Weather Categorical Transparent =1, Mist and cloudy = 2, Rain = 3, and Snow =4

Temperature Temp Continuous Fahrenheit

Humidity Hum Continuous %

Windspeed Wind Continuous mph

Used bikes count Count Continuous 0,1,2,...,338

Table 4.4: Training and Testing dataset

Dataset Measurement values

Training set 6149 datasets
Testing set 2635 datasets

Table 4.5: The table provides the R, R2, adjusted R2, and the standard error of
the estimate, determined for a regression model fits the data

Model Summary

Model R R Square Adjusted R Square Std. Error of the Estimate
Change Statistics

R Square Change F Change df1 df2 Sig. F Change

1 0.436a 0.19 0.19 38.24 0.19 2058.14 1.00 8782 0

2 0.542b 0.29 0.29 35.70 0.10 1295.94 1.00 8781 0

3 0.588c 0.35 0.35 34.38 0.05 686.30 1.00 8780 0

4 0.619d 0.38 0.38 33.37 0.04 542.17 1.00 8779 0

5 0.621e 0.39 0.39 33.30 0.00 39.98 1.00 8778 0

6 0.623f 0.39 0.39 33.24 0.00 28.68 1.00 8777 0

a. Predictors: (Constant), temperature
b. Predictors: (Constant), temperature, hour
c. Predictors: (Constant), temperature, hour, humidity
d. Predictors: (Constant), temperature, hour, humidity, season
e. Predictors: (Constant), temperature, hour, humidity, season, weekday
f. Predictors: (Constant), temperature, hour, humidity, season, weekday, weather

Table 4.6: Stepwise Multiple Regression Coefficient analysis
of factors affecting bike use

Variables B Std. Error Beta t Sig

(Constant) -53.785 3.138 -17.138 0

temperature 1.346 0.026 0.534 51.117 0

hour 1.547 0.054 0.252 28.874 0

humidity -0.456 0.019 -0.219 -24.223 0

season 11.463 0.489 0.242 23.444 0

weekday 1.139 0.178 0.054 6.39 0

weather -4.024 0.752 -0.047 -5.355 0
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Figure 4.3: Dataset processing.

Figure 4.4: The datasets are downloaded from Jersey of Citi bike.

Since this research, many variables were considered to use in experiment. Some

factors may affect the forecasting process. Therefore, the factors affecting the de-

pendent variables were analyzed. Regression analysis is an analytical statistic used

to study the causal relationships resulting in the results of the data analysis used to

compare the direction of the influence of each parent variable on the dependent vari-

able. There is a method for selecting variables in the equation so that the equation

can predict the criterion variables as much as possible. This research used Step-

wise Multiple Regression Analysis to evaluate the input variables used in demand

forecasting had significant effects on the dependent variables.
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Figure 4.5: The example of Jersey City dataset.

Therefore, this experiment was conducted to compare the efficiency of each

model that differed in inputs by eliminating some insignificant variables. Data ana-

lytical of independent variables related to bike use by using The Statistical Package

for the Social Science (SPSS). Stepwise Multiple Regression Analysis was used to

find the factors affecting bike use. The seven factors, namely temperature, hour,

humidity, season, weekday, weather, holidays, and wind speed, were used to find the

factors affecting cycling, as shown in Table 4.6. Based on the Stepwise Multiple

Regression analysis, the results of the analysis of the data revealed that there were

factors related to the use of bikes as follows: temperature, hour, humidity, season,
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Figure 4.6: The correlation coefficient diagram of Jersey City data.

weekday, and weather. The factors that did not significantly affect the number of

bikes used included holidays and wind speed. Therefore, the experiment was con-

ducted by eliminating the aforementioned factors.

Several factors were considered in this study, that could be related and affect

the use of the bike. On the other hand, taking factors into account in forecasting may

cause the model used in forecasting to be affected internally, causing inaccuracies.

To generate a forecasting model by verifying data assumptions. Normality, linearity,

heteroscedasticity, and multicollinearity are the four assumptions that should be

checked. The major goal of this section is to choose appropriate controlled variables
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for forecasting. The approach of statistics in regression known as multiple linear

regressions (MLR) is used to examine the correlation between a single respond or

dependent variable and two or more controlled variables or independent variables.

Stepwise regression is a popular approach [79, 80], and most statistical soft-

ware programs offer it—which clearly shows demand and, ironically, may inspire

researchers to adopt it. Efroymson [81] presented of automated stages to choose the

explanatory factors for a multiple regression model from a set of candidate variables.

The candidate variables are examined one by one at each stage, with the t statistics

for the coefficients of the variables being considered being used in most cases.

Forward selection and backward elimination are combined in the stepwise re-

gression approach. In stepwise regression formulas, controlled variables are added

and removed as needed for each step. When all variables not in the model have

p-values less than the provided Enter value and all variables in the model have p-

values larger than or equal to the specified Remove value, the process has completed

its operation.

The dependent variable with logarithmic, the correlation analysis allowed for

the quick identification of dependencies. The values presented in Fig. 4.6 show the

Pearson correlation coefficients. The variables statistically significant for p-0.05 are

indicated in symbol as ***, and those statistically significant for p-0.01 are indicated

in symbol as **.

The correlation between each feature is shown in Fig. 4.6, and the results show

that count, hour, weekday, temperature, and wind exhibit a positive correlation.

Furthermore, it shows that the two variables are related in the same direction. When

the correlation between count, season, holiday, weather, and hum shows a negative

correlation, it means that one variable is high and the other is low.

From the selection of input variables by stepwise regression method. As a

result, these statistics show which control variables (temperature, hour, humidity,

season, weekday, and weather) best fitting the data. Also, the R2 coefficient deter-

mination results pertain to the model that was fitted to the data. The summary of

model is based on the result in Table 4.5. The comparing each model, it was found

that model 6, higher the R2 and adjusted R2 . Thus, the model 6 is the best of
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all model fits to the data. As shown in Table 4.6, the coefficient obtained from the

input data analysis with stepwise regression method.

4.3 Models

In this section, present a basic introduction of the techniques for the sequential data

forecasting/predicting for time series data, where the analysis is one in statistical.

This work also proposes a model to predict the future usages of bike-sharing services.

Many articles were presented with univariate datasets. However, the data of real

systems do not only have one or two different variables (bivariable), but they have

three or more variables, which is why multivariable analysis is needed, for which a

multivariable dataset is required.

The data in a series of time periods that involve the trend, seasonality, and the

cycle are called the time series data, and this method can be applied to accurately

solve this case study. According to the various predicting/forecasting methods per-

formed in the application, the advantages of artificial intelligence, including machine

learning techniques, can decrease the errors and increase the chances of attaining

higher accuracy. Generally, an RNN, an LSTM, a GRU, and a combination of each

model can be used. However, a new architecture model combing LSTM and GRU

is used in this research.

4.3.1 Recurrent neural network (RNN)

A model in an artificial neural network algorithm that can recognize patterns such

as time series data, natural language processing, and video recognition in addition

to other patterns is called the RNN [82], and it is the process of the sequential data,

where the previous hidden state is used to calculate the current hidden state and

the current hidden state is used to estimate the next period’s state.

ht = (xtW + ht − 1U) (4.1)
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ot = (htV ) (4.2)

Where t is the current step, h is the hidden state, x is the input, o is the

output, σ is the activation function, and W,U, V the weight matrix connecting xt

(input) to the previous hidden state ht−1 and the current hidden state ht.

Therefore, the RNN is suitable for the sequence data or the time series data,

where the RNN can be used with data that are not different in distance in a sequence.

The problem with the transition function is the vanishing gradient influent difficulty

learn [75, 83, 84].

4.3.2 Long short-term memory (LSTM)

A kind of an RNN is used to process the sequential data, where the LSTM is de-

veloped based on the RNN [85, 86] while using the cell state and the hidden stage

to store and access data in the next stage so as to prevent the disappearance of the

gradient problem. They are deciding for three gates to consist of the forgetting gate,

which considers the unnecessary information, and the input gate is saved in the cell

stage. The output gate is the data transmission into an output.

ft = (Wf [ht−1, xt] + bf ) (4.3)

it = σ(Wi[ht−1, xt] + bi) (4.4)

C̃t = tanh(Wc[ht−1, xt] + bc) (4.5)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4.6)

ot = σ(W0[ht−1, xt] + b0]) (4.7)
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ht = ot ∗ tanh(Ct), (4.8)

where t is the current step, x is the input, o is the output, W is the weight matrix,

and bis the bias. ft is the forget gate at a time t, it is the input gate, Ct is the

cell state of the internal memory at a time t, ht is the hidden state, and C̃t is the

candidate hidden state that can be used in the next state, which decides to remember

or forget the input data.

4.3.3 Gated recurrent unit (GRU)

GRU is a developed unit based on the LSTM in a recurrent network. The GRU

process is a gate adjustment in the LSTM into the reset gate. Then, the gate is

updated to consider how much enough data in the previous stage merges into the

input and forget gate that can be saved more computation resources than LSTM.

The hidden state of the previous stage is connected to the reset gate, and the GRU

exposes all the memory, as it does not have the output gate. It consists of two gates:

the reset gate and the update gate.

zt = σ(Wz[ht−1, xt]) (4.9)

rt = σ(Wr[ht−1, xt]) (4.10)

h̃ t = tanh(W [rt ∗ ht−1, xt]) (4.11)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (4.12)
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Figure 4.7: Structures of the mixed LSTM–GRU.

4.3.4 The combination of LSTM and GRU

A model combining an LSTM and a GRU is proposed [87], which are assembled

and connected in time, and a parameters propagation method using the LSTM or

the GRU sequence is considered. The cell and hidden state are converted to the

next unit, where the long-term memory affects the current epoch output. As for

the multiple layers between the LSTM and the GRU, the first LSTM or GRU layer

calculates the hidden units using the inputs. Then, the second LSTM or GRU

layer calculates the output of the hidden units, but the different parameters are

independently calculated. At last, the neural network calculates the loss function

and tries to optimize it. Figure 4.7 shows the structure of the combined LSTM and

GRU.

4.3.5 Experimental

In this work, the dataset of the input matrix consists of temperature, season, hu-

midity, wind speed, weekdays, holidays, and count to predict future bike-sharing

usage. In the experiment, used the hyper-parameter as presented in Table 4.7. The

performance of the results became stable after selecting each of the variables. The

time step is 24 because the pattern of the data was acquired for every 24 hours

together. Furthermore, we used the same hyper-parameter to build the proposed

model. In the next step, each training step is processed. Then, the predicted results

are estimated according to the bike-sharing usage of each model. In addition, from

the comparison results, which indicate the model that gives the most accuracy. This
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Table 4.7: Description of variable

Parameter Value

Epoch 100

Batch size 100

Hidden node 100

Hidden layer 1-2

Time step 24

research examined the variables that did not affect the use of bikes, obtained from

the correlation analysis.The selection results eliminated the input variables analyzed

by the Stepwise Multiple Regression method as shown in Table 4.5-4.6.

4.3.6 Evaluation

This research used the mean square mean absolute (MAE), mean squared error

(MSE), root mean square error (RMSE), and R2 is the determination coefficient,

which normally runs from 0 to 1, with a high value indicating that the predicted

values completely match the actual ones that methods to measure the effective-

ness and accuracy of the different models and to evaluate the bike-sharing usage

prediction using the proposed model with multivariate time series analysis. The

predicting error was calculated as follows, where n is the testing sample number, y

is the real data of the bike-sharing usage, and ỹ is the corresponding prediction of

the bike-sharing usage.

MSE =
1

n

n∑
i=1

(yi − ỹi)2 (4.13)

MAE =
1

n

n∑
i=1

|yi − ỹi| (4.14)

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ỹi)2 (4.15)
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R2 = 1 -

∑n
i=1 (yi − ỹi)

2∑n
i=1 (yi − ỹi)2

(4.16)

4.4 Results

This work used a different model to predict the demand and compare the results. By

used the R2, RMSE, MAE, and MSE methods to measure the performance of the

proposed model. Table 4.9 shows the predicted errors of the predictions of the bike-

sharing usage and raw bike-sharing usage. which produces reliable outcomes based

on pilot experiment. The experimental results showed that the mixed LSTM–GRU

model had the least error values, as its R2, RMSE, MAE, and MSE are 0.84, 16.02,

15.12, and 260.28, respectively.

As shown in the Table 4.5-4.6, The selection results eliminated the input vari-

ables analyzed by the stepwise multiple regression. By experimenting with entering

and eliminating all six models of input variables, it was found that the sixth model

had the highest R-squared value. Temperature, hour, humidity, season, weekday,

and weather were discovered to be the variables influencing bike use.Then, in this

research, the experiment was done to eliminate input variables consisting of wind

speed and holiday. Therefore, the input variables mentioned above are used to pre-

dict the bike use in the LSTM-GRU model. The error value result was found to be

less than the model without removing the input variables, as its R2, RMSE, MAE,

and MSE are 0.87, 12.80, 11.28, and 163.88, respectively

The approach is followed, the stepwise multiple regression models are substan-

tially more successful. The results of this stepwise application show that employing

theoretical expert opinion to select the initial set of input data for forecasting is

beneficial.

Other approaches for selecting features have been presented [88]. In addition to

procedural regression, the number of features used to cope with the error increases

as the number of features increases. In practice, this may not be practicable. It

also leads to oversampling and incorrect predictions owing to inconvenient variable

combinations. When feature selection methods are evaluated using out-of-sample
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Table 4.8: Result of prediction of the bike-sharing usage for Jersey City.

Order Actual RNN LSTM GRU LSTM-GRU GRU-LSTM LSTM-GRU *

0 9 27.67 20.52 25.74 19.07 22.63 10.53

1 3 24.13 20.74 22.25 18.25 22.04 9.78

2 4 25.47 20.76 21.57 17.06 22.17 8.85

3 0 30.50 24.21 19.06 17.10 22.28 12.05

4 0 30.81 26.77 16.21 17.77 22.57 13.99

5 0 34.57 27.12 19.30 15.00 22.77 15.09

6 2 31.07 28.38 21.02 16.21 23.35 18.93

7 3 32.37 27.80 23.27 18.35 23.86 20.29

8 10 29.86 27.90 28.66 17.30 24.22 23.41

9 18 30.58 31.67 24.36 26.14 25.51 25.48

10 18 29.85 36.08 28.57 29.82 26.93 28.97

11 17 28.80 41.61 31.17 32.98 27.34 33.97

12 20 34.07 34.74 30.76 40.19 33.38 32.20

13 20 28.32 27.46 31.31 40.32 49.62 31.43

14 31 33.21 26.15 50.74 47.27 54.37 39.42

15 29 32.08 41.13 57.38 51.26 56.25 46.52

16 35 31.71 36.72 54.96 57.37 54.29 50.50

17 43 29.95 36.81 47.14 56.51 55.98 50.13

18 37 31.81 36.63 47.05 52.65 55.31 47.65

19 24 49.26 39.44 41.57 51.10 45.17 49.99

20 22 46.47 45.07 42.19 45.59 32.56 42.50

21 22 36.50 40.24 32.78 33.01 18.34 30.86

22 10 33.91 34.49 23.86 27.06 11.79 20.32

23 11 33.89 22.38 18.94 19.18 6.16 11.13

*Eliminate some input data

Table 4.9: Predicted errors of the bike-sharing usage for Jersey City.

Models R2 RMSE MAE MSE
RNN 0.43 19.83 17.52 393.05

LSTM 0.62 17.50 15.73 306.13
GRU 0.77 16.90 15.59 285.66

LSTM-GRU 0.84 16.02 15.12 260.28
GRU-LSTM 0.66 17.35 15.81 301.17
LSTM-GRU* 0.87 12.80 11.28 163.88
*Eliminate some input data
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Figure 4.8: Comparison of forecast results between the actual value and predicted
value of each model.

data, deleting recursive features with cross-validation is one of the benefits, will

have a higher chance of being effective.

4.5 Conclusion

In this work, time series data and a machine learning technique were used to predict

the demand for bike-sharing usage. Using historical data, including the season,

weather, temperature, humidity, and wind speed with the time series analysis, this

work compared the performance of the different prediction models that used an

RNN, an LSTM, a GRU, a mixed LSTM–GRU, and a mixed GRU–LSTM. The

results showed that the prediction of the demand for bike-sharing usage with the

mixed LSTM–GRU model was the most accurate. The process of considering inputs

used in forecasting is also important. It can also help increase the accuracy of the

model used in forecasting. Thus, the findings of this study can assist the planners

of bike-sharing companies in the distribution of bikes in bike stations. For future

work, it should be considered the effects of each variable on the bike usage rate

and will further develop the predicted results using other methods such as deep

learning.However, future studies may require more information about the factors

that influence bike-sharing demand or other statistical techniques to be used in the

dataset.
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Bike-sharing relocation problem

5.1 Overview

Bike-sharing services have made bike rentals available for travelers and tourists so

that they can rent bikes and return them at any station. Most bike-sharing sys-

tems provide automatic systems for users and operators so that customers can just

use their smartphones to locate available bike stations, which makes it easier and

more convenient to attract more customers. Recently, the frequency of using bike-

sharing services has significantly increased due to the popularity of green travel, as

many people have become more aware of pollution and other common health issues.

Moreover, due to the increase in carbon dioxide (CO2) levels, many people are taking

more measures to reduce greenhouse gas emissions in every economic sector.

However, with the increasing popularity of bike-sharing services, many prob-

lems have arisen, including problems during peak hours, not enough bikes at some

stations, etc. Also, sometimes, there are no available parking spaces to return bikes,

especially in residential areas or near train stations. Thus, the operators of bike-

sharing systems face many challenges when it comes to the allocation of enough bikes

and parking spaces. This problem can be solved by determining the route of relo-

cation bikes, which includes the picked up and returned bikes. Thus, cost-efficient

operation can be used to guarantee profit maximization optimization. Moreover,

customer satisfaction is important so customers can continue using the service, and
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it is also important for increasing the number of customers and improving service

reliability.

Recently, bike-sharing systems have received a lot of attention from researchers.

Operational relocation can be classified into two groups. The first group includes

user-based strategies, which incentivize users to participate and encourage them to

voluntarily relocate their rented bikes. Such strategies include static pricing and

dynamic pricing strategies. Singla et al. [51] presented a crowdsourcing mecha-

nism for dynamic pricing, which enabled the calculation of each station’s incentive

values and the development of a dynamic incentives system by offering incentive

amounts to users and utilizing smartphone applications. The second group includes

operator-based strategies, where relocation operators work on optimizing the pickup

and delivery costs. Erdoğan et al. [45] presented an exact algorithm using a branch-

and-cut algorithm which utilizes combinatorial Benders’ cuts to separate infeasible

solution from the feasible region to solve the static bicycle relocation problem by

determining the minimum cost sequence of the stations to be visited by a single

vehicle. Cruz et al. [89] presented an iterated local search heuristic for solving the

bicycle relocation problem. Gajpal and Abad [90] proposed a construction rule in

Ant Colony Optimization as two multi-route local searches to solve VRP with si-

multaneous delivery and pickup. Shui and Szeto [91] offered a dynamic green bike

repositioning problem that simultaneously minimizes the total unmet demand of

bike-sharing systems and the fuel and CO2 emission costs of repositioning vehicles.

The solution method was based on the ABC algorithm.

Numerous studies on bike-sharing systems have proposed solutions for the

relocation problem for operating a vehicle routing. Consequently, the underlying ve-

hicle routing problem has received the most attention. In our study, This work have

proposed the effectiveness of the solution. This thesis also modified the efficiency of

the swarm-based metaheuristic algorithm, ABC, and enhanced its search efficiency

in solving the bike-sharing relocation problem.
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5.2 Bike-Sharing relocation problem description

5.2.1 Problem description

Bike-sharing relocation is a part of VRP that can be applied to relocation.

Battarra et al. [92] classified the VRP as widely treated pickup and delivery problems

(PDP). PDP is a kind of VRP where goods must be transported from different origins

to different destinations, and it is divided into three classes. The first class is one-

to-one (1-1), where each good and request are provided with a pair of origin and

destination. The second class is the One-to-Many-to-One (1-M-1), which represents

how some goods must be delivered from a depot to customers and how other goods

must be recollected from the customers and carried back to the depot. The third

class is Many-to-Many (M-M), which represents how each good can have various

origins and destinations and how any location can be the origin and destination.

The problem of relocating bikes in a bike-sharing system lies in this class.

The model for solving vehicle routing problems for deliveries and pickups

(VRPDP) aims at minimizing the cost or distance by providing customers with

the allocation of vehicle routes for truck trips to service customers. One limitation

that must be considered is the vehicle loading capacity. Although this is a significant

problem, it is not extending VRP due to the lack of multiple travel plans. Customers

receiving goods from a depot are called linehaul or deliveries. Customers who send

goods back are called pickup or backhauls. It is possible that customers may want to

both send and receive goods at the same time. This case is called combined demands.

Also, in bike-sharing relocation, a customer at a station may need to pick up or

drop off a bike [93]; hence, it is possible to adopt VRPDP with combined demand in

solving this problem. This can be modeled using integer linear programming models,

which involve minimizing the cost or distance. Starting from the depot, the truck

drives to visit each station exactly once to drop off or pick up a bike for relocation.

Then, the truck must be back to the depot. The problem can be defined on a graph

G = (V,A), where V = 1...., n is a set of nodes (stations) in a depot located at

node 0, and A = {(i, j) : i, j ∈ Vi 6= j} is a set of arcs (distance between each pair

of vertices). Each station i has a demand ddi or pdi, where pdi denotes the pickup

bikes that must be removed at station i, and ddi denotes the drop off bikes that must

be supplied at station i. The bikes removed from the pickup stations can either go
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to a drop off station or back to the depot. The bikes supplied to a drop off station

can either come from the depot or from a pickup station. Also, the feet of m is the

limitation of the capacity Q of each available vehicle at the depot. This problem is

related to determining a relocation while minimizing the total cost of a fleet with a

number of (m) vehicles through the graph.

There are various the method to solve bike-sharing relocation as vehicle routing

problem. The Swarm Intelligence is an efficient method as the ABC algorithm [94],

but it is still insufficient for the selection strategy. Karaboga, D., and Basturk, B. [95]

and Pathak, N., Mishra, M., and Kushwah, S. P. S. [96] proposed the modified ABC

by using Local Search (LS). The GLS is a way to improve the selection strategy in

the ABC algorithm because the GLS gets the results better than LS [97]. To narrow

the gaps of the previous research work, this work proposes the modified ABC in a

neighbor solution to enhance the solution performance, namely GLS to improve the

solution performance to apply in bike-sharing relocation problem.

5.2.2 Mathematical modeling for the bike-sharing problem

According to [98], with the objective of minimizing the total cost, a model was

proposed for solving the VRPDP in order to make the mathematical model of the

bike-sharing problem mimic VRPDP. The mathematical model for minimizing the

total cost in this problem was defined as follows:

Parameter

Decision variables xij =

{
1, when vehiclem travels fromstation itoj

0, otherwise

min

n∑
i=0

n∑
j=0

Dijxij (5.1)

s.t.
n∑
i=0

xij = 1, j ∈ {1, ..., n} (5.2)

n∑
i=0

xji = 1, j ∈ {1, ..., n} (5.3)
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n∑
i=0

Drij − ddi =
n∑
i=0

Drji, j ∈ {1, ..., n} (5.4)

n∑
i=0

Puij + pdi =

n∑
i=0

Puji, j ∈ {1, ..., n} (5.5)

n∑
i=0

Dri0 = 0 (5.6)

n∑
i=0

Pu0i = 0 (5.7)

Drij + Puij ≤ Qxij , i, j ∈ {1, ..., n} (5.8)

n∑
i=1

x0i = m (5.9)

xij = {0, 1} , i, j ∈ {1, ..., n} (5.10)

The objective function is to minimize the total travel distances of all trucks

drivers for bike relocation that define the feasible solutions of the routes given the

constraints. Constraints 5.2 and 5.3 ensure that the vehicle must only visit stations.

Constraint 5.4 and 5.5 guarantee that the flow conservation constraints are met.

Constraints 5.6 and 5.7 confirm that the vehicle starts at the depot with zero pickup

bikes and finishes with zero drop off bikes. Constraint 5.8 make sure that the vehicle

picks up and drops off loads at any customer location within the vehicle load capa-

bility. Constraint 5.9 verify that the vehicle leaves from the depot, and Constraint

5.10 is a binary variable.
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5.3 Trial and Error of the Algorithm for Solving Relo-

cation Bike-Sharing

To solve the vehicle routing problem, researchers have proposed a variety of methods,

such as the exact, heuristic, and metaheuristic methods. Mathematical models can

be used to solve such problems and to explain various problem aspects. Likewise,

metaheuristic methods, such as the genetic algorithm or ABC algorithm, have been

applied to solve such problems.

The most common relocation operation problem that exists all day every day is

the bike-sharing relocation operation problem, and it can either be static or dynamic.

The static problem is when relocation is performed on a predetermined schedule

when a system is closed or minimally operating at night. The dynamic problem is

when relocation occurs in the daytime when the system rapidly changes and needs

relocation. Essentially, for bike-sharing relocation systems in small or medium cities,

the bikes are often carried out at night using a vehicle that visits each station exactly

once. Many researchers proposed methods for solving the vehicle routing problem

to find out the minimizing cost. Using the exact method (genetic algorithm (GA))

[99], that has been widely used in various real-life applications, This work used a

trial-and-error experiment to compare the performances of the well-known in the

literature and those of different kinds of optimization algorithms consisting of mixed

integer programming problems (MIP). The representation of chromosomes is closely

associated with real-life problems. The main advantages of GA are that it is robust,

efficient, and accurate, and the artificial bee algorithm (ABC) [100, 101] has become

one of the most common optimization methods in the field of artificial intelligence

since it was first conceived in the early nineties. As a result, many research works

elaborated on the value of using it in well placement optimization to solve the bike-

sharing relocation problem. Gurobi solved such problems using MIP. GA and ABC

were coded in Python.

In the trial-and-error experiments, the ABC algorithm showed the best perfor-

mance, but it took a long time compared with the other methods. This work aimed

at modifying the performance of the ABC algorithm in solving the bike-sharing re-

location problem. The results were consistent with those of Rothlauf [102], who
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Table 5.1: Comparison of the performances of the experimental results for each
algorithm.

Number of Stations
Algorithm

MIP GA ABC

10
Avg.(km.) 348.96 291.57 282.84

CPU time (S.) 9.12 1.96 8.29

20
Avg.(km.) 303.29 313.15 302.05

CPU time (S.) 10.43 2.8 10.25

30
Avg.(km.) n/s 567.7 423.9

CPU time (S.) >24hr. 2.98 21.3

proposed an exact optimization method that guaranteed finding an optimal solu-

tion. Also, using heuristic optimization methods, there were no guarantees that an

optimal solution can be found. Usually, the exact optimization method is a choice

method if it can solve an optimization problem with an effort that polynomially

grows with the problem size. The situation is different if the problems are NP-hard,

as exact optimization methods need exponential effort. Then, even medium-sized

problem instances often become intractable and cannot be solved anymore using

exact methods. To overcome these problems, heuristic optimization methods can be

used. Binitha and Sathya [103] presented the GA algorithm to solve the convergence

problem for local minima or maxima. Further, GA was unable to effectively solve

constrained optimization problems.

5.4 Modified ABC algorithm

5.4.1 The original ABC

In 2005, Karaboga [104] developed the ABC algorithm [105], which is a method for

solving optimization problems. The algorithm imitates the behaviors of bees when

searching for food (Honeybees). The bee colony population is divided into three

groups: employed bees, onlooker bees, and scouts. The employed bees search for

food and then came back to share information about food sources to the onlooker

bees, which search their nests, inspect the selected food sources, and compare them

with the food sources nearby. This algorithm improves the ability of exploring and

finding the best solution (optimization algorithm) using scout bees, which guide the
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mutation process to the algorithm by searching for new food sources in the previously

unexplored areas of the survey area to increase the chances of finding better food

sources. Then, the selected food sources are discarded and transformed from the

employee bees to the scout bees so as to find new food sources. The location of a

food source is the value of a possible answer. The number of employed bees and

scout bees combined is the total number of possible solutions by finding food sources.

The ABC algorithm is an efficient approach for solving the vehicle routing

problem. Nevertheless, this algorithm has not been confirmed as a global solution,

but it provides optimal solutions for NP-hard problems [106].

Step 1: Initial population creation of all bees with location of food sources cho-

sen by random selection (initial phase) based on Equation 5.11 where i = 1, . . . SN, SN

is indicate the number of food sources, and j = 1, . . . , D, and D is the dimension of

the problem.

xij = xmin j + rand [0, 1] (xmax j − xmin j) (5.11)

Step 2: Employed bee phase. The employed bees search for new food sources

based on Eq. 5.12, where vij is the new solution in the next generation, ø is the

value obtained from the randomness in the range of 0-1, i ∈ {1, 2, ..., SN} , SN is

the size of colony, j ∈ {1, 2, ..., D}, and D is the dimension of the problem. Then,

the suitability is calculated based on Eq. 5.13 if the new position value is better

than before to update the position to a new value.

vij = xij + ∅ · xij − xkj (5.12)

fitij

(
⇀
x
)

=


1

1+fi

(
⇀
x i

) , if fi ≥ 0,

1 + |fi (i)| , if fi < 0
(5.13)
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where
x denotes the vector answers from random,

i is the population,

j is the parameter value,

fi (xi) is the x objective function value,

fitij (x) is the fitness value solution of the food source.

Step 3: Onlooker bee phase. The onlooker bees consider the obtained food

sources from the employed bees using a probability that can be obtained from equa-

tion 5.14, where pi is the selection probability of the current solution. If the food

source has high probability, it is very likely to be chosen. Then, the onlooker bees

send the selected data for calculation in order to find more suitable food sources,

just as the employed bees.

Pi =
fiti(xi)∑τ
i=1 fiti(xi)

(5.14)

where fiti is the fitness value of solution i, which is proportional to the nectar

amount of the food source in position i, and τ is the number of food sources, which

is equal to the number of employed bees or onlooker bees.

Step 4: Scout bee phase. When the original food sources of the employed bees

are not selected by the onlooker bees, the scout bees calculate the new food sources

by randomly replacing those that were not selected.

Step 5: Condition satisfied. The bees stop searching when finding the best

food source. Otherwise, they go back to Step 2 again until max iterations.

The ABC is still a qualification of poor exploitation [107]. This causes captur-

ing in the optima areas and results in slower convergence rates, thus tackling various

problems. In the past, many researchers modified the basic ABC structure. The

proposed variable was named LS-ABC (local search based ABC). The performance

was tested on more than 12 standard functions [108]. Pathak [109] presented an

enhanced ABC algorithm with local search using an incremental approach for the

traveling salesman problem.
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5.4.2 Local search

The local search strategy is a kind of constraint propagation. When solving con-

straint networks, local search strategies are often modified to discard the states

that cannot be solutions and to rank the states that are still solution candidates.

This idea has been applied to efficiently explore large neighborhoods [110]. The

local search algorithm starts from a candidate solution, and iteratively moves to a

neighbor solution. From the original ABC, in the onlooker bees’ states, a neighbor

solution is only used for replacement when the onlooker bees find the best neighbor

solution [111].

The local baseline search algorithm starts with an arbitrary solution and ends

with a local minimum, which cannot be further improved. During these steps, there

are several local search ways. For the best improvement, such as greedy selection,

the local search replaces the current solution with the most cost-improving solution

after searching the entire neighborhood. The local search method can quickly resolve

optimal routing [112]. The limitations of the problem variance were also found to be

quite high. This thesis found the method to improve the operators in the steepest

descent search strategy to avoid the local optimal for reaching global optima as with

the guided local search (GLS) algorithm [97]. To probably improve the efficiency of

the solutions in the search process.

Guided local search is an optimization technique which is an intelligent search

algorithm that exploits information to guide the local search in avoiding the local

optimum [113, 114]. The GLS solution modifies action from local search by aug-

mented cost function of minimizing the problem objective function with the cost

function to a penalty term that was applied by a penalty vector p, where pi is the

penalty value of feature i. The GLS uses local search to minimize objective func-

tion by augmented objective function. Therefore, local search is performed via local

search (S, p) function, staring from solution S and then returning to a new solution

improved by the augmented objective h(S)which spread of penalties as follows:

h(S) = O(S) + λ
∑

i∈M
pili(S)Ci (5.15)
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where O(S) is the original objective function problem. The Ci is a cost vector

of feature i. pi is the penalty parameter and if the feature is not exhibited in the

local optimum, then the penalty value is 0, when the local search is tapped, where

the penalty parameters are incremented by 1. Penalty is the indicator involving

the feature i, which is the distance between customer location and other locations,

and λ, a parameters to GLS, represents the relative value of penalties to control the

information on the search process with respect to the actual solution cost. Arnold

and Sörensen [114] found that λ = 0.1 works well. A li is a Boonlean indicator in the

solution feature i. The essential effectiveness of GLS is the penalty parameters that

are the costliest features in the current solution and are weighted by the number

of times a feature has already been penalized. The penalties of the features are

initialized to zero and are incremented for the features that maximize the utility

formula. After the improvement method when local search settles, the penalty factor

was used to penalize the bad features of i. If they keep a local search in local

optimization, the current solution, which has the most cost, is penalized by weighing

the number of times. They choose the features for which Ci/(pi + 1) is the largest

among the features in S.

5.4.3 Proposed algorithm

This study proposed states for improving the performance of the ABC algorithm to

solve the bike-sharing relocation problem, which is modified in the scout bee phase

using local search based on the neighboring operators. The proposed algorithm is

called the GLS-ABC algorithm, and it was demonstrated, as shown in Figure 5.1.

This work proposed a modified state so that xi is replaced by the best neigh-

bor solution, which is a guided local search algorithm that starts from a randomly

selected complete instantiation and moves to the next instantiation. This idea may

prevent the bad regions of the solution search.

The solution starts searching for the route tour that is closest to the depot.

Next, searching for stations makes addition of more routes feasible based on the

demand of each station and the capacity of the truck’s delivery constraints.
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Figure 5.1: The correlation coefficient diagram.

The algorithm finds the best route by utilizing the cost function, which is

determined from the distance between two stations and the demand of each station,

under truck constraint considering the truck’s capacity possible load and unload

itself. For the fitness function, is equal to 1/Z(Xi), where Z(Xi) is the sum of the

route distances of the food source Xi. Thus, the fitness value inverses the total

distance value; as such, the minimized total distance affects the fitness value. The

problem was defined by N bike-sharing stations and a symmetric distance matrix,

where D = [dij ] gives the distance between any two stations i and j. The goal is

to find the minimum total distance for bike-sharing relocation based on the truck

constraints; the truck starts from depot and visits each station exactly once, and

after pickup or drop off, the truck must return to the depot.
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Figure 5.2: Bike-sharing station distribution at each instance using difference
types (Solomon Problem) (N is depot, • is station).

Figure 5.3: Bike-sharing station distribution at each instance using difference
types (Solomon Problem) (N is depot, • is station).

73



Chapter 5. Bike-sharing relocation problem

5.5 Experimental

5.5.1 Data

The experiments revealed that each depot provided service using capacitated vehi-

cles for relocation bikes. Each truck can carry a maximum of 20 bikes. The illus-

trated dataset was used; each instance consisted of the coordinate of location, pickup

demand, and drop-off demand. The coordinates of the bike-sharing stations were

randomly generated in a Euclidean plan. Also, the drop off and pick up demands

of the bikes at each station were randomly generated to vary a dataset consisting of

four instances as AA001-AA004.

This research evaluated the performance of the proposed algorithm based on

the locations of the customers using the Solomon problem [115], which is classified

into three types. First, the R data set having randomly distributed bike stations

locations was generated in a problem consisting of R101 and R102. Second, the C

data set have clustered bike stations location distribution in a problem consisting of

C101 and C102. Last, the RC data set have a mix of randomly located and clustered

bike stations distribution structures in a problem consisting of RC101, and RC201,

where each problem has 100 bike stations. The drop off and pick up demands of the

bikes at each station were randomly generated. The experiments considered how to

operate a minimized total distance of the truck routing for bike-sharing relocation.

5.5.2 Evaluating the performance of the modified algorithm.

This work evaluated the performances of the original ABC algorithm (LS-ABC) and

proposed ABC algorithm (GLS-ABC). The experimental design of each condition

contains 20 replicates (run 20 times) to improve the accuracy and reduce experi-

mental errors. This work set the number of employed bees and number of onlookers

to be equal to the number of food sources (τ = 25) based on Karaboga and Basturk

[95], and each time the algorithm was run for 2,000 iterations [111]. The experi-

ments were conducted in randomization, and the collected results consisted of the

best total distance and average total distance. Then, the results were confirmed by

statistically comparing the performances of the difference approaches. The paired
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Table 5.2: Comparing ABC, LS-ABC, and GLS-ABC.

Instance Num of stations
Average Best

ABC LS-ABC GLS-ABC ABC LS-ABC GLS-ABC

AA001 30 423.9 379.08 361.82 371.91 311.24 301.12

AA002 40 568.22 504.36 500.75 561.86 481.94 460.04

AA003 50 876.67 751.44 728.82 811.62 730.41 721.8

AA004 100 1907.87 1559.15 1530.12 1772.31 1469.9 1447.74

Table 5.3: Comparison of the improvements of the experiment results for LS-ABC
and GLS-ABC.

Instance
Average Best

LS-ABC GLS-ABC LS-ABC GLS-ABC
% P-Value % P-Value % P-Value % P-Value

AA001 10.57 0.0000 19.02 0.0000 16.3 0.0109 14.65 0.0101

AA002 3.87 0.0000 18.12 0.0001 14.2 0.0069 11.87 0.0005

AA003 14.29 0.0000 10.20 0.0000 10.00 0.0000 17.67 0.0000

AA004 18.28 0.0000 18.31 0.0000 17.10 0.0000 19.8 0.0000

Table 5.4: Comparison of the CPU times of the experiment results for ABC,
LS-ABC, and GLS - ABC.

Instance
CPU time (in seconds)

P-Value
ABC LS-ABC GLS-ABC

AA001 20.56 26.73 57.75 2.29632E-11

AA002 20.67 28.13 64.31 3.900364E-18

AA003 17.84 27.75 80.45 2.4363E-10

AA004 30.70 47.02 120.14 8.1925E-19

t-test and analysis of variance method were used. The simple cost operation cate-

gories were divided into two groups: fixed cost groups may include the vehicle leasing

cost and the diver’s salary, and the variable cost group, which is the fuel per meter,

and vehicle maintenance. For reduce cost that change directly as the fuel cost per

kilometer. Thus, this work only presented the total travel distance. This work has

raised the issue of improving the routing efficiency for the bike-sharing relocation

problem. Therefore, the critical point of the change was compared, namely the cost

of fuel per kilometer.
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Table 5.5: The experiment results of the different types of data sets for ABC,
LS-ABC, and GLS-ABC.

Instance
Average Best

P-Value
ABC LS-ABC GLS-ABC ABC LS-ABC GLS-ABC

C101 910.84 882.8 862.8 854.5 822.42 818.7 0.015409375

C202 1038.19 1012.44 1002.44 987.82 947.32 930.1 6.1318E-13

R101 1061.59 1023.04 1010.12 970.3 956.94 944.35 0.00276636

RC101 1174.39 1132.31 1110.71 1045.79 1027.4 980.5 0.016862495

RC201 1330.34 1073.17 1073.9 1058.67 999.9 960.84 3.6600E-06

5.6 Results and discussion

The model for finding out the best solution was coded using Python and run on a

computer (Intel core i7 CPU3.80 GHz PC with 16 GB RAM, Windows 10). The

optimal solution results of the experiments consisted of the best objective value of

the minimum total distance and the average total distance. This work measured the

performance using two methods: number of stations and data set type. The results

of the various data of the number of stations were shown in Table 5.2, the CPU

times were shown in Table 5.4, and the percentage improvement of the objective

value (total distance) was compared between the original ABC and LS- ABC, and

the original ABC and GLS- ABC. Furthermore, the p-value of the t-test of the

comparative mean objective values between the algorithms based on the original

ABC was shown in Table 5.3. From Tables 5.2 and 5.5, regarding the test results of

the total distance and average tour distance of the bike-sharing relocation problem,

the GLS-ABC algorithm improved the total distance by more than 3 percent at each

instance and on average distance by more than 10 percent at each instance. The

original ABC was statistically significant with the LS-ABC and the GLS-ABC via

p-value¡0.05 at each instance for both total and average distance. Nevertheless, as

shown in Table 5.4, the GLS-ABC took more time than LS-ABC and the original

ABC. Overall, the test results show that the GLS-ABC algorithm can produce much

better solutions than the original ABC and the LS-ABC in regard to solving bike-

sharing relocation problems.

Table 5.3 shows that the GLS-ABC algorithm improved both the average and

best total distances compared with the basic ABC algorithm and LS-ABC algorithm.

The essential operation cost is a variable cost of the fuel cost per kilometer. The
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Figure 5.4: Comparisons of the different types of data sets of the experiment
results by average value

results showed that the GLS-ABC algorithm is most likely better in reducing the

bike-sharing relocation cost.
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5.7 Conclusion

In conclusion, this chapter provide the following contributions: The bike-sharing

relocation problem involves customer satisfaction and the benefits of bike-sharing

service providers. Also, bike-sharing services are alternative transportation options

for many travelers and locals, and they offer an environmentally friendly and healthy

transportation method. In this work, an alternative algorithm was presented to

solve the bike-sharing relocation problem. The ABC algorithm could effectively find

a solution for the routing problem. This research modified the original artificial bee

colony to improve the effective solution, and the results showed that the modified

algorithm is better than the original ABC algorithm and GLS-ABC in regard to

diminishing the bike-sharing relocation problem. The GLS-ABC algorithm could

also offer better solutions than those of the original one. The operational costs

could be reduced by reducing the vehicle fuel cost. However, the proposed algorithm

took a longer time than the original one. In the future, This research aim to use

the proposed algorithm to solve other real data set in real situations. Also, this

work aim to breakeven the number of times for relocation a day and to develop a

different algorithm. Then, one may consider being served with uncertain demand

with unknown distributions, which is similar to the real situation.
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Reinforcement Learning for

bike-sharing relocation problem

6.1 Overview

Several researchers have proposed a solution to the imbalance. While the balancing

problem is divided into two categories, the user-based approach is the economical

method of motivating the user. To encourage users to use bike sharing at stations

with high inventory stations rather than stations with low inventory in the bike or

parking slot available. To achieve relocation in all bike-sharing stations, the vehicle-

based approach utilizes trucks or bike trailers to load or unload bikes. Almost

all research on bike-sharing systems is still in the process of rebalancing which is,

essentially the most crucial consideration in the vehicle routing problem. Thus, we

propose that the vehicle-based approach be used in this study.

Existing artificial intelligence (AI) is thriving; for example, reinforcement

learning (RL) is computationally cheaper than model-free learning and labeled data

that are not available [116]. This method can also be used in complex problems

to obtain the best solution with high accuracy. A type of RL is used to learn how

to pay AlphaGo for becoming the professional player champion and possibly the

strongest player. Generally, dynamic systems work with AI as well. We only found

one related work that proposed a deep learning approach to forecasting user demand
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and hierarchical reinforcement pricing for rebalancing dockless bike-sharing systems.

That is not common; only a few studies propose that reinforcement learning can be

used to rebalance bike-sharing in a vehicle-based approach.

This study proposes an optimal rebalancing model to determine the minimum

cost for relocating bikes from high supply to high demand when empty stations pre-

vent users from picking up bikes. Furthermore, it presents a vehicle-based approach

for solving the relocation bike-sharing problem using the Q-learning algorithm and

the SARSA algorithm from the reinforcement learning branch.

6.2 Related work

In recent years, bike-sharing systems solutions have been proposed to mitigate the

system’s demand and supply imbalance. The related work of relocating bike-sharing

solutions can be divided into two categories. The first category focuses on the user-

based approach; here, customers actively balance bike-sharing, Pfrommer et al. [52]

proposed using dynamic pricing strategies on real-time price incentives to entice users

to return bikes to short-supply bike stations. Zhang et al. [53] present a method

on a user-based bike-sharing system as a dynamic pricing strategy with negative

prices for improving the problem of bike imbalance with demand and supply in the

system using user equilibrium dynamic traffic assignment model that was developed

to capture the behavior of traveler’s response for route mode selection. The second

category focuses on the truck-based approach, in which the service provider operator

dispatches bikes using multiple trucks with both static and dynamic problem ver-

sions. The static version approach, Chemla et al. [46] presents a method for solving

the rebalancing issue that is considered to be a problem of many-to-many pickup and

delivery problems by using tabu search on the branch-and-cut algorithm as a capac-

itated single vehicle. Yanfeng Li et al. [47] presented mixed-integer programming

and a modified hybrid GA for solving the static bike-sharing relocation problem

with various bike types. Dell et al. [48] proposed a metaheuristic algorithm for bike-

sharing rebalancing problems that uses both constructive and local search. Bulhões

et al. [49] presented a branch-and-cut algorithm for solving the multi-vehicle sharing

relocation problem and developed iterated local search-based heuristic, which was

implemented on instances ranging from 10 to 100 nodes. Caggiani et al. [41] propose
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a dynamic method in real-time as a decision support system for dynamic rebalanc-

ing problems in the dynamic version. On the dynamic rebalancing of bike-sharing

systems, Chiariotti et al. [50] proposed a framework for dynamic strategies that can

be better adapted to the volatile nature of the network than rebalancing models.

However, existing research has shown that the results of the user-based ap-

proach for bike-sharing relocation in the actual state are not significant compared to

the truck-based approach [52, 117]. The user-based approach is applied, which may

not be sufficient to persuade the customer to change their attitude. As a result, this

study focuses on a truck-based approach to balancing bike-sharing relocation.

Artificial intelligence (AI) has grown in popularity in recent years. Machine

Learning (ML) and Deep Learning (DL) are subsets of AI. According to Xin et al.

[118], the difference between traditional ML and DL is the amount of data, as DL

does not perform well with small datasets. Because DL must work with GPU, it

relies on higher-performance GPU-enabled machines. However, DL works as well;

rather than breaking down the problem into multiple sub-problems, DL contributes

directly to end-to-end solutions.

Thus, this study focuses on machine learning to solve the problem because

ML works equally well with small data sets. The previous study [119] described

the overview of the ML method in particular. Reinforcement Learning (RL) can

be divided into several types, the wild use as the on-policy and off-policy. Machine

learning has been proposed to solve the vehicle routing problem (VRP) [120], adopt-

ing the RL that consists of greedy and RL-based for solving the VRP, with the

results also showing the RL.

Many variants of the RL can solve the basic problem. Q-learning has evolved

into one of the RL and has been extensively studied for optimization and operation

research. The Q-learning algorithm, an off-policy algorithm that uses maximum

action value for expected value, is the most applicable reinforcement learning ap-

proach. Bouhamed et al. [121] propose a reinforcement learning routing scheduling

framework, using Q-learning to train the agent and a reward function to consider

task times and delays. Furthermore, the SARSA outperforms the well-known RL.

Both do not estimate the environmental model, which is an algorithm that estimates

the function value directly from the simulation of the direct policy search method
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[122]. We discovered that both Q-learning and SARSA [123] are well-known and

have the advantage of using a good policy as a short-time convergence learning pro-

cess [124]. Thus, this study assumes Q-learning and the SARSA branch of ML for

problem-solving.

The preceding discussion focused on the reinforcement learning framework.

This study will propose using Q-Learning and SARSA to solve the bike-sharing

relocation problem as a Capacitated Vehicle Routing Problem (CVRP). As shown

in next Sections, it may be able to be used in the relocation bike-sharing problem

to improve efficiency systems.

6.3 Problem definition

This study investigates bike-sharing relocation for a network that the system has

used for relocation. The bike-sharing system’s network includes a depot where all

trucks start and return after visiting bike-sharing stations that service n stations

and v trucks used for relocation. Each truck is assumed the same to have the same

capacity. The number of bikes to be rebalanced is known before the start of the

relocation process.

Furthermore, the demand for the number of bikes necessitates repositioning

for relocation. During the relocation process, the demand at each station can be

changed to be smaller or larger. The bike relocation is necessary to balance supply

from a full station to an insufficient station. A depot can store the bikes for repair

before relocating them at each station. The trucks for relocation can only visit the

station once and must return to the depot after visiting each station, subject to the

truck’s capacity and the number of bikes required for rebalancing.

The problem considers the routing problem for operating trucks and the num-

ber of pickups and drop-off bikes at each station in the system to optimize the

shortest possible distance between operating trucks. This problem can be traced

back to the CVRP related to operations research and manages logistics operations,

vehicle routing, and delivery schedule. The problem is considered on a complete

directed graph G = (N, A), where the nodes are the bike-sharing stations, and the

set is N =1,. . . ,n, the set of arcs or distance between stations is A = {i, j ∈ V, i 6= j},
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and the station number 0 is represented to the depot. The demand for bikes for relo-

cation was assumed to be known before the operation, and it can also be estimated

using historical record datasets [125, 126]. For bike relocation, each station in the

system from the depot or stations with more bikes more than customer demand to

shortage stations. The trucks are considered to relocate; the truck must depart from

the depot and return to the depot after visiting some or all stations, which is the

selective delivery problem [127].

Many researchers have proposed solutions to the problem of rebalancing. How-

ever, in order to perform their tasks effectively in dynamically changing environ-

ments, systems must be adaptable. As a result, the rebalancing problem should

be adapting intelligent agents to provide information and make decisions based on

the shortest path or the lowest total cost. This study proposes the intelligence to

an application for solving the rebalancing problem as machine learning. Nazari et

al. [120] use the RL to solve the VRP, and the results show that the RL also does

not require a distance matrix, and only one feed-forward pass of the network is re-

quired to update the routes. Thus, in real-world situations, we may need to use a

distance matrix to determine which truck route to take in order to minimize total

route cost. This study employs the Q-learning and SARSA to determine the best

route by calculating the distance matrix. The online system is based on real-time

data.

6.4 Methodology

Machine Learning is a type of artificial intelligence that uses software to predict

outcomes more accurately. It was developed via pattern recognition learning. They

involve learning information and then using computer programming to create an al-

gorithm to predict data. There are three types of ”training data” or ”input dataset,”

namely: supervised learning, unsupervised learning, and reinforcement learning.

Reinforcement Learning (RL) has been a decade-long AI trend for better in-

tegration with statistics, mathematics, and optimization. RL differs from both su-

pervised and unsupervised. The supervised method is trained using the data label,

whereas the unsupervised method does not use the data label to identify patterns in
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the data. In operation research, reinforcement learning has had a strong interaction

with methods for learning with estimates from classic variables. The solution to

the bike-sharing relocation problem is to use reinforcement learning, which allows

agents to learn in an environment through trial and error by providing feedback on

actions and experiments. The essential agent behavior is to learn and take the best

course of action for the highest reward, thereby completing the purpose application.

The core elements of reinforcement learning are the environment state, the agent’s

actions, and the environmental rewards. The majority of Reinforcement learning is

Temporal-Difference (TD), which combines the Monte Carlo measurement method

[123] with a model-free experience and the advantages of dynamic programming.

Q-Learning is a popular reinforcement learning method that supports information

flow. It is not necessary to have prior knowledge (the value function) to partici-

pate in Q-learning. Meanwhile, the basic function of Q-learning is that the agents

learn by trial and error for the best value of reward by policy from interactions.

Additionally, to solve dynamic problems, Jang et al. [128] describe a comprehensive

classification and applications in Q learning algorithms using the Markov Decision

Process (MDP).

6.4.1 Q-Learning algorithm

Q learning is defined as an off-policy temporal difference (TD) of reinforcement

learning. Reinforcement learning is described by MDP. In MDP, there are optimal

policies, which have been defined as a maximum reward, and which described the

value function with sequential action by the mathematical approach to establish the

Bellman equation. Thereafter, the bellman is used to solve the Q-learning, MDP

component shown in Fig 6.1 as follow:

1) The state (S) is an agent’s observation of the situation set.

2) The action: The possibility that an action (A) will occur in the state S.

3) The state transition probability value in the matrix in equation 6.1 : the

agent moves from one state to each state by taking action is the numerical repre-

sentation of the state transition probability, where P ass′ is the probability to move to

state s’ in the matrix P :
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P ass′ = P
[
St+1 = s′

∣∣St = s,At = a
]

(6.1)

4) The reward: The environment can be learned the information from the

agent, and it is called a reward when s state and action occur at time t, where Rass′

is the reward function, t is the time, and E is the expected reward value in equation

6.2:

Rass′ = E [Rt−1|St = s,At = a] (6.2)

5) Discount factor: The agent acting in the state. The discount factor was

defined as the responsible action from the compensation operation. During the

learning process, the reward value decreases due to the depreciation concept, which

is between 0 and 1. Thus the amount the agent receives over time is reduced.

6) Policy or Control program: The agent decides the action by using the policy,

where π is the probability in equation 6.3 when the agent selects an action in s state

of the at time t. Then RL learns until it finds the best policies that represent an

optimal policy.

π (a| s) = P [At = a|S = s] (6.3)

The Q-function value is integrated into the policy for all actions. This work

applied the Q-learning algorithm to find the shortest path problem. We defined

the current truck for bikes repositioning location as the state, and the action is to

immediately select the next node. The proposed model is based on the developed

model of Jeon et al. [129], and we consider truck capacity when relocating each

station in advance. To solve the RL problem, the agent must learn to take the best

action in each possible state that it encounters. To accomplish this, the Q-learning

algorithm learns how much long-term reward it will receive for each state-action

pair (s, a), which is known as the state action-value function, and this algorithm

represents it as the function Q(s, a), which outputs the return the agent will receive

when acting in state s, and according to the policy indicated by the function Q until
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Figure 6.1: The flow of the Markov decision process (MDP)

Figure 6.2: The pseudocode of Q-Learning algorithm.

the episode ends. The pseudocode of the Q learning algorithm is shown in Figure

6.2 .

6.4.2 SARSA algorithm

The SARSA algorithm is an on-policy TD control that learns the policy value for

decision making, similar to the Q learning algorithm. In contrast to Q-learning,

which performs one policy and evaluates another, the agent learns from the value

of state-action pairs on the current policy. The SARSA, except for action, comes

from fact for updating the action value, and SARSA needs to update the Q values

at previous state-action pairs at a time step, and the learning agent learns the value

policy to the current action from the current policy, which is shown in Figure 6.3.
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Figure 6.3: The pseudocode of SARSA algorithm.

6.4.3 Implementation

In this study, we defined the current truck for repositioning the bike’s location as the

state and action by selecting the next station immediately. The model was developed

from Jeon et al.’s model [129]. When relocating each station, we plan ahead of time

in terms of truck capacity. To solve the RL problem, the agent must learn to take

the best action in each possible state that it encounters. The Q-learning algorithm

learns how much long-term reward it will receive for each state-action pair (s, a)

for this purpose. This is known as a state action-value function, and this algorithm

represents it as the function Q(s, a), which outputs the return the agent will receive

when acting in state s, and according to the policy indicated by the function Q

through the terminal or ending the episode. The following is how the notation in

bike-sharing relocation is defined in the learning process:

j Current truck destination

k Truck location of the current station

(k,j) The tuck state when a k current station and t destination station

A(k,j) The candidates set of action for the next station when a truck in state (k,j)

a The action corresponds from select to next station in A(k,j)

γ The discount factor (0 ≤ γ ≤ 1)

r[(k,j),a] The penalty as a total distance at state (k,j) from the current station to

the next station (a)

Q[(k,j),a] The expected discounted total distance at state (k,j) when selecting action

a from current station to destination station
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The learning procedure typically consists of 4 steps, which are as follows:

1) Staring with the default element (k,j) value for the Q table, the set of truck

locations for bike-sharing relocation at the bike-sharing station.

2) The number of bikes assigned to each station for relocation is determined by

a pair of original and destination probability matrices. Then, under truck capacity,

select the next bike-sharing station node.

3) Update the Q-table while the destination is at t and the next station is

at k. Calculate the probability action (a) for station immediately selection at state

(k,j) using equation 6.4:

p (a| (k, j)) =
ρQ̂[(k,j),a]−1∑

Q ∈ A (k, j) ρQ̂[k,j,a]−1 (6.4)

Where a ∈ A(k,t) and ρ is a positive constant and Q̂n [(k, j) , a] is the esti-

mated value of Q[(k,t), a].

4) Updating the Q-table in equation 6.5 when the current truck arrives at

the next station in accordance with the equation. After the agent loop at the end

of the episode, update the Q-table using Monte Carlo and select the using epsilon-

Greedy (ε– Greedy). The Q-table decides where the best direction should be. The

probability that has never been used before must be used ε- Greedy for tolerating

has occurred.

Q[(k, j), a](i) = Q[(k, j), a](i) + α(ri+1 + γmaxQ[(k, j), a](i+ 1)−Q[(k, j), a](i))

(6.5)

Where Q is the Q-factor, i is the current iteration. α is the learning rate

used to update the current Q-factor. r is the one-step reward acting at state (k,j);

in this work, r that is the distance between stations for all possible routes is pre-

ferred. γ is the discount factor that determines the weight of rewards (0 ≤ γ ≤ 1).
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amaxQ [(k, j) , a] (i + 1)) is the maximized Q-factor when the system state has the

highest Q value during all actions probability.

6.5 Experimental

6.5.1 Experiment setup

Implementation in python demonstrated the Q-learning and SARSA form of re-

inforcement learning. The model was run on an Intel core i7 CPU3.80GHz PC

personal computer with 16 GB of RAM. We generate a numerical experiment data

set based on set A of illustrated instances from Augerat [130] that includes the lo-

cation of bike-sharing stations and depots and the demand for the number of bikes

for rebalancing at each station. We create the distance matrix through the origin

and destination pair probability in Euclidean distance as a reward in Q-learning

by convert to negative value, while bike-sharing systems decide whether to improve

the efficiency routing following the capacity truck constraint. The corresponding

rewards and constraint capacitated trucks are used to evaluate the performance of

those algorithms. The Q-Learning policy returns the highest total shortest path. We

conduct a comprehensive investigation of the proposed strategy algorithm’s solution

quality, comparing the Q-Learning and SARSA algorithms to popular metaheuristics

algorithms in vehicle routing problems such as Genetic Algorithm and ABC [131].

6.5.2 Results

The experiment’s goal is to find a minimum truck routing in terms of total travel

distance, taking into account the learning method. Also, to obtain the total shortest

distance route of trucks for relocation bike-sharing from the learning method. We

ran our tests on the same problem sizes but with a different algorithm that is a

metaheuristic consisting of GA and ABC in comparison to ML such as Q-Learning

and SARSA. That experiment was repeated ten times for the GA and ABC [111,

132, 133] The analysis of the exploration and exploitation trade-off for Q-Learning

was sufficient state and action to find an efficient solution by using Euclidean reward.
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The algorithm that presents the results that have the potential to be implemented

is shown in Table 6.1- 6.2.

This study describes a reinforcement learning method for solving the bike-

sharing problem that employs Q-learning and SARSA in the learning process. The

optimization for minimizing the total distance of the route truck operation and the

sequence of stations for rebalancing at each bike-sharing station. Also considered in

this work are capacitated trucks for rebalancing bike-sharing systems.

To compare the performance of results with a short distance between the rein-

forcement, heuristic, and Mathematical programming models, only two instances of

SARSA result in a shorter distance than the optimal value, while only one instance

of Q-learning results in a shorter distance than the optimal value. On the other

hand, Q-learning and SARSA used shorter processing times than GA and ABC. ML

found that the results were far from optimal. However, the mathematical program-

ming model’s optimal value has the disadvantage of taking significantly longer than

metaheuristics in terms of processing time or execution time [134, 135].

When compared to the Genetic Algorithm, the results showed that the pro-

posed algorithm, as a Q-Learning algorithm, can develop outstanding bike-sharing

relocation problems. When compared to GA and ABC, Q-learning and SARSA

performed well, especially SARSA, which was successfully used. The proposed al-

gorithm can serve as a guideline for a future related problem.

Table 6.1: The performance comparison of routing in bike-sharing relocation
problem

Instances Optimal value GA ABC Q-learning SARSA

B-n41-k6 829 1073.89 854.20 1276 1140

B-n56-k7 707 996.43 750.50 831 602

B-n63-k10 1496 1954.42 1703.52 1572 1441

B-n64-k9 861 1248.76 1122.36 1139 1103

B-n66-k9 1496 1722.7 1508.04 1296 1507

B-n67-k10 1032 1410.36 1194.36 1100 1205

B-n68-k9 1272 1541.94 1396.67 1313 1431

B-n78-k10 1221 1597.45 1533.75 1382 1346
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Table 6.2: The performance comparison of CPU times (second)

Instances GA ABC Q-learning SARSA

B-n41-k6 44.65 27.098 1.77 1.855

B-n56-k7 42.82 46.11 1.439 1.808

B-n63-k10 45.49 60.748 2.194 2.829

B-n64-k9 48.06 56.821 2.058 2.631

B-n66-k9 51.76 61.259 2.382 2.65

B-n67-k10 47.8 67.727 2.12 2.784

B-n68-k9 48.57 65.335 2.406 3.164

B-n78-k10 53.29 80.890 2.252 2.905

6.6 Conclusion

This study demonstrates how to use Q-learning and SARSA in the learning pro-

cess to solve the bike-sharing problem using reinforcement learning. Optimization

for minimizing the total distance of the route truck operation and the sequence of

stations for relocation at each bike-sharing station. Also considered in this work

are capacitated trucks and feet of tucks for rebalancing bike-sharing systems. The

results show that the proposed algorithms, Q-Learning and SARSA, can develop

outstanding bike-sharing relocation problems compared to GA and ABC. Q-learning

and SARSA outperform the best-known meta-heuristic methods such as GA, ABC,

and they were successfully used in terms of routing and CPU times. The proposed

algorithm can serve as a guide for future-related issues.

In addition, future work should implement real-time services, consider how

many times the bike should be relocated in terms of the economy, and implement a

large-scale bike-sharing system.
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Simulation for Operation and

Cost Optimization

7.1 Overview

Bike-sharing relocation is a method that can improve bike-sharing systems. This

method is commonly referred to as rebalancing. Owing to various demands, bike

usage can suffer an imbalance. Some stations have a high demand for bike renting,

which can result in bike shortage at such stations; whereas, at some stations, users

like to return the bike, which might result in a space shortage for the users which are

next in line. To balance the network, operators can plan truck routing to maintain

the bike supply by refilling the bikes at each station and to manage bike availability

in docks by picking them up at each station [50]. Here, the operation trucks can

depart from the same station or different stations depending on the network and

operating costs of the service of each provider.

There is a lot of competition in the current situation. In order to operate the

business, profits and customer satisfaction are the main aspects to be considered.

bike-sharing service business is one that, in addition to providing people with a mode

of transport, affects the world in terms of reducing carbon dioxide emissions from

non-motorized vehicles or electric power vehicles. To make this business sustainable,

it is necessary to improve the quality of the service system that can meet the needs
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of customers while considering the operating costs that affect the profits for the

organization incurred.

Several previous research works have conducted studies to solve bike-sharing

rebalancing problems: Forma et al. [136] proposed a 3-step mathematical program

based on a heuristic algorithm for solving large-scale instances of a static bike rebal-

ancing problem, which aims to minimize the total traveling distance. Lin and Liang

[137] presented a model on the Arena simulation software to obtain the optimal

number of relocations for minimizing the waiting time by using the O-D probability

matrix, arrival time, and rental time. Chen et al.[138] presented the pricing strate-

gies of bike-sharing to adjust the price and demand based on users’ travel behavior,

which may increase their participation in using bikes. Soriguera et al.[70] proposed

a tool to support the decision-making regarding daily operation of planning. They

implemented a MATLAB programming code to access and relocate adjustments.

The simulator assesses the performance of a bike-sharing system before use or for

those in performing the analysis of some aspects that are particularly difficult to

measure; others can be analyzed from simulations. The simulator can also be used

as a productivity tool in the planning process of the bike-sharing system.

There are several methods such as truck routing or pricing strategies that can

solve bike unbalancing problems. However, there is only one solution that can solve

the virtual bike balancing problem: the simulation method that is widely used in

various fields. It can also solve complex problems. This research proposes to solve

the problem of bike rebalancing using a simulation method that can meet customer

needs and obtain the most profitable authorized provider.

However, engineering design systems is an important part of making the system

run more efficiently. This consists of the various models such as the mathematic

model, diagram model and schematics, etc. The simulation model is also a type

of the model that can be support of the complex systems [139] and help decision-

making by experimenting with different policy approaches. The disadvantage of the

simulation modeling is the cost may appear high when designing or planning among

alternative with trial implementation for decision the outcomes. Simulation is the

process of designing a situation or behavior of a real system by using computer

programs.
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Resource limitation is the area in urban affect that cannot improve the service

by building new stations or redesigning stations for supporting demand. Increasing

the number of bikes in the system to meet the demand could affect investment and

maintenance costs. Therefore, this research proposed the management the currently

utility. This work considers the sustainability of the proportion of the initial number

of bike available in the system for balancing demand and supply to maximize profit.

This is undertaken in order to satisfy customers, reduce the number of customers

lost, return to the use of the bike-sharing service, and improve quality of service then

became to mouth word. Thus, for cost optimization and improved resource allocation

that is intended to balance demand and supply in the bike-sharing system, this work

proposes a simulation that represents the system and support of complex problem.

7.2 Determining bike-sharing travel patterns

High dynamic movements of users cause an imbalance between demand and

supply of bikes. The bike-sharing provider could operate the systems to satisfy

users. Data mining is a decision-making method used for the operation of bike-

sharing systems. It is the process of analyzing large amounts of data to discover

hidden patterns and relationships. Several research works have applied data mining

to many cases. For instance, it has been applied to the business that supports

the decision-making of executives regarding this subject. Moreover, data mining is

the process of defining patterns and correlation in a large dataset using statistical

techniques and artificial intelligence; this helps to explore and analyze raw data and

convert it into potential information. Citi Bike has been providing the historical

data since 2013. This work uses trip data from Jersey City’s Citi Bike in 2020.

The datasets consist of the trip’s start day and time, trip duration in seconds, trip’s

stop time and date, name of the station of departure, name of the station of arrival,

station ID, station latitude and longitude, bike ID, user type, gender, and year of

birth of the user.

This study explores various parameters for improving bike-sharing services.

In particular, the information provided is essential in understanding critical points

of the system and bike activities on the operation [140, 141]. The station activities

were identified by analyzing the travel pattern on the system during rush hour. First,
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activity patterns of the dataset were determined. The Citi Bike data facilitated the

in-depth analysis of trip patterns. The data helped investigate the changes in daily

usage based on season and time. The usage of bike stations and the bike rental

demand for each month were analyzed. Furthermore, we analyze different cycle

lengths as a month and a day.

Figure 7.1 shows the pattern of daily bike usage in 2020. The difference in

weekday and weekend patterns can be clearly seen from the figure. On weekdays,

the demand is high during morning, and there is a lower demand pattern during

the afternoon, which is accompanied by a higher demand during the rush hour in

evening. On weekends, the trend shows a high demand at around 9 AM, and the

demand continues to rise until 5 PM, and then gradually reduces until prime time.

A monthly bike usage analysis was conducted to reflect the needs of customers’

monthly bike use. This is beneficial for planning in accordance with demand and

supply. In Figure 7.2, the results show the pattern of monthly bike usage in 2020.

It can be seen that the period from June to October was highly active. This was

found during summer, which may affect the demand for travelling [142] where the

environment is suitable for the use of bikes. Winters and rainy seasons may not be

convenient for a heavy bike use; this may reduce its use as compared with summer.

An analysis of the customer’s bike usage characteristics in term of distance

and time was made using a frequency distribution with a graph. Figure 7.4 shows

that most of the users traveled short distances, within 2 miles and Figure 7.3 shows

with the most ravel time of less than 20 minutes. This means that most customers

use the bike for short distances and shorter periods of time.

To find out patterns in data, we used circles for each station on the map.

The radius corresponds to the number of trips at a particular station. We applied

logarithmic scaling to the total number of trips. Set the exact radius size color

represents the ratio of inbound and outbound journeys per station is a gradient

station with all incoming travel are stations with all incoming travel, as shown in

Figure 7.5. Following that, we analyzed the number of users for each station in order

to provide resource management to suit user needs. Figure 7.6 shows the stations

that are frequently used.
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Figure 7.1: Trip count by hour.

Figure 7.2: Trip count by month.
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Figure 7.3: Customer usage cumulative frequency in trip duration (minutes).

Figure 7.4: Customer usage frequency in distance trip (miles).
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Figure 7.5: Most popular starting stations (above)
and docking stations (bottom).
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Figure 7.6: Map of bike-sharing station; green color shows high demand, and
blue color shows low demand.
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Table 7.1: Analysis of the data’s distribution model.

Renting Return

Exponential parameter. Mean 13.3006 12.6261

Most Extreme Differences
Absolute 0.444 0.292
Positive 0.23 0.157
Negative -0.444 -0.292

Test Statistic 0.444 0.292

Monte Carlo Sig. (2-tailed)
Sig. 0.000 0.000

99% Confidence Interval
Lower Bound 0.000 0.000
Upper Bound 0.000 0.000

7.3 Simulation

7.3.1 Data Set

We used the user trip data to simulate users and real user travel data based on

the location information, from where the real user wants to start the trip or where

the docking station is located. To best reflect the actual situation, we used station

coordinates. By analyzing the previously mentioned data, we found 7 AM to 10 AM

to be the peak hours. Owing to these reasons, this period was used for simulation.

Using real data from the Jersey City’s Citi Bike in 2020, we calculated the inter-

arrival rate of demand at each station [143, 144], as shown in Figure 7.8, along with

calculating the destination’s demand rate and when the user wants to return the

bikes, as shown in Figure 7.8.

7.3.2 Validate input data

The verification that ensures the implementation and model are correct [145]. The

distribution fitting by Kolmogorov-Smirnov Goodness-of-fit Test was used to test for

exponential distribution [146] by using the SPSS Program for testing. We choose the

represented data from Grove St PATH station on 1st January 2020 to test whether

the input data is correct. The results show that the analysis of the renting bike rate

and the return rate of bikes seen in the probability distribution of the data shows

that the data characteristics are exponentially distributed at a significance level of

0.01 as shown in Table 7.1.
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Figure 7.7: The flow of customers through the bike-sharing process for renting.

7.3.3 Simulation model

The simulation model’s objective is to assist in making decisions regarding balancing

bike-sharing, revenue, operation costs, and opportunity costs, as well as the key

variables that need to be observed when calculating profitability. In this research,

we used discrete-event simulation programming with Python. The balancing event

has attributes that specify the queue station, response terminal, and number of bikes

ordered for rebalancing. Conversely, it may be more than one station to track all of

them without specifying which station is being simulated. The simulation began by

recording the changes in the value of the interest variables.

Consider bike-sharing event for a station. A bike-sharing system needs to check

if someone is present or not. If users have to wait too long to return their bikes, they
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get a money refund, but if no one is in the queue, the bike’s presence or absence is

checked. If there is an idle bike, the user pays to rent the bike. When the number

of bikes is less than two, a balancing act is conducted to transport bikes from depot

to station. The system calculates the wait time and checks if the user has left due

to a high waiting time and then creates a time between the time the bike is rented

and till it’s returned. When the user finishes the trip and arrives at the station, the

system needs to check if another user is waiting to rent the bike, as there are no

bikes at the station, or the dock is available for the user to return. This is done in

order to retain users since costs increase due to loss of business opportunities.

The rebalancing policy is simple. This model dynamically distributes the bike

to avoid the station being full or empty. We assumed that there is a centralized

control: When no port is available, a station sends a signal to transport the bike

back to the center. In organizing the balancing event, operating and fuel cost are

calculated.

The number of bikes that can be refilled at the station before the rush hour is

a problem to optimize for each station. For this calculation, the expected number

of bikes coming in and going out of the station during each minute of peak hours,

capacity, and number of bikes can be used. The model for simulating bike rebalancing

aims to maximize the profit and is defined as follows:

MaxZ =
∑
i,j∈N

Rixij −
∑
i,j∈N

Cixij −
∑
i∈N

pl.yi (7.1)

subject to

∑
i,j∈N

xij ≤ Q (7.2)

Wij ≤ T (7.3)

xi ≤ qi (7.4)
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xij , wij ≥ 0 for i, j ∈ {1, ..., N} (7.5)

where
Ri : revenue,

Ci : operating cost,

pl : loss-of-opportunity cost,

Wi : waiting time,

qi : capacity of each station,

Q : bikes in system,

N : number of bike stations,

T ; acceptable waiting times for the available bike or docking,

xij :
when bikes travel at station i in the interval j, the value is 1;

otherwise it is 0, and

yi :
when user cannot wait for an available bike or docking, the value is 1;

otherwise it is 0.

We selected the five most popular stations for simulating bike pickups and

returns for each station. Following that, the data was analyzed for distribution,

which is scheduled to the arrival time and returns bike time rate, as shown in Figure

7.8. The nonstationary Poisson arrival process (NSPP ) [147] was used for arrival

rate by modeling real data. The interval time was calculated to be 20 minutes from

the data analysis which highlights that the almost every trip duration is 20 minutes.

This is shown in Figure 7.4.

This research work assumed that the revenue cost is $3, operating cost is $2, W

41, 13, 21, 26, 33, opportunity cost is $3, and acceptable waiting time is 5 minutes.

The first process began at 7:00 AM and ended at 10:00 AM, with the number of

replications being 100 cycles. The result obtained is shown in Table 7.2-7.3, which

indicates that refilling bikes before rush hour can maximize profit.
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Figure 7.8: Arrival time rate and return bike time rate for each station.

7.4 Results and discussions

In this simulation, bike management options that suited the customer’s needs were

created. This was done by simulating the results with the help of the proportion

of bikes in the system and the number of dock bike parking spaces that meet the

needs of each station with different usage requirements. From the analysis of the

data in Figure 7.8, it was found that the traffic of bike users renting the bike and the

return rate of those who wish to return bikes at each station have different needs.

Some stations require a lot of bikes for renting; however, some stations require more

bikes to be returned at different times. This is an essential factor that impacts the

imbalance including the available number of bikes available and the docks available

which are supplied and demanded in the systems. This does not take into account
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the route allocation method or pricing strategies or analyzed factors influencing bike

share systems. This work proposed the factors that influence the profit for operator

rebalance bike-sharing systems and customer satisfaction. We simulated the trial

and error by varying the proportion of bikes available per available dock bike in

systems as shown in Table 7.2- 7.3.

Table 7.3 displays the scenario of bikes’ proportion in systems for yielding the

best profit with 70 percent of the bikes in the system and 30 percent of the vacant

parking spaces in the system. A profit of 142.5 dollars can be found with only

19 customers lost, which is a small number. This implies that a loss of customers

can be avoided without affecting customer satisfaction. The proportion of bikes

available in systems and the available dock to return have also influenced the system

profit. The amount of bikes available at each station is the high level that affects the

current customer, rather than customers that are lost. Thus, the number of available

bikes is low at each station that affects the current number of bikes is not enough

for renting then lost customer. In addition, this simulation can also optimize the

number of bikes at each station to be filled at each station for meeting the needs of

customers, maximizing the profits and avoiding a loss of the customer. We propose

that the providers should be concerned with the proportion between the number of

bikes available and number of available docks in the systems. When there is a high

amount of bikes or a smaller number of bikes, it affects the quality of bike-sharing

systems for responsible customer and, consequently, total profit.

At times, the provider ignores to modify the solution for customer satisfaction

because it increases the cost in the operation systems. However, customer satis-

faction should be one of the top goals of an organization. This is because of the

long-term benefits of having satisfied customers such as positive word-of-mouth re-

views, customer loyalty, and sustainable profitability in the service sector [148, 149].

7.5 Conclusion

This research provides simulations to solve the balancing problem of bike-sharing

in order to meet consumer needs and obtain more revenue. Based on data analysis

for knowing critical points of the process in the system, it can be concluded that
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Table 7.2: Results of simulation: Optimal number of bikes at each station

Proportion of bikes
available /available

dock bike in systems

Grove St
PATH

Newport
Pkwy

Liberty
Light Rail

Hamilton
Park

Sip Ave

90/10 35 12 19 25 30

85/15 28 12 19 25 30

80/20 36 10 12 25 24

75/25 34 12 18 20 17

70/30 32 9 14 11 28

65/35 29 6 13 18 21

60/40 24 12 14 15 15

55/45 21 5 11 17 20

50/50 16 11 12 13 15

Table 7.3: Results of simulation carried out to find the optimal the proportion of
number of bikes and available dock in systems.

Proportion of bikes
available /available

dock bike in systems

Cost
($)

Customer lost
Number of
bikes to be

moved

Profit
($)

90/10 80 15 20 135

85/15 74 19 21 135

80/20 82 22 11 120

75/25 59 25 14 131.25

70/30 88 19 13 142.5

65/35 42 29 8 116.25

60/40 66 24 10 127.5

55/45 66 24 10 127.5

50/50 60 19 8 116.25

rental vehicles users’ travel distances as short as 2 miles, travel time of less than

20 minutes, and the time pattern of use differs on weekdays and weekends. The

imbalance problem between the demand and supply that arises in finding available

bikes till renting, and finding available dock to return the bike can be solved by

assessing user satisfaction based on arrival time rate and return bike time rate from

historical data; this would also help to determine profitable benefits to the authorized

provider by helping the provider to calculate the number of bikes to refill at each

station before the rush hour. This research presents the solution to the problem

by conducting simulation to maximize the profit. In this simulation, a reasonable

number of bikes were presented that had to be refilled before the rush hour in terms
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of ratio of bike in the systems to allocation levels that might be required to find

balance between demand and supplies of the bike-sharing systems.

Since this simulation is a short-term simulation and does not present the num-

ber of times bikes can be refilled at a station, in the future, we aim to analyze the

number of appropriate bike or how many times should refill per day that would

benefit both users and providers.
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Depot Location for a

Bike-sharing Operation

8.1 Overview

According to research studies have used the relocation bike-share problem to improve

the efficiency of bike-sharing schemes’ relocation activity. The cost of routing vehicles

represents the operating cost, with the objective being to relocate bikes in order to

meet customer needs by optimizing the availability of bikes and docking slot at each

station. Maximizing meeting the needs of customers can increase business operating

costs. However, maintaining a high level of customer satisfaction can lead to an

increase in customer loyalty as a result of word of mouth recommendations.

Generally, because vehicles must begin and end each trip at the depot, depot

location needs to be considered as an element of the relocation problem.

Based on industrial location theory, proposed by Weber [150], location factors

are labor costs, transportation costs and material costs, so that a facility should be

located near customers, near the source of raw materials and in a central location.

The current work focuses on depot location and the routing of vehicles to

distribute bikes among stations in a bike-sharing system. Cluster analysis was used
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to compare the total distances associated with a central depot location and total

distances with a location determined by the clustering method.

8.2 Methodology

In this work, the detail of a bike-sharing demand forecast model is described and

there is consideration of the optimal number of depots in terms of minimizing the

total distance traveled, while operate bike relocation each station between only de-

pot and the depots propose clusters using WK-means and the Elbow Method was

compared.

The WK-means group of analysis techniques was used. This is because a

cluster analysis method was required in which the number of clusters for analysis

can be determined and the central position of each cluster can be precisely fixed

with repeated iterations until the best position is obtained. According to the pro-

cess of grouping with WK-means, an appropriate number of groups (K) must be

determined. With WK-means, centroid points are calculated based on mean dis-

tances. Ultimately, for this research, the Elbow Method was used, which involves

error measurement that focuses on the sum of the distances between the data and

the centroid. The minimization of error smooths the slope of the curve to form an

angle that resembles an elbow; the point of the elbow is known as the Elbow Point

and is the point that indicates the optimal number of groups (K). Thus, the current

study used the Elbow Method to find clusters in the dataset in order to calculate

the optimal number of depots required for a bike-sharing operation. For clustering,

the cluster analysis using K-means can be divided into four steps, as follows:

1) Group the data into k groups, with K random points as centroids.

2) Calculate the centroid of each group, so that the average of the centroids

of group C is x̄c

3) Calculate the sum of distance of each unit to the center of the group, with

the unit being located by assigning ESS (Error Sum Square) to the squared distance

of each unit to the center of the group, as in Eq (8.1).
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ESS =

k∑
i=1

∑
xi∈Ci

(xi − x̄c(i))2 (8.1)

x̄
c(i)

=
∑
xi∈Ci

xi
|Ci|

(8.2)

where, C(i) is a group of units i and ESS is the sum of the distances of each

unit in the group to the center of the group, which includes all groups. If any groups

have a low ESS value, that means they are not difference.

To calculate the distance between the centroid and the data points (each sta-

tion), the Haversine distance [151] was used to calculate the distance in Eq. (8.3).

D = 2.R. arcsin


√√√√√√√√

sin2
(
lat2−lat1

2

)
+

cos (lat1) cos (lat2)

sin2
(
lon2−lon1

2

) ·

 (8.3)

where, D is distance, lat1 is the latitude of the first point, lat2 is the longitude

of second point, and lon1 and lon2 are the longitude of first point and second point,

respectively, and R is the mean radius of the earth (radius=6,371km).

4) Consider group transfer. Criteria for moving must be applied based on the

values calculated in step 3. Unit i can be moved to the group that has the lowest

ESS value. In the case group have no longer moved in the step 4, it means optimal.

Nevertheless, in step 4 each unit has moved groups by moved in or moved out, in

process will have to calculate the centroid each group that is to go back and do the

second step again.

The Elbow Method is an error method for measuring the sum of distances

between an object and a centroid [152], as described in Eq (8.4). This is known as

the Within-Cluster Sum of Squares (WCSS), where C represents the cluster centroids

and x is the data point in each cluster.
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WCSS =
n∑
i=1

∑
PiinCi

distance(Pi, Ci)
2 (8.4)

Wk-mean is a clustering technique that can compute variable weights auto-

matically. Algorithm-generated variable weights indicate the relevance of variables

in clustering. As a consequence, for appropriate clustering results, the procedure

may be utilized as a weighted variable and a subtract weighted variable [? ], as

described in Eq (8.5)-(8.6).

ESS =
∑n

i=1
Wi(xi − x̄c(i))2 (8.5)

x̄
c(i)

=
∑
xi∈Ci

Wixi
|Ci|

/
∑
xi∈Ci

Wi (8.6)

The inventory of bikes to be relocated to each station is assessed by the initial

number of bikes carried on a vehicle and starts from the depot. Routing is calculated

simultaneously in order of the number of bikes to be moved. In other words, the

depot is indirectly optimized by reducing the number of vehicles used and the total

distance required for the relocation operation. The inventory and routing solutions

are calculated simultaneously a sequence of inventory to determine the depot suit-

ability.The determination of the location of the depot affects the total distance or

handling time for relocating the bikes.

The inventory of bikes at the depot is affected by the initial number of bikes

carried on a vehicle. In other words, the depot is indirectly optimized by reducing the

number of vehicles used and the total distance required for the relocation operation.

The inventory and routing solutions are calculated simultaneously a sequence of

inventory to determine the depot suitability.

To assess the optimum distribution of bikes among the bike-sharing stations,

SARSA Algorithms were used, and the results were compared truck routing for

rebalancing. According to related research studies, it was found that SARSA is

widely used in the variation of problems which solve a complex problem. Likewise,

SARSA have generated high-quality solutions for optimization problems, as shown
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in Chapter 6. Thus, SARSA constitute another effective routing method, especially

in the context of the vehicle routing problem.

8.3 Experimental results

This experiment, the first was to predict demand, the second was to determine depot

location by comparison K-means and WK-means. Then the Elbow Method was used,

and the final phase was to compare the total distance required for the distribution

of bikes among stations calculated using K-means and Wk-means Method.

Trip history data from Citi Bike, in Jersey City, were used. This dataset

consisted of user IDs, the time users started and ended the renting of a bike, the

name of the start and end stations used and the latitude and longitude of the start

and end station of each rental. In total, data from 75 stations in Figure 8.1 were

used.

For determining depot location for a bike-sharing system, the key parameter

was the level of demand for bike-sharing at each station. Latitude and longitude

data were used to plot the requirement at each station on a map. A dataset for

the period January 2020 to December 2020 was used for training, with the period

January 2021 used for testing. It was to predict demand as a guideline for knowing

the customer’s needs in the future, which is also useful in future planning.

For calculating depot location and the number of depots required, the dataset

was transformed so that it was appropriate for the clustering problem using the WK-

means method; the data required was average demand at each station and stations’

latitude and longitude coordinates. An iterative process was then followed until the

location with the shortest distance was found. Allocating the different demands

of each station representative with calculations by Haversine distance forgiven the

weight of their distance. Calculating for all bike-sharing stations which demand

pints serve each station based on total distance from each station in the system.

Determining optimal grouping is a fundamental problem addressed using the

K-means method. No attempt was made to either determine the exact number

of groups required, or to use trial and error to arrive at the optimum solution.
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Figure 8.1: The coordinates of all bike stations.

This study used the Elbow Method to determine the optimal number of groups

for analysis. This method calculates the sum of the distances between each object

and the Centroid, as with the Within Groups Sum of Squares (WGSS), in order to

minimize distance. As each iteration decreases the value of WGSS, the number of

clusters increases and the number of members in each group decreases. The ESS

value is the value that causes the curve, so identifying the appropriate number of

groups (K).

The appropriate number of groups for a bike-sharing depot location using the

Elbow Method, on the basis of the error value of the distance between locations and

the Centroid or the Within Groups Sum of Squares (WGSS), was found to be four

(k = 4), as shown in Figure 8.2 - 8.3. Historical data from Citi Bike in Jersey City,
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Table 8.1: Comparison of routing with a different number of depots and methods.

Solutions Distance (km)

one depot 262

4 depots using K-means 239

4 depots using WK-means 226

for the period January 2021, were used. These data featured average hourly usage

at each station.

From the results of the analysis of the optimal position of the Centroid points

in both groups, it was found that the coordinates by using K-means method of this

point for the first group were 40.71933362, -74.07288881. Those of the position

of the second group were 40.74480725, -74.03398164. For the third group they

were 40.7364589, -74.0569353 and for the fourth group they were 40.72004832, -

74.04254468. The coordinates for all groups are plotted on the map shown in Figure

8.4.

The coordinates of this point using the WK-means approach for the first group

were 40.71967619, -74.04685883, according to the findings of the study of the optimal

position of the Centroid points in both groups. The coordinates of the second group’s

location were 40.72074001, -74.0349121. They were 40.7255558, -74.06765504 for

the third group and 40.74220135, -74.04334608 for the fourth. All of the groups’

coordinates are plotted on the map in Figure 8.5.

This work aims to comparison the total distance during route for relocation

bike-sharing between only a depot at the central of the whole station and the de-

pot location from computation using K-means, WK-means, and Elbow method. A

SARSA Algorithm was used for the routing of a vehicle used to distribute bikes

among the stations. The procedure was carried out yielding results that varied

between one depot and four depots.

Referring to the results in Table 8.1, shows the results the routing analysis,

only one depot had an average total distance of 262 km. The optimum number of

depots was found to be four, according to the results of clustering by K-means and

the Elbow Method. This solution provided an average total distance of 239 km, the

improve being 23 km. Therefore, the use of four depots would reduce total bike

routing distance by 8.77 percent. Using the Wk-means technique, it was found that
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Figure 8.2: Selecting the number of groups for K-mean method using the Elbow
Method.

Figure 8.3: Selecting the number of groups for WK-mean method using the Elbow
Method.
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Figure 8.4: The result of depot location calculations using k-means.

Figure 8.5: The result of depot location calculations using Wk-means.
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the solution provided an average total distance of 226 km, with a 36 km improvement.

As a result, the deployment of four depots would result in a 13.74 percent reduction

in total bike routing distance.

8.4 Conclusions

This research aims to inform the operation of bike-sharing systems in terms of the

relocation of bikes among stations. A factor that should not be overlooked is the

optimal number and location of depots for this relocation activity. Which K-means,

WK-means and the Elbow Method were used to ascertain the number and location

of depots that minimized the distance required for distributing bikes among the

stations. A SARSA algorithm was used for distance comparisons.

The proposed method aims to minimize operating cost by optimizing the total

distance required for the bike distribution aspect of a bike-sharing system. Using

four depots instead of one, WK-means gave a shorter total distance than K-means

method.

Future research into the number and location of depots in bike-sharing systems,

or related problems, might use total cost, including both fixed costs and variable cost

of a whole scheme, as a performance measure.
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Conclusion and

Recommendations

9.1 Conclusion

Bike-sharing systems have become very popular, due to the traffic congestion caused

by the growing numbers of people and vehicles, leading to many environmental con-

cerns. Bike-sharing also represents a growing demand for transportation services.

Bike-sharing systems are sustainable transportation alternatives to private trans-

port, as they do not lead to carbon emissions, traffic congestion, or the use of

non-renewable energy resources. However, the service quality has a great impact

on customer satisfaction, which affects the increase in the number of customers,

the service’s popularity, and the overall economic performance of the bike-sharing

companies. In general, bike-sharing systems allow registered customers to request

a ride after indicating the pick-up and drop-off times and locations. Thereafter, a

customer will be able to find an available bike, use it and park it at any station

after reaching their destination. However, the usage characteristics of bikes feature

demands that vary rapidly throughout the day. There is also an imbalance between

supply and demand. Thus, bike-sharing systems need to maintain the optimal num-

ber of bikes and parking spots at each station. This study aimed to improve the

efficiency of bike-sharing systems by implementing and developing an algorithm for
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the imbalance problem in the systems. To sum up, this study covers four proposed

methods, which are as follows:

First, the initial Research Question 1: What specific dynamics may be found in

the bike-sharing system? which is the bike-sharing system, it was found that the bike

demand was different in each area. Therefore, to meet customer needs, the system

must be maintained responsibly to match supply and demand, and availability of

bikes and space free for parking them in the systems for customer renting. A demand

prediction model was proposed to assist the planner. This research explained how to

forecast bike demand with multivariate as historical data and environmental factors

for time series analysis using a machine learning algorithm. Also, presents a method

for selecting input variables in forecasting that will result in high accuracy.

Second, in Research Question 2: How to increase the efficiency of bike-sharing

system? In order to improve the efficiency of the bike-sharing system, it is important

to meet the needs of customers, responsive bike and bike parking slots are provided

to meet the needs of customers. Whereas this process incurs operating costs. An

important way to reduce business operating costs is to reduce the total transporta-

tion cost. This study developed an algorithm to solve the vehicle routing problem to

ensure the shortest total distance for rebalancing bike-sharing, modifying the ABC

algorithm to avoid local optimal. The study found that the proposed modified ABC

performs well. Further, implementation of machine learning, viz., the Q-learning

and SARSA to solve the vehicle routing problem, is a method presented by many

researchers as highly accurate.

Third, in Research Question 3: How should fleet imbalances be managed in

such a way that there are limitations in terms of improving the capacity of individual

stations or building new stations? when there is a limitation in terms of supply,

how can operator manage the supply to meet the needs of customers as much as

possible. The simulation model is an efficient one for solving the complex problem.

This work implemented the simulation model to present the economic impact during

the management of the bike-sharing rebalancing process at each station. This work

tried to estimate the potential impact of the number of bikes and parking slots on

operating costs.
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Figure 9.1: Framework of whole systems.

Finally, in Research Question 4: Where should the relocation center or depot

be located to minimize operating costs? the location of the release center or depot is

also important because the truck that distributes the bikes has to leave and return

to the depot. This work presented a method for determining the depot distribu-

tion location of bike-sharing by using WK-means and Elbow method. This work

demonstrated the influence of the depot location on the total distance during the

bike-sharing rebalancing operation. Moreover, the total distance directly affects the

transport cost, which is part of the business operating cost.

In all of the four main components of this research as shown in Figure 9.1, it

is the part that supports the bike rebalancing system. That will be able to cause

minimal operating costs and can also respond to the needs of customers. As a result,

the efficiency of the bike system can be increased.

9.2 Contribution

The research has contributed in the strategic design of bike distribution in a bike-

sharing system, taking into account factors such as alternative network architectures

and possible facility locations. Furthermore, this approach is capable of dealing with

dynamic demand. This model is recommended for use in scenarios when the goal is to
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optimize the whole network, from launch to operation. The model can determine the

optimal number of bikes to service from each station in a system. Furthermore, the

model was built with acceptable facility and truck capacity limits in consideration.

These can help the planner estimate the basic resource requirements, such as the

number of trucks, drivers, and personnel, as well as the estimated time.

The bike-sharing system is a type of service in the MaaS that is often used for

a short time and for a short time to continue to the main transport. The problems

encountered with this bike-sharing system are that it has dynamic demands and

offers a one-way service: borrowing from one location and returning it to another.

This causes the problem of unbalanced bikes and the customer’s need to operate

some full bike stations, and some stations do not have available bikes to use. The

following conclusions can be contributed as below:

1) This study demonstrated that the proposed machine learning has been

tried and tested on historical data and environmental influence data to predict the

demand for bike-sharing. The accuracy of the model shown in Chapter 4 indicated

its potential applicability to predict the demand for bike-sharing. It is useful for the

planner to formulate daily plans for bike relocation involving trucks, drivers, staff,

and tools in the systems. It is useful for scheduling the current resource usage, in

budget planning, and as a tool to set goals in the operation.

2) This study proposed the algorithm for implementation in truck routing for

rebalancing bike-sharing systems; the following findings support this contribution:

2-I) Chapter 5: The meta-heuristic algorithm ABC was developed to solve

the truck routing problem for rebalancing bike-sharing. In the literature, the ABC

algorithm is touted as an efficient approach that provides optimal solutions for NP-

hard problems. However, it has not been confirmed given the results as a global

optimal. Thus, we proposed a modified state replaced by the best neighbor solution,

which is a guided local search algorithm that starts from a randomly selected com-

plete instantiation and moves to the next instantiation. This idea may prevent the

bad regions of the solution search. This study demonstrated that the proposed mod-

ified ABC algorithm performs well and indicates the result of shorter total distance

than the original ABC, with potential use in the vehicle routing problem.
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2-II) Chapter 6: The study implemented machine learning to solve the

vehicle routing problem for rebalancing bike-sharing. The advantages of machine

learning are its suitability for analyzing big data and solving complex problems.

This study demonstrated the possibility of using machine learning where it trained

the routing with Q-table.

3) Chapter 7: This study proposed the simulation model for maximization of

profit and avoiding loss of customers. The problem of imbalance between demand

and supply that arises in finding available bikes for renting and finding available

docks for returning the bikes can be solved by assessing customer satisfaction based

on arrival time rate and return bike time rate from historical data.

4) Chapter 8: The study adopted clustering analysis to minimize the operating

cost. The relocation of the bike-sharing problem can be defined as the use of vehicles

able to carry bikes between a depot and bike-sharing stations, where the depot

represents the start and end of each trip. The vehicles pick up or drop off bikes

to redistribute them among stations, but a supply of bikes must be maintained at

the depot to enable replenishment for stations that have few bikes. The proposed

method aims to minimize the operating cost by optimizing the total distance required

for the bike distribution aspect of the bike-sharing system.

From the above conclusions, the results show that the proposed method can

be applied appropriately bike-sharing systems. This research proposes a method for

implementing a bike-sharing system with regard to customer needs by focusing on the

total distance traveled as a key variable in terms of operating costs. The proposed

method for improving the efficiency of the bike-sharing system is to increase the

efficiency of MasS that it is responsive to short trips and short distances, especially

connecting the missing link between the first/last mile and main transport. Bike-

sharing service also supports a travel model that is good for the environment, with

many sectors focusing on green travel that creates the least air pollution. In addition,

it can be a model that reflects the development of transportation services in the form

of MaaS.
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9.3 Recommendations

The study of data and assumptions of the system was the study’s limitation. The

research and outcomes are quite pertinent to the management system. The system

is concerned with the information required to administer the facility as well as the

assumptions behind the supply (bike) and demand balancing system’s operation.

When the required prerequisites are satisfied, the methods employed for sequencing

and routing are likely to be beneficial. These assumptions and behaviors, on the

other hand, can be guaranteed to respond accordingly. Furthermore, AI is used to

solve problems, according to the model. As a result, increasing the global optimiza-

tion of the response is not assured. This work, on the other hand, adopts a method

that is more efficient in terms of processing time. Furthermore, bike-sharing is con-

sidered a type of transportation service in the MaaS. This means that if part of the

system is effective, it affects the efficiency of MaaS.

Moreover, there is a high probability that this approach can be applied to

other MaaS transport services in existing mobility services such as car-sharing, and

scooter-sharing. Because they are a shared transport service as well as a one-way

service, there is a problem of an imbalance between the vehicle to serve the customer

and the customer’s needs. The vehicle-sharing system is absolutely necessary to

relocation the vehicles in the system to meet the needs of customers. This includes

having to take into account the operating costs for the survival of the organization.

In this research, there are various modifications and improvements in the meth-

ods for solving the bike-sharing imbalance problem, representing a new addition to

the existing literature. This thesis contributes to both the planning and the imple-

mentation of bike-sharing systems and creates an important foundation for future

system planning and maintenance. The prospects for better implementation of the

approach are described below:

1) Forecasting customer demand is the key to ensuring that every part of the

planning is correct. To do this, big data need to be used with another algorithm.

The predicting model can be defined by using another algorithm, for instance deep

learning, to improve the computing performance of the forecasting model.
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2) This work implemented the meta-heuristic algorithm and machine learning

algorithm for ascertaining routing for relocation of bikes at each station in bike-

sharing systems. In the development of the ABC algorithm, it was found that there

can be an improvement in computing time, along with the ability to offer the best

solution. The way machine learning was presented found the ability to find answers

is not globally optimal. We hence recommend conduct a study to ascertain the

global optimal with another algorithm.

3) Deep analysis of customer usage behavior is a tool for better understanding

the problem; hence this thesis’s focus on basic analysis customer usage behavior.

Therefore, implementation of deep analysis of customer behavior can be studied

clearly to better understand solutions for the relevant problem.

4) In determining the depot location, fixed cost and variable cost received no

consideration in this research. These important components of costs could be refined

and tested, and comparison may provide a significant finding.

5) The bikes that are in service are often seen as electric bikes, which involve

charging the battery. There is also a factor in tire inflation and the breakdown of

the bike that makes it unusable. The bike-sharing maintenance base or depot must

distribute a certain number of bikes to specific locations, plan a specific route for

each maintenance truck, and meet the demands of all the locations. Therefore, it is

imperative to bikes relocate that this important factor is taken into account.
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berger, T Petersen, M Robert, SSVP Reth, H Blumel, CR Rodriguez, et al.

Optimising bike sharing in european cities. Recuperado el, 28:2017, 2011.

[70] Francesc Soriguera, Vı́ctor Casado, and Enrique Jiménez. A simulation model
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