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ABSTRACT
This paper describes a bandwidth-efficient method for improved decoding of MPEG-AAC bitstreams when the encoded data are transmitted over a noisy channel. Assuming that the critical part (headers) of each frame has been correctly received, we apply a soft-decoding method to reconstruct the scalefactors, which represent a highly noise-sensitive part of the bitstream. The damaged spectral data are reconstructed using an intra-frame error concealment method. Two methods for soft decoding of scalefactors are described: blind mode and informed mode. In the latter, a very small amount of additional data is included in the bitstream. At medium SNR, this method provides a significant improvement in perceptual signal quality compared to the classical hard-decoding method.

1. INTRODUCTION
High-quality audio codecs, such as the MPEG-AAC [1], are used to get high compression rates without perceptual distortion. Originally designed for data transmission (or data storage) over reliable channels, these codecs are highly vulnerable to transmission errors, largely because the bitstream they generate consists of variable-length codes (VLCs). New applications, such as audio streaming over wireless networks in third generation mobile communications, are characterized by unreliable transmission channels which introduce noise at bit level and frame losses. To alleviate this problem, error-correcting codes may be used, such as those described in [2]. Nevertheless, this requires additional bandwidth, which results in a decrease of the global coding efficiency.

More bandwidth-efficient solutions to increase perceptual quality have been proposed. Error concealment techniques may be used to reduce the perceptual effect of noise and frame losses, without side information or with a small amount of side information. VLC packetization, data shuffling or interleaving and data redistribution over different payloads may be used [3].

One may also try to take advantage of the residual redundancy in the bitstream to improve robustness to noise. These techniques, called joint source/channel decoding, use a soft information at the output of the channel decoder instead of standard hard bit estimates. Joint source/channel decoding has been applied to speech coding [4, 5]. Markov chains are used to model the statistical dependency between coded parameters, and maximum a posteriori estimates are evaluated for each coded parameter. More recently, joint source/channel decoding of VLCs have been applied to compressed images and video [6–9]. The main idea is to take advantage of the redundancy due to the syntax of the VLC but also due to the semantics of the source coder. The main advantage of these approaches is that robustness is improved without changing the bitstream syntax.

In this paper, we apply joint source/channel decoding to MPEG-AAC bitstreams. We focus on robustness to the noise at bit level and will not consider frame losses. Since the final audio quality strongly depends on the efficient decoding of scalefactors, we choose to apply the soft decoder to the scalefactor part of the AAC bitstream.

Section 2 gives an overview of MPEG-AAC decoding and discuss error sensitivity in AAC bitstreams. Section 3 introduces soft decoding of VLCs and Section 4 proposes a scheme for joint source/channel decoding of scalefactors. Finally, Section 5 shows that when simulating a transmission over an AWGN channel, perceptual signal-quality is significantly improved compared to a standard hard-decoding process.

2. SYSTEM OVERVIEW
In this study, we target unreliable transmission channels which generate bit-level noise, typically wireless networks. Usually, data are segmented in transport-level frames, according to the network protocol. We assume that, at the receiver side, reliability information at the output of the physical layer can pass through the transport layer in order to get a soft bit input for the source decoder.

The MPEG-AAC standard specifies a bitstream format for encoded audio data. The bitstream is segmented in frames, of fixed length in the case of fixed bit rate (FBR) encoding, or variable length in the case of variable bit rate (VBR) encoding. These are source level frames, and one frame does not necessarily correspond to a unique transport level frame. In the following, we will briefly describe the AAC frames and discuss the error sensitivity of its different parts.

Here, we consider the most simple AAC bitstream: A monophonic audio signal encoded with the Low Complexity profile. A frame is made up of:

- a fixed header, containing mainly the following information: Number of audio channels, sampling frequency, encoder profile. The same header is repeated at the beginning of each frame.
- a variable header, containing mainly the length of the current frame in bytes.
- an individual channel stream (ICS) field, containing mainly the shape and length of the transform analysis window and the first scalefactor (called global gain).
- a section field, describing the grouping of frequency subband in so-called sections. For each section, the section length and the Variable Length Code (VLC) used for coding quantized transform coefficients are specified.
- a scalefactor field. Scalefactors determine the quantization step for each subband. Uses a differential code followed by a VLC.
- a spectral data field, corresponding to the quantized transform coefficients. 11 VLCs can be used, one per section. Codewords can be interleaved with escape sequences for coding high magnitudes.
- An optional field, called data stream element (DSE) allows the inclusion of additional raw binary data in the bitstream. These data are ignored by a standard AAC decoder, but can be used by non-normalized decoding devices.

Three categories of data can be identified in AAC frames, according to their sensitivity to errors [10]. Critical data consists of headers, ICS and section fields. Without these data, decoding is almost impossible. Thus, errors on critical data are usually considered equivalent to a frame loss. Intermediate data, which are the scalefactors. If missing, the audio output is highly distorted. The remaining part of the bitstream (spectral data) is much less sensitive to errors. If missing, the audio quality can be maintained at a satisfactory level by using error concealment techniques.

Bit level noise can generate two different types of errors: data errors and syntax errors. A data error occurs when some data at decoder output are different from the data at the encoder input. This type of error is rather difficult to identify. A syntax error means that the decoding process can not be carried on, because the bitstream does not match the syntax defined by the standard.

The classical solution for decoding a noisy bitstream consists of applying a hard decoder (thresholding on each bit value) and then run the decoder. As we will see in the last part of the paper, this decoding scheme will result in brutal degradation of the perceived audio quality when the SNR decreases.

3. SOFT-DECODING OF VLCS

A good survey on soft decoding of VLCs can be found in [11]. The main idea is to take advantage of the residual redundancy in the bitstream. Redundancy due to the syntax of the codewords [12] has been exploited first. Uniquely decodable VLCs, for which the Kraft-McMillan inequality [13] is strict, codewords [12] has been exploited first. Uniquely decodable, which are the scalefactors. If missing, the audio quality can be maintained at a satisfactory level by using error concealment techniques.

Soft-decoding of scalefactors is performed by the algorithm described in [14]. According to the MPEG standard, scalefactors are encoded using a single binary VLC $C = \{c_1, c_2, \ldots, c_M\}$ of $M = 121$ codewords. In this version of the AAC coder (Low Complexity profile), the three bits which immediately follow the scalefactors are set to zero (Pulse data present, Temporal noise shaping present and Gain control present). Thus, in order to improve the detection of the scalefactor sequence, we consider an additional codeword $c_{M+1} = (000)$, used only to mark the end of the sequence of scalefactors. We get a new code $C^\prime$ with $M + 1$ codewords.

Consider a sequence of $K - 1$ scalefactors encoded with $C$ followed by the codeword $c_{M+1}$. We get a sequence of $N$ bits $b_{1:N} = (b_1, \ldots, b_N)$, made up of $K$ VLC codewords $e_{1:N} = (e_{i_1}, \ldots, e_{i_K})$, with $e_{i_K} = c_{M+1}$ and

$$N = \sum_{k=1}^{K} \ell(c_{i_k}).$$

3.1 Soft-decoding of scalefactors

Soft-decoding of scalefactors is performed by the algorithm described in [14]. According to the MPEG standard, scalefactors are encoded using a single binary VLC $C = \{c_1, c_2, \ldots, c_M\}$ of $M = 121$ codewords. In this version of the AAC coder (Low Complexity profile), the three bits which immediately follow the scalefactors are set to zero (Pulse data present, Temporal noise shaping present and Gain control present). Thus, in order to improve the detection of the scalefactor sequence, we consider an additional codeword $c_{M+1} = (000)$, used only to mark the end of the sequence of scalefactors. We get a new code $C^\prime$ with $M + 1$ codewords.

Consider a sequence of $K - 1$ scalefactors encoded with $C$ followed by the codeword $c_{M+1}$. We get a sequence of $N$ bits $b_{1:N} = (b_1, \ldots, b_N)$, made up of $K$ VLC codewords $e_{1:N} = (e_{i_1}, \ldots, e_{i_K})$, with $e_{i_K} = c_{M+1}$ and

$$N = \sum_{k=1}^{K} \ell(c_{i_k}).$$

b passes through a memoryless channel described by $p(y|b)$. One observes a sequence of $N$ real channel outcomes, $y_{1:N} = (y_1, \ldots, y_N)$.

Assuming that $N$ is known at the decoder, the MAP estimator of the index $X_k \in C$ of the $k$-th scalefactor is

$$\hat{i}_k^\text{MAP} = \arg \max_{i=1, \ldots, M+1} p(X_k = i | y_{1:N}).$$

A version of BCJR algorithm designed to compute (1) can be found in [14]. We have slightly adapted this al-

![Figure 1: Symbol-level trellis, when the number $K$ of VLC codewords is known and the corresponding number of bits $N$ is known (plain lines) or unknown (plain and dashed lines).](image)
algorithm to the decoding of scalefactors. First, consider \( p_k(n|n') = \Pr(S_k = n | S_{k-1} = n') \), the transition probability on the tree representing the VLC \( C' \) and \( q_k(i|n', n) \) = \( \Pr(X_k = i | S_k = n, S_{k-1} = n') \), the probability of the input symbol. These probabilities are useful, e.g., to take into account the fact that the \( K \)-th symbol has the index \( M + 1 \), thus, for all \( n \in N_K \),

\[
q_K (i|n-3,n) = \begin{cases} 
1 & \text{if } i = M + 1, \\
0 & \text{else}.
\end{cases}
\]

Using these notations, to evaluate (1), we perform the expansion

\[
\Pr(X_k = i|y_1:N) = \sum_{n \in N_K} \sum_{n' \in N_K} \alpha_{k-1}(n') \gamma_i (y_{n'+1:n}, n') \beta_k(n),
\]

where \( \doteq \) denotes equality up to a multiplicative constant. In (2), \( \alpha_{k-1}(n') \) is evaluated using a forward recursion

\[
\alpha_k(n) = \sum_{n' \in N_{K-1}} \sum_{i=0}^{M-1} \alpha_{k-1}(n') \gamma_i (y_{n'+1:n}, n'),
\]

with \( \alpha_0(0) = 1 \) and \( \alpha_0(n) = 0 \) for \( n \neq 0 \). The \( \beta_k \) are evaluated with a backward recursion

\[
\beta_k(n) = \sum_{n' \in N_{K+1}} \sum_{i=0}^{M-1} \beta_{k+1}(n') \gamma_i (y_{n'+1:n}, n').
\]

The recursion is initialized, e.g., with

\[
\beta_K(n) = \begin{cases} 
1/|N_K| & \text{if } n \in N_K, \\
0 & \text{else},
\end{cases}
\]

with \( |N_K| \) the cardinal number of \( N_K \).

Finally,

\[
\gamma_i (y_{n'+1:n}, n) = q_k(i|n', n) \cdot \Pr(y_{n'+1:n}|X_k = i) \cdot p_k(n|n'),
\]

with

\[
\Pr(y_{n'+1:n}|X_k = i) = \prod_{j=1}^{\ell(x_i)} p(y_{o'+j}|c_{i,j}).
\]

A first version of the described method for estimating the scalefactors, called informed mode, requires the prior knowledge of both \( K \) and \( N \) at the decoder side. Then \( N_K = \{ N \} \), and the decoding trellis is closed. Nevertheless, in classical AAC bitstream, \( N \) is difficult to obtain, since only \( K \) may be extracted from the header (assumed error-free). To know \( N \) at decoder side, one has to transmit it as a side information, using, e.g., the additional data stream element (DSE) described in the MPAG-AAC standard. This results in fact in a very low relative increase in bandwidth requirements (0.7% of the total bitrate at 64 kbits/s).

Assume now that \( N \) is not known at the decoder. This situation corresponds to a second version of (2), called blind mode. In such case, \( N \) has to be estimated jointly with \( y_k \), \( k = 1 \ldots M \). Assume that an upper bound \( N_{\text{max}} \) for \( N \) is available and that a sequence of \( N_{\text{max}} \) channel outcomes \( y_{1:N_{\text{max}}} \) is observed. If \( \ell_{\text{min}} \) is the length of the smallest codeword of \( C \), \( N_{\text{min}} = (K - 1) \ell_{\text{min}} + 3 \) is a lower bound for \( N \). The first part of this sequence corresponds to the \( K - 1 \) encoded scalefactors followed by the codeword \( c_{x+1} \). The remaining part corresponds to the beginning of the spectral-coefficients data, which immediately follow the scalefactors in the bitstream. In the blind mode, one gets \( N_K = \{ N_{\text{min}} \ldots N_{\text{max}} \} \) and the decoding trellis is not closed, which will make the decoding less efficient. If more information is available on the distribution of the length of the scalefactor field, it may be included in (3).

### 4.2 Error concealment on spectral data

Even if scalefactors have been correctly decoded, hard decoding of spectral coefficients may generate data errors. An error concealment module is used to detect errors and automatically minimize the perceived distortion. Classical error concealment techniques, designed for packet voice, do not apply to MPEG-AAC: Voice codec are usually linear-prediction based, while MPEG-AAC is a transform coder.

In [22], Korhonen proposes to replace the missing code-words by the most probable one, with respect to the code-book number specified in the section field. We found out that this solution results in a much lower energy than with the original signal. We propose another approach, inspired by the perceptual noise substitution (PNS) technique, proposed by Herre et al. [23] and included in the second version of MPEG-AAC [2]. The main idea is as follows: When the signal in one subband is mainly noise, coding bits can be saved by transmitting only the signal energy and replace the missing spectral coefficients by noise at the decoder side. The energy is coded instead of the scalefactor for this particular subband. In a standard AAC bitstream, the signal energy for each subband is not available, but the codebook number is closely related to the amplitude of spectral coefficients. Thus, when a data error is detected in the spectral data, spectral coefficients are replaced by a white noise. The amplitude of the coefficients is normalized with respect to the codebook number. In Table 1, we give the amplitude normalization values that give approximately the same energy as with the original signal. Our experiments showed that the best results are obtained with a Gaussian noise.

<table>
<thead>
<tr>
<th>Codebook</th>
<th>Minimum amplitude</th>
<th>Maximum amplitude</th>
<th>PNS amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>∞</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 1: Minimum/maximum amplitudes of spectral coefficients for each Huffman codebook and amplitude normalization for PNS reconstruction.

Error detection is difficult task: Even if no syntax error is detected in the current frame, data errors may have occurred. We observed that data errors usually result in data clipping, which is characterized by a higher energy than with the original signal. The lower-energy case is always possible, but no severe distortion will be perceived. In contrast, the spectral coefficients reconstructed with the proposed PNS method have approximately the same energy than the original ones. Thus, we propose a very simple detection criterion: We perform both a hard decoding of the spectral data and a PNS reconstruction. If a syntax error occurs while hard decoding, the PNS reconstruction is used. Else, we compare the energy of the reconstructed coefficients for both methods. If the hard-decoded coefficients have a significantly higher energy than the PNS coefficients, it is highly probable that a data error has occurred, and the PNS coefficients are used (see Figure 2). The parameter \( \alpha \) allows us to set the threshold for PNS. We performed mainly an empirical optimization with respect to the final audio quality: A lower \( \alpha \) will lead...
to more undetected errors, a higher value will lead to more false errors. Finally, $\alpha$ is set to 2 dB.

Figure 2: Algorithm for error concealment on spectral data.

5. RESULTS AND DISCUSSION

To evaluate our decoding scheme, we modulate the encoded data with a BPSK and send them on an AWGN channel. The SNR is set to the same value for each frame. Various decoding methods are then applied. Performance is measured in terms of Scalefactor Error Rate (SER) and objective perceptual quality at the decoder output, by running the PEMO-Q algorithm [24]. PEMO-Q gives a reliable prediction of subjective quality evaluations. The quality level is given by the Objective Differential Grade (ODG). An ODG of 0 means that the decoded signal is perceptually identical to the reference signal (unprocessed). An ODG of -4 means a maximum perceptual distortion. The audio material we chose for the tests is "Tom's Diner" by Suzanne Vega (first 5 seconds, sample rate 48 kHz), which was extensively used for evaluating audio codecs. The signal is coded at 64 kbits/s with a MPEG-AAC Low Complexity profile.

The decoding methods of scalefactors under test are Hard-decoding, Soft-decoding (blind mode and informed mode), and Noiseless decoding. No correlation between successive scalefactors has been considered in this work. Since errors on critical data is usually considered equivalent to a frame loss, critical data are assumed to be received without error. Spectral data are decoded with the error concealment algorithm described in Section 4.2. The noiseless decoding of scalefactors represents the ground truth, but we still consider errors affecting the spectral data.

Figure 3 shows the SER for different values of SNR. For an SNR of $10^{-3}$, about 1.5 dB and 1.0 dB are gained with the informed and the blind soft decoders respectively. Figure 4 represents the ODG for different values of SNR. In order to get reasonably smooth plots, 10 noise realizations have been generated and the average ODG values have been plotted.

With the hard decoder, the audio quality falls down when the SNR gets below 16 dB. The SNR/ODG slope is almost the same with the soft decoders and the noiseless decoder, but the fall comes at a lower SNR. With the noiseless decoder, the gain is about 1 dB. This improvement is due only to the error concealment method applied on spectral data. With the informed soft decoder, the gain is about 0.5 dB.

This is lower than the SER previously measured, because here, we combine the effect of noise on scalefactors and on spectral data. Globally, the performance of the blind and informed soft-decoders are very close. Below 13 dB, soft-decoding methods are close to the hard decoder.

6. CONCLUSION

In this paper, we consider a scheme for soft-decoding of MPEG-AAC bitstreams transmitted over noisy channels. A soft decoding of the scalefactors is done and damaged spectral data are concealed. Two soft-decoding methods are proposed: a blind mode, where no additional information is required, and an informed mode, where the bit-length of the scalefactor part of the bitstream is transmitted in the bitstream, using the additional data stream element (DSE). Compared to a classical hard-decoding scheme, the signal quality is improved at medium SNR, between 13 and 16 dB, with both soft-decoding schemes. This shows that soft decoding is an efficient method for improving the audio quality while transmitting MPEG-AAC bitstreams over noisy channels. This technique could efficiently be combined with other approaches, such as data shuffling or interleaving.

Nevertheless, this study is preliminary work. First, be-
cause we did not consider errors affecting the critical part of the bitstream. Joint source-channel decoding techniques may be used for efficient decoding of headers, by taking advantage of the high correlation between successive frames. Then, since VLCs are also used for coding spectral coefficients, joint source-channel decoding techniques may also be applied to spectral data, combined with Markov models.

REFERENCES


