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Abstract. A parallel implementation of the lattice Boltzmann model is considered for a three dimensional model of the
carotid artery. The computational method and its parallel implementation are described. The performance of the parallel
implementation on a Beowulf cluster is presented, as are preliminary hemodynamic results.
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INTRODUCTION

The lattice Boltzmann model (LBM) [1] is a relatively new approach to fluid simulation which has been applied to a
wide range of problems in fluid mechanics. Recently it has been applied successfully to study arterial flow in the carotid
artery [2–5]. A number of aspects were investigated such as the importance of the non Newtonian nature of blood, the
wall stresses, and the changing hemodynamic properties during stenosis growth. This has provided an insight into the
complex processes involved, however, one limitation of this work is that it was performed using a two dimensional
model. This paper considers the development of a three dimensional model and its parallel implementation. LBM
simulations of arterial blood flow have also been considered by a number of other authors [6–15].

THE LATTICE BOLTZMANN METHOD

The LBM [1] is performed on a regular grid in either two or three dimensions. Each grid point is connected to n-
1 neighbors and the model is labeled DdQn, where d is the number of dimensions. At each grid point the fluid is
described in terms of n distribution functions fi, for i = 0, 1, ..., n, each associated with a vector ei connecting the grid
point to one of its n-1 neighbors; or, for i = 0, e0 is the null vector. The fluid evolves according to the LBM equation

fi
�
x � ei � t � 1 ��� fi

�
x � t ����� 1

τ
�
fi � f eq

i � � (1)

where τ is the relaxation time and the equilibrium distribution function, f eq
i is determined as a function of the local

density ρ � ∑i fi and velocity u � ∑i fiei 	 ρ . The left hand side of Eq. (1) represent streaming of the distribution
functions and the right hand side is the collision operator which mimics particle collisions. Here the D2Q9 and D3Q15
lattices are used, where ei is a unit vector along the directions of the positive and negative axis for i = 1, ..., 2d and a
diagonal vector of length 
 d for i = 2d � 1, ..., n � 1. For both these grids [16]

f eq
i � wiρ

�
1 � 3ei � u � 9

2

�
ei � u � 2 � 3

2
u2  � (2)

where wi are weight functions given by 4/9 (2/9), 1/9 (1/9) and 1/36 (1/72) for the null, axial and diagonal directions
respectively for the D2Q9 (D3Q15) model. The kinematic viscosity of the fluid is ν � � 2τ � 1 � 	 6.

COMPUTATIONAL REQUIREMENTS, HARDWARE AND IMPLEMENTATION

The earlier arterial work presented by the authors was performed using the D2Q9 model. To perform a simulation
(with the same resolution) in three dimensions additional computational resources are required due to:
1. The additional number of grid points. The additional number of grid points depends on the geometry of the artery.
The section of artery simulated was considerably longer than the diameter of the artery which varied along the length.



Further, the artery section included a bifurcation (the geometry of the artery can be seen in the results presented in
Fig. 3). The geometry of the artery was described in three dimensional space and was not orientated along any of the
axis. Thus the volume of a cubic box (with edges parallel to the axis) was considerably larger than the actual volume of
the artery. To overcome this the code was written in such a way that only grid points inside the artery were considered
in the simulation (except during initialization). This was achieved by labeling each grid point in the simulation and
looping through a one dimensional list of grid points. All points in the cross section z � zmin were labeled first, followed
by z � zmin � 1, ..., z � zmax, where zmin and zmax are the minimum and maximum values of z and the z axis is closest
to the axis of the artery, see Fig. 1.
2. The increased number of link directions. Using the D3Q15 model the number of distribution function which must
be calculated is increased by a factor slightly less than two.
3. The extra calculations required to determine the three components of the velocity and the terms containing the
velocity in the expression for the equilibrium distribution function, Eq. (2).

A parallel implementation of the LBM was developed to enable the simulation of large three dimensional geome-
tries. A number of properties make the LBM highly suitable for parallel implementation [17–20], these include the
local nature of the collision operator and the fact that nearest neighbour nodes only interact during the streaming
step of the algorithm. In parallel applications, computational tasks are subdivided and distributed to a number of
processors. In this way, each processor is required to do less calculation, therefore decreasing the total simulation
time. However, communication between processors is computationally expensive [21, 22]; thus an algorithm that
minimizes communications is required.
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FIGURE 1. Lattice division between two processors.

Figure 1 shows a forty four node ‘artery’ divided between two processors. The artery has a non-regular shape
and each node is labeled sequentially. If the total domain contains Z layers (6 in Fig. 1) in the z direction then it is
divided such that each of the n processors contains Z 	 n layers (3 in Fig. 1). This is the calculation domain represented
by the unshaded region in Fig. 1, where processor 0 contains nodes 0 - 13 and processor 1 contains nodes 14 - 43.
Note that the load is not distributed equally over each processor; this will be discussed in section below. Further, at
the interface between each processor a ‘halo’ region is also considered, represented by the shaded region in Fig. 1.
These sites contains values which are required during the collision step, but not calculated by the processor. These are
communicated from the adjacent processor as indicated by the arrows in Fig. 1. For a long, thin artery section, this
approach minimizes the communication requirements.

The parallel simulations were run on the University of New England Beowulf cluster which consists of three species
of processors for a total of 24 processors operating on a 100MB fast Ethernet private SAN (Systems Area Network).
The three species of processors consisted of the hardware show in Table 1. The parallel LBM code was implemented
in C using LAM MPI-2. All simulations run on 1-8 processors used the u-nodes. Simulations on 16 processors used
the u- and b-nodes, but timings are given relative to the u-nodes.



TABLE 1. Composition of the UNE Beowulf cluster.

Species Designation Number of Processors Type CPU Speed (MHz) HDD (GB) RAM (GB)

o 8 Athlon 1150 34 1.5
u 8 Athlon 64 2000 34 1.0
b 8 Pentium 4 2666 35 0.5

RESULTS AND DISCUSSION

The parallel implementation of the LBM code was verified by simulating Poiseuille flow, enabling a comparison
between the parallel simulations, sequential simulations and theory. Two and three dimensional simulations of the
carotid artery were also performed and agreement was found between the parallel and sequential codes.
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FIGURE 2. Parallel timings excluding initialization. a) Increase in simulation time with increased number of grid points for
Poiseuille flow on 8 processors. b) Decrease in simulation time with number of processors for a fixed grid size.

Figure 2 shows the characteristics of the parallel system. In Fig. 2 a) the scale-up is demonstrated for 8 processors.
The total time is shown for a simulation of 106 time steps for a varying number of grid points. The scale-up is
approximately linear for more than approximately 104 grid points (around 103 grid points per processor). This
corresponds to the minimum number of grid points per processor required for optimal performance. The speed up
for a fixed domain size, significantly larger than 103 grid points per processor, is indicated in Fig. 2 b) for a two
dimensional (4.5 � 1010 site updates) and a three dimensional (1.4 � 1010 site updates) artery model. Figure 2 b)
indicates a speed up of around 0.73. A typical velocity output on a section of the carotid artery is shown in Fig. 3.
A detailed analysis of the results of the three dimensional simulations will be presented elsewhere. A speed-up of
approximately 0.73 enables large three dimensional simulations to be performed in a realistic time. To ensure the
correct physiological and hemodynamic properties and to provide a detailed resolution, a typical simulation contains
around 1.5 million grid points. At this resolution a pulse period of around 0.25 million time steps takes approximately
20 hours on the 16 processors and 4-5 periods are required for the simulation to converge.

As notes in Fig. 1, the load is not exactly balanced due to the non-regular shape of the artery. In practice this is not
as significant a problems as the example in Fig. 1. Addressing this may produce a slight increase in performance.

SUMMARY

A parallel implementation of a LBM for the carotid artery has been considered. Performance details and preliminary
results have been presented.
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FIGURE 3. Velocity profile in a section of the carotid artery.
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