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Introduction

This project received the financial support from the Thai government and the CEA
(Commissariat a I'énergie atomique et aux énergies alternatives) which is the French Alternative
Energies and Atomic Energy Commission. All works were done at the LITEN laboratory (and in
particular at the National Solar Energy Institute (INES)) and at the Grenoble Electrical Engineering
laboratory (G2Elab).

Microgrids can be considered as one controllable load and one controllable generation unit for
power grid defined by a much higher short-circuit power. They can operate with connecting to main
grid, which guarantees the stability of microgrids. Nonetheless, the stability can be a critical situation
for isolated microgrids. The stability of power systems is ensured if three parameters, i.e. internal
angle of generator, frequency and voltage, come back over their initial values or in acceptable limits
after any disturbance. In this thesis, only the frequency stability in isolated large microgrids (over
1MW) is considered.

Frequency variation is a function of the inverse of equivalent inertia, and depends also on the
imbalance between load and supply active powers. The equivalent inertia of isolated microgrids is
small because of the limited number of rotating machines. Therefore, frequency of such grids is highly
sensitive to power variation of loads and productions. Many studies have considered the impact of
active power variation of loads which change instantly. The impact of production side is particularly
studied in this thesis, thanks to the massive integration of renewables, especially for islanding
microgrids. Then, until now, thermal generator is the classical production unit in isolated microgrids.
The active power of this generation unit can be controlled according to the active power variation of
loads (or frequency variation); therefore, the frequency stability is guaranteed with the definition of
droop characteristic for primary control of the frequency (i.e. during the first 15 minutes after
deviation of frequency). However, the development of renewable energies, such as wind energy or
photovoltaic, take a significant par between the other production systems and their installed capacity is
increasing because of their zero emission greenhouse gas effects. Then, the rising of renewable energy
presents high risks of frequency instability because of their intermittency.

To maintain the frequency stability of isolated microgrids, the first idea would be to increase the
capacity of thermal generator; another way should be to design Energy Storage System (denoted ESS
in following sessions) to provide of absorb or inject active power according to the frequency value of
the grid. Increasing capacity of thermal generator is a very simple solution but it has impacts on the
environment (e.g. with emissions of pollutants and greenhouse gas) and its operating cost can be high
(with a higher price of fuels, oil and gas). Installation of energy storage could be an interesting
solution for preventing frequency instability with more considerations for local environment.
Furthermore, time response of energy storage is small thanks to the utilization of power electronics
interfaces. Notwithstanding with the high investment cost of such a solution, this green energy has a
significant role to play for energy generation, in the present and future. In this thesis, energy storage is
selected to participate in frequency regulation in order to prevent the frequency instability linked to
intermittency of solar production. Then, energy storage seems to be a relevant solution for primary
frequency regulation thanks to its fast time response.

The installation of ESS leads of course to some questions:

- Therefore, which energy storage technology is suitable for frequency regulation in an
isolated microgrid?
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- How to design the interface, the installed power and capacity of such a system?

- How to design the architecture of control-command and select the appropriate control
strategy?

Therefore, the objective of this thesis is to propose some solutions to this problematic and
particularly, define a methodology to design the appropriate size and strategy of energy storage in
isolated microgrids with a high penetration rate of photovoltaic. It would be also important to validate
this approach with the help of an experimental bench.

This thesis is organized in seven chapters. In the first chapter, the three main key words of this
thesis, i.e. frequency stability, isolated microgrids and ESS are presented. Frequency stability of
isolated microgrids is the analyzed through the integration of renewable energy. Issues linked to
energy storage devices and technologies are also described. Existed projects of development of ESS in
microgrids and classical primary control strategies are finally summarized, before presenting the
scientific issues of this work. In chapter 2 to 7, isolated large microgrid will be called isolated grid or
islanding grid.

The second Chapter allows describing the different situations of photovoltaic power variations
and the classical characterizations through statistic approach, probabilistic approach and spectral
analysis. Some real signals of PV production are then studied using these methods to model
disturbances of PV production. Each method will provide different levels of information on power
fluctuation which will be used in the following sessions. This study enables to know the characteristics
of power fluctuation which will be related to the frequency variation.

In the chapter 3, the impact of PV power fluctuation on the system frequency is studied both in
frequency and time domains. The relationship between power fluctuation of PV and frequency
variation is firstly studied in frequency domain by analyze the transfer function between the frequency
and the photovoltaic power. Moreover, the impacts of power system parameters on this transfer
function are studied. For time domain analysis, different situations of power variation (i.e. sine, step
and ramp signals) are applied as disturbances to power system simulation. These studies enable to
define critical impacts of power variation on frequency, which are presented by a limitation diagram of
power fluctuations. Chapter 2 and 3 will be used for sizing and defining strategy for ESS in Chapter 5.

Energy storage system, which consists in a source of energy, a DC/DC converter, an inverter
with its filter and its associated control loops, is presented in chapter 4. The power electronic
converters (DC/DC, AC/DC) enable to control the active power of energy storage for frequency
regulation. Three different energy storage systems are presented in this chapter, according a gradable
complexity of the system.

In the chapter 5, different strategies of energy management for the ESS in order to participate to
the primary frequency control are proposed taking into account of PV power variations. The link
between the design of the storage device, its technology and the control strategies will be discussed. A
comparison of the different strategies will be held according to their respective performances.

Chapter 6 presents an original strategy of control of the ESS based on robustness against
parameter uncertainties of the system (on production, grid and ESS). Therefore, a H infinity controller
has been designed according to dynamic specifications on frequency time response, and results have
been compared to classical approach. Moreover, its robustness in stability and performances has been
analyzed. Finally, in the last chapter, real time simulation have been done with hardware-in-the-loop
(HIL) simulations, replacing some parts of the studied system by hardware and other models with
numerical models. This experimental bench, depicter in this section, will conclude this report by
validating all proposed strategies.

This report will be concluded by some perspectives of further works in order to complete the
theoretical and experimental results of this thesis.



Chapter 1

Problematic of microgrids: the rule of storage
devices

1.1 Introduction

Renewable energy has become fascinating source for electricity production according to green
energy trends. Wind energy and solar energy or photovoltaic (PV) are widely in researches as well as
in service. Because of its intermittent power, reliability and stability of power system is affected.
Energy storage system is proposed as one of solutions to maintain the stability and improve power
quality.

In this chapter, the general context is described in relation to three main key words: frequency
stability, islanding micro power system or isolated micro grid, and energy storage. Firstly, general
information of frequency stability and its control system is presented; followed by the elaboration of
the general characteristics of micro power system which relate to the frequency variation problem.
These two topics link to the main issue of this thesis concerning frequency variation according to
renewable energy. Finally, descriptions and applications of energy storages are summarized.

1.2 Frequency stability

There are three types of stability in power system: angle, voltage, and frequency stability. The
stability is the ability of power system to remain its value (angle, voltage, frequency) at a rated value
or in acceptable limits during the normal operation or after any disturbance [1]. The angle stability is
linked to the synchronous machine and its active power variation. Voltage variation is caused by
imbalance of reactive power between production and load demand. In this thesis, only stability of
frequency and its control are considered. Frequency stability is linked to the imbalance of active power
between production and load demand. From the mechanical equation of (1.1), variation of angular
velocity of turbine (w) is expresses as a function of moment of inertia (J), mechanical torque of the
turbine (T4) and resistive torque of the generator (T¢) [2]. T, relates to power produced by the turbine
and T, relates to the power consumption in (see (1.2)). Consequently, from (1.1) and (1.2), the
deviation of the square of angular velocity can be defined as a function of source and load active
powers (equation (1.3)). When supply power is upper than the load, deviation of square of angular
velocity is positive; means that velocity of the turbine rises up. Frequency of system increases from its
nominal value. On the contrary, frequency decreases from its nominal value when load demand is over
the source power. The deviation of the square of velocity is then negative; therefore, the velocity of
turbine is slow down.
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Generally, the frequency control is integrated in power plant with rotating generator, such as,
gas turbine plant, diesel generator, and hydro power plant. Frequency control system is separated in
three control levels: primary, secondary, and tertiary controls. The primary frequency control is
highlighted in this thesis as it is the first action of control to limit frequency deviation after
disturbance. After that, secondary control takes action to bring frequency back to nominal value
(50Hz). Finally, the tertiary control is regulated manually by system operator (at least 15 minutes after
disturbance) to complete secondary control; in case it cannot bring frequency back to nominal value.
This control allows regulating the imbalance of active power between supply and demand in case of
slow fluctuations [3]. Only primary and secondary frequency controls are elaborated in this section.

1.2.1 Primary frequency control

After imbalance of active power between generation and load, all generators, which participate
to the primary frequency control, will limit the frequency deviation by changing their power supply.
Each generator adjusts its power from the scheduled power (Po) to the current power output (Py,) by
applying the droop control as shown in Figure 1.1a. The power variation (APy,) is proportional to the
frequency variation (Af), the nominal frequency (fo), the nominal power of generator (Pmay), and the
droop value (Sq) in (1.4). Frequency variation (Af) corresponds to the difference between the current
frequency (f) and the nominal one (f, or 50Hz). The droop value is the ratio between steady-state
frequency deviation and active power variation in per unit in (see (1.5)). Therefore, the steady-state
value of frequency during primary frequency control depends on droop value which is defined as the
acceptable range of frequency variation in steady state (f..x and fyi, in Figure 1.1a). For example, a
droop of 4% of generators guarantee a frequency comprised between 49 and 51Hz (50Hz x 4% =
2Hz).

The ratio between frequency deviation to active power variation is equal to the primary energy
reserved, denoted K (Hz/W) in (1.6) [1], [4]. This energy depends on the nominal frequency (fo), the
rated power of source (Prax), and the droop value (sq). Power systems with small K (large droop value
and/or small power generation) can meet higher frequency variation than systems with large K (small
droop value and/or large power generation) for a same power deviation.

It is obvious that two important parameters in frequency control can then be mentioned: droop
value and size of generation unit. Generally, droop value is defined by operator of system between 4
and 6%. Therefore, rated power of plants has to be overdesigned to guarantee frequency performance.

_F_;n(W}
(@) (b)
Figure 1.1 (a) Droop characteristics of power source (b) secondary control description
pmax
APy, =Py — P = ——.Af (1.4)
Sd.f()
A
sa(%) = # 100 (15)
1P
K=— -2 1.6
sa fo (1.6
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1.2.2 Secondary frequency control

Several seconds after disturbance, frequency reaches a different stable value from the nominal
one. Next, secondary control is turned on to bring the frequency back to 50 Hz. In France, this control
will turn on within 30 seconds after the disturbance [5], [6]. This control changes the reference of
power supply (see Figure 1.1b).

The primary and secondary controls are represented by PI controller in (1.7) [1], [7].
Proportional gain of Pl controller (K) represents the primary frequency control and K, is equal to the
inverse of droop value (K,=1/sg). The integral gain (K;) of the controller corresponds to the inverse of
the time response of the secondary control.

APy (s) = — (K; +°2).af 1.7)

Frequency response and participation of generation unit in primary and secondary frequency
controls are presented in Figure 1.2. At time t0, the active power of generation unit is larger than load
power so frequency drops from its nominal value of 50Hz. Then, frequency reaches its new value and
remains stable with some steady state error until time t1. Active power of generation unit is increased
(or decreased) from its reference power during primary frequency control (from t0 to t1 in several
seconds). This active power deviation is called primary power. In a second time, secondary frequency
control will turn on at time t1 and resume frequency back to its nominal value (50Hz). When
secondary control is turned on, primary power decreases and secondary power increases.

a0

49.93

=
o
w

frequency HzZ)

4985 i i i I I i i i i

0 e )
. . >
primary frequency. secondary frequency

= . control (seconds), control {(minutes)

=1

s T T T T 1

L= Primany

E Secondary

c R e e EEREEEE - —

=] :

B S S S S S 4

c H

=) Bt N S N I _

i

times

P oveer of

Figure 1.2 Frequency control (primary and secondary controls)

The secondary frequency control is not applied to all sources in a power system [8]. Some
sources are merely controlled by primary and tertiary controls.

1.3 Micro power system (micro grid)

In modern life, electricity is one of the fundamental necessary needs of people. Everything
around us needs to be powered and electricity happens to be the main source. Furthermore, electricity
is a vital part to drive a business. The system which produces, transfers, and consumes energy is called
electrical power system. “Electrical power systems are real-time energy delivery system” [9]. The
customer has to consume energy at the same time as it is generated with equivalent amount which is
the definition of real-time system. The power system is generally separated into three parts:
generation, transmission, and distribution. Power plant (generation unit) produces energy which is
delivered to different types of costumer or end use (distribution unit or load) by transmission line.
Power systems are installed in every country around the world for supplying energy. Electrical power
system in each country is in a very large scale and complex and has different characteristic and size.
Loads, which are the end users of electricity around the country; are mostly far away from the power
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plants which have been spreading allocated at selected appropriate places around the country to
guarantee power quality and stability. Because of its complexity, generators and loads which locate
within close geographic proximity of each others have then been grouped and represented to a main
power system as a controllable load and a generator station [10]-[12]. This grouped power system is
called micro power system or micro grid.

1.3.1 Characteristics of micro power system

Micro power system consists of micro sources, loads and transmission system. It can be
classified into three groups: Isolated, Islandable, and Non-synchronous microgrids [13]. Isolated or
islanding microgrids which do not connect to the utility grid and employ only in isolated mode like
stand-alone system are installed in remote areas or islands [11]. Islandable microgrids are the micro
power system which can operate in two different modes: islanding mode or connected to the utility
grid [12], [14], [15]. Moreover, this system can participate in utility grid (consume and supply energy
to utility grid). Non-synchronous microgrids will only consume energy from utility grid but they
cannot inject energy back to it.

Stability of frequency of micro power systems in grid connected mode is guaranteed thanks to
the high short-circuit power of the main grid. Micro power systems sometimes disconnect to main grid
following a fault. Islanding micro power system can then be reconnected to main grid if voltage drop
is below 3%, frequency variation below 0.1Hz, and phase-angle error below 10 degree for micro grid
with distributed generation units in 1.5MW to 10MW plants [16]. The transition between grid
connected mode and islanding mode is quite remarkable but it will not be considered here. Only
isolated micro power systems are elaborated in this thesis thanks to their high frequency variations
[15]. Two main characteristics of islanding micro power systems induce a high sensitivity to load and
production variations [17]:

o A leak short-circuit power: short-circuit power or shout-circuit capacity (SCC) is the ratio
between the square of voltage and the equivalent impedance of network (generator, load,
transmission line, and transformer) [18]. Transmission voltage in islanding power system
is very low. Furthermore, the number of generators connected in parallel is limited, so the
equivalent impedance of network is high. According to these two characteristics, short-
circuit capacity of islanding micro grid is very small.

o Small equivalent inertia of the grid: variation of frequency depends on unbalance power
between generation and load and the inverse of equivalent inertia. This last parameter of
power system is defined from the moment of inertia (J) of all rotating machine in power
system. In islanding micro power system, the number of thermal generator is limited and
its inertia is small. Consequently; the equivalent inertia of such a power system is
relatively small.

The equivalent inertia has a great influence on frequency variation in micro grids. Inertia of
each rotating machine (generator or motor) (H;>™) in MWs/MVA is calculated from moment of inertia
(J7), nominal rotation speed (Q;), and nominal power of the machine (S;;) in (1.8), where i denotes
the index of each rotating machine [19]. Kinetic energy of all rotating machines (E.q) (n for generator
and m for motor) in MW.s is defined from inertia and nominal power of all rotation machines in (1.9).
Finally, equivalent time characteristic (Mg,) and equivalent inertia (He) of power system are
calculated in (1.10), where Mcq equals to twice of Heq[1], [19].

1, 72
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Microgrids is an attractive system to be used in rural remote areas and islands. Microgrids have
many advantages. For instance, they require small capital investment; especially can offset the need
for new conventional generation. Furthermore, it can coordinate in the reduction of transmission
system congestion, support the local voltage, and improve power guality resulting in the enhancement
of local power reliability [20]. Fuel consumption will also be reduced because renewable energy can
be appropriately integrated with it. As grouped loads are quite known; it enables to design an
appropriate renewable energy generating system to cope with the demand. Besides, the improvement
in power quality is improved because transmission loss is small (loads and generation unit are not far
away). The micro power system is also claimed to have a high reliability in operation as it is able to
maintain the operation during or after accidental problems or disaster occurred to the main grid [11].

There are many microgrids around the world which have different sizes as presented in Figure
1.3. It can be seen from the illustration that about 32% of the total are small and very small systems.
Microgrids of these sizes, which are easy to design, implement, and operate; usually have been
installed in small remote areas with least problems. Notwithstanding with this fact; the majority of
micro power systems are in large and very large scale (34% and 19% respectively) which are more
difficult and complicated in design and operation. However, they have profound impacts on the future
of energy utilization of the world. This thesis has therefore been designed to undertake study for the
development of these majority systems.

m Very small (less than 50kW) 17%

m Small (between 50kW and 500kW) 15%

= Medium (between 500kW and 1MW) 15 %
m Large (between IMW and 5MW) 34%

m Very large (over 5SMW) 19%

Figure 1.3 Sizes of micro grid around the world [11]

1.3.2 The energy mix in micro power system

The power generations of micro power system is the mixture of different energy. At least one of
multiple power sources of micro grid is a renewable energy that is zero-emission generation sources
[11]. Renewable energy refers to infinite natural resources which can be naturally replenished; such as,
solar, wind, falling water, plant materials (biomass), and heat (geothermal), etc. Although renewable
energy cannot run out, it is not available all the time and everywhere. It depends on the weather and
geographic. Therefore, renewable energy can be called intermittent energy.

Number of mixed energy of various renewable energy types (Fuel cells, wind energy,
photovoltaic) and non-renewable energy types around the world is presented in Figure 1.4. More than
50% are renewable energy which has been installed around the world. Very small, small, and medium
micro power system generation plants can be relied on this energy up to 100%. Wind energy is the
most popular renewable energy which is accounted at 30%. Moreover, penetration rate of renewable
energy can be high in some micro power systems because of the connection with wider power system.
For isolated micro power system, penetration rate of renewable energy reduces because of the
instability problem when size of micro grid increases. For example, power is produced by wind and
solar for 100% in 100kW micro power system in Chengde and Zhangbei in China against 6%-14% in
4MW-12MW Cape Verde wind-diesel systems in Cape verde Islands, Republic of Cape verde [11];
and wind penetration is just at 18% in 13.6MW King island micro grid in Tasmania, Australia.
However, in small micro power system with 100% sustainable energy, energy storage is necessary, for
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example, 180kWh and 400kWh lithium battery are installed in Chengde and Zhangbei micro grid
respectively.

m Thermal plant with reciprocating engine 33%
u Fuel cells 8%

u Micro-turbines 6%

m Other non-renewable energy 4%

= Wind energy 30%

u Photovoltaic 15%

m Other renewable energy 4%

Figure 1.4 Composition of microgrid installation around the world (focus on renewable energy) [11]

The mixed energy of large and very large micro power system in different French overseas
departments and territories (Corse, Guadeloup, Guyane, and Martinique) are shown in Figure 1.5. All
power systems except in Corse are isolated. Power generation plant in Corse (an island in the
Mediterranean Sea) bases on the interconnection of 32.9%. Main energy source is oil and gaz
(thermal) in Corse, Guadeloup, and Martiniqgue which have been estimated at about 50% but
hydroelectric power generation is the dominant source in Guyane. This two energy sources have to be
connected to synchronous machine which normally has some inertia which is able to absorb some load
variation. It therefore is advisable that the main power generation of micro power system should be
energy source coordinated with rotating machine. Although hydroelectric is one of renewable energy
and does not produce greenhouse effect gas as the same as thermal plat do, its installation requires an
enormous area for construction of a huge dam. It undoubtedly creates some severe effects on the
present worldwide environmental situation such as the destruction of limited forest areas, animals and
human’s habitat around the plant area.

The energy mix in Corse The energy mix in Guadeloup

m Thermal 52.8%
m Hydroelectric 0.8%

® Thermal 45.5%

m Hydroelectric 15.3%
u Biogas 0%

m Photovoltaic 5.3%
mWind energy 3.0%

u Biogas 0.4%

m Photovoltaic 4.6%

mWind energy 1.3% m Coal 31.6%
u Interconnection 32.9% m Bagasse 3.6%
@) (b)
The energy mix in Guyane The energy mix in Martinique

m Thermal 28% ® Thermal 93.7%

m Hydroelectric 0%
m Hydroelectric 64% g '

m Waste inceneration 1.2%

i 0,
u Biomass 1% ® Photovoltaic 5%

m Photovoltaic 6% ® Wind energy 0.1%

(© (d)
Figure 1.5 Mixed energy in different power system (a) Corse (b) Guadeloupe (c) Guyane (d) Martinique in 2012 [21]-[23]



Chapter 1: Problematic of microgrids 9

In spite of the possibility to use others renewable energy sources such as solar and wind energy
to produce electricity to micro power system, their penetration rates are very low (less than 10%)
because of reliability and stability problem. Moreover, these sources are quite promising for the
replacement of thermal energy (gas and oil) which occurred to be a limited source. For example,
penetration rate of photovoltaic power plant should be developed to be able to replace the thermal
generating source (93.7%) in micro power system of Martinique. However, the increasing of solar
energy tends to induce frequency instability problem which will be elaborated in the following topic.

1.3.3 Microgrids in Thailand

Electrical power generation and transmission in Thailand are operated by the Electricity
Generating Authority of Thailand (EGAT) under the Ministry of Energy. About 45% of installed
generating capacities are power plants of EGAT which compose by 3 thermal power plants, 6
combined cycle power plants, 22 hydropower plants, 8 renewable energy plants, and a diesel power
plant. EGAT purchases other 55% of electricity generation from Independent Power Producers.

Electricity generation in Thailand is profoundly relied on thermal energy at around 90% of
energy; with mixed composite of: 70% natural gas, 10% coal, and about 2% oil [24], [25]. Renewable
energy takes part only 8% in energy mixed and mostly is hydroelectric energy (about 5%). In 2011,
renewable energy (excluded hydroelectric) reached 3.7% from 0% in 2001 [26]. Attractive renewable
energy is biofuels and co-generation from biomass and biogas which are mostly in operation by
private sector. According to energy mixed, Thailand energy system is not quite sustainable and
reliable because natural gas is imported form Myanmar. To make independent energy system,
renewable energy happens to be a sound promising source. Furthermore, it is obviously that
generation capacity of sustainable sources have to be increased because of the continual rising of
power demand and green energy extension target according to the Power Development Plan (PDP)
lunched in 2010 [24], [27], [28]. National Renewable Energies Development Plan 2008-2022 (REDP)
has been ongoing implemented to bring renewable energy application up to 25% of energy mixed in
2022 for all sectors (electricity production, transports, and heat) [29]. And it will be 7.3% of electric
generation in 2030 [26]. To increase renewable energy, smart grids and microgrids are the attractive
power systems for the integration of this energy. Moreover, isolated microgrids with renewable energy
are quite appropriate for most remote areas in Thailand where have not yet had electricity. Present
microgrids implemented in Thailand is mostly small system (about 10-100kW) with PV-diesel based
hybrid system [25]. However, many large microgrids are ongoing developed in the universities under
the government sponsorship with little in private sector [30] and has not been yet in service [11].

1.3.4 Frequency variation issue according to intermittency

Islanding micro power systems are weak in frequency stability because of its own
characteristics. Frequency is very sensible to variations of active power of productions or loads. As a
matter of fact, power from renewable energy (wind, solar, etc) is quite instable but it is increasingly
installed as one production of micro power system. Undoubtedly, power quality (frequency and
voltage) is affected [11], [31]-[33]. When intermittent energy production is increased or installed in
isolated micro grids, other production sources have to increase their production or new generation
plants have to be installed. For example, for every 10% wind penetration, other generation sources
about 2%-4% of the installed wind capacity is needed for a stable power system operation [32].

Renewable energy can be installed with limitation penetration rate to assure power quality (such
as voltage and frequency performance). Frequency deviation should be in a range of +0.5Hz for
system with wind energy [34], [35] or 1% of nominal frequency [33]. Penetration rate of wind turbine
is classically limited at 20% according to economic and technology constraints [17]. In current
French islanded micro grid (presented in previous topic), the penetration rate of renewable is limited at
30% [36]. Renewable energy induces an extra cost for the reserved sources to guarantee stability of
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power system. For example, thermal plant has to be overdesigned to guarantee frequency performance.
Installation of intermittent energy with penetration rate of 10 and 30% will cause additional costs of
225-600 M€/year and 300-750 M€/year respectively [2].

Many studies analyzed frequency variation corresponds to the consequence of power variation
of load or loss of production supply which is a step variation [37]-[39]. However, active power of
renewable energy fluctuates quite slowly; for example, power variation of wind energy can be about
100kW for 10 seconds [2], which causes different impacts on system frequency. Active power of wind
energy is characterized in [40]. Frequency of fluctuation can be separated into three regions: low
(below 0.01 Hz), medium (0.01-1Hz), and high (over 1 Hz) frequency. Most of power fluctuation of
wind energy fluctuates at low and medium frequency. Frequency variation has large affected from
medium frequency fluctuation [41]. Nevertheless, the inertia of turbine generator will absorb the high
fluctuation of active power [40].

1.4 Energy storage in micro power system

“Electrical Energy storage (EES) (or energy storage) refers to a process of converting electrical
energy from a power network into a form that can be stored for converting back to electrical energy
when needed” [32], [42], [43]. According to green energy trend, energy storage has become an
attractive source for transportation and utility applications. Plug-in electric hybrid car and electrical
car have been developed for decades and already in service in order to reduce CO, emission and fossil
oil consumption. Batteries are quite suitable in transportation domain because of their modularity and
portability even though their life cycle is quite short [32]. For utility service, energy storage
technologies play an important role in addition of renewable energy to power system and development
of smart-grids, smart-micro grids, and smart houses [44]-[46]. Grid connected energy storage will
rapidly increase and will reach 6GW in 2017 and will be over 40GW in 2020; according to HIS report
[47]. Increasing trend projection of energy storages installation in microgrids as illustrated in Figure
1.6 based on the growth of renewable energy in this grid.
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Figure 1.6 Trend of energy capacity of installed ES in Microgrids by technology in world markets 2014-2024 [48]

Various technologies of energy storage are firstly presented and followed by their different
applications in micro grids. Finally, different control strategies for frequency control of energy storage
will be summarized.

1.4.1 Energy storage technologies

Energy storage system can be categorized by storing form of energy into five groups:
mechanical, electrochemical, chemical, electrical, and thermal storage [44]. However, electrochemical
and chemical energy storage can be grouped into one group of chemical energy storage system [43].
Different energy storage transforms different forms of energy to electricity and vice versa. There are

10
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two function modes of energy storage. It is in “charge” mode when electrical energy from power
system is converted in other forms and stored in energy storage. On the contrary, when energy is
transformed to electrical energy in order to inject to the system, it then is in “discharge” mode.

1.4.1.1 Mechanical energy storage

Electrical energy is stored and converted back in potential or kinetic energy by rotating part of
the generator or motor (turbine) for mechanical storages such as Pumped Hydro Energy Storage
(PHES or PHS), Compressed Air Energy Storage (CAES), and Flywheel. Energy from rotating part is
stored in different media. Pumped hydro energy storage of which capacity is accounted around 99% of
global energy storage installation [44], stored energy in form of water in upper level and flow down to
lower reservoir while passing through the micro turbine to release energy. Water is then pumped back
to upper reservoir to store in form of potential energy. This energy storage technology has been
developed for high power applications (a few less than one-tenth of GWh or 100 of MW) [49]. There
are number advantages of PHES such as high efficiency (70-85%), very long life time, long storage
period, practically unlimited cycle stability of the installation, and relatively low capital cost per unit
of energy generated [43], [44], [49]. However, it need wide space area and a high cost for construction
as well as risk of environmental deterioration issues.

For Compressed air energy storage, turbine of generator operates reversely as motor to
compress and stock air in reservoir for later use [32]. And compressed air is then be used in
combustion process to produce energy back to the system. The advantages and disadvantages of this
energy storage are similar to PHES with high efficiency around 70-89% [43]. However, this
technology is dependent on fossil fuel. It has to be connected to gas turbine plant and cannot use with
other power plants [43]. This happened to be its prime draw back.

For the last technology, flywheel stores electrical energy in form of kinetic energy in rotating
mass. The stored energy in flywheel depends on the constancy of speed as well as its mass and
configuration [43], [50]. Rotating part is accelerated by motor to store energy. On the contrary, it will
be slowed down by the same motor which will act as a generator to pull out its stored energy.
Notwithstanding with its very high efficiency of around 90-95% [43], flywheel has a quite high self-
discharge loss. It therefore has been considered to be an unreliable energy storage type.

1.4.1.2 Electrochemical energy storage

Electrochemical energy storage or battery converts electrical energy to chemical energy by
electrochemical reactions and vice versa [49]. It can be classified into two groups: secondary and flow
batteries [44]. Rechargeable secondary batteries consist of negative and positive electrodes (anode and
cathode) and electrolytes. When battery is in discharge mode (supply energy to external circuit) and
connects to load, oxidation reaction between ions of electrolyte and cathode is occurred at anode
(negative electrode), and electrons are then released. While the cathode substance, ions and free
electrons are combined at cathode side (positive electrode) which is called reduction reaction at the
same time. Therefore, electricity flows through load from cathode to anode which is the reverse
direction of electrons. On the contrary, oxidation reaction (release electrons to external) and reduction
reaction (consume electrons from external are occurred at cathode and anode, respectively, during
charging. Various technologies of secondary battery are Lead acid battery (Pb-acid), Nickel cadmium
battery (NiCd), Nickel metal battery (NiMH), Lithium ion battery (Li-ion), Sodium sulphur battery
(NaS), Metal air battery (Me-air), and Sodium nickel chloride battery (NaNiCl). The difference of
technologies is classified by different materials of cathode and anode and electrolytes. The
characteristics of all secondary batteries are compared in [32], [43], [44]. For this batteries type,
electrodes are the active elements which cause the transformation of energy for charge and discharge
modes. In case of flow battery types, “chemical energy is stored in one or more electro-active species
which are dissolved in liquid electrolytes™ [44].
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Flow battery consists of two electrolytes which have been stored in different tanks, and a cell of
two electrodes (positive and negative) and a micro-porous membrane between the two electrolytes.
The membrane will screen ions from electrochemical reaction which can pass through it in order to
create an electrical current [32], [44], [49]. Electrolytes are pumped and pass through the cell in order
to create reduction-oxidation reaction and back to its particular tanks again. This battery type can be
classified into two groups: redox (reduction-oxidation) flow batteries and hybrid flow batteries.
Developed electrolytes are zinc (ZnBr), sodium (NaBr), vanadium (VRB) and, more recently, sodium
polysulfide [49]. Hybrid flow battery is the combination of secondary and redox flow batteries but
does not consist of two different tanks of electrolyte. There is only one external tank filled with liquid
electrolyte for storing only one active mass, whereas the others is stored in the electrochemical cell
(electrodes and membrane module) [44].

The advantages of battery are fast time response and high energy efficiency of about 60-95%
[43]. Notwithstanding with its advantages, there are numbers of inferior characteristics; such as, low
energy density, small power capacity, high maintenance costs, short life cycle (about 100 to 1000
cycles), limited discharge capability, and contain toxic materials [43], [49].

1.4.1.3 Chemical energy storage

Chemical energy storage is composed with two different functions: production of fuels
(hydrogen or methane) or storing energy which is equivalent to the charge mode of battery, and
electricity production or discharge mode [32]. Its main working principle can described as follows:
chemical A (fuels) is consumed in order to produce electricity and chemical B, and then electricity and
chemical B is consumed to produce chemical A in reverse reaction [43]. It consists of an electrolyzer,
a storage tank, and fuel cell or electrochemical cell (which consists of two electrodes and electrolytes).
External supplies of fuel (refer to chemical A) and oxidant are passed through two electrodes (anode
and cathode) in the cell. Electricity and product of reaction (chemical B) is then produced by
electrochemical reaction. The reverse reaction is occurred in electrolyzer by consuming external
electrical energy in order to produce fuel and store in a storage tank for future use. This energy storage
can also be called fuel cells.

The structure of cell is similar to battery. However, the electrodes of fuel cells do not react and
change as the electrodes of battery. They are catalytic and relatively stable [43]. Furthermore, all
reactions of batteries are occurred in one closed system and there is no product of reaction flowing out
while fuel cells consume reactant (fuel and oxidant) and there is reaction product flowing out. This
energy storage can produce electricity as long as fuel and oxidant are supplied to the cell but capacity
of batteries is limited (low energy density and power capacity) in a short life cycle.

There are many combinations of fuel and oxidant. Fuels or energy carriers of this energy storage
can be Hydrogen (H,) (so it is called hydrogen storage in some studies) or synthetic natural gas (SNG)
(methane — CHy) ,which is a secondary energy source and the oxidant is oxygen. In the electrolyzer,
water is decomposed into hydrogen (H,) and oxygen (O,) with consumption of electricity which is
called electrolysis of water for hydrogen fuel cells. Hydrogen is stocked in a storage tank as a fuel for
future use. Oxygen is not stored but is injected back to the atmosphere. As it is a powerful oxidizer
which requires expensive and high security storing in order to avoid flam and explosive. Hydrogen
(from reserve tank) and oxygen (from air) are passes through the fuel cell to create an electrochemical
reaction, which is the reverse reaction of splitting water, in order to produce water and electricity [44],
[49], [50]. There are various technologies of flue cells such as Polymer Exchange Membrane Fuel Cell
(PEMFC), Solid Oxide Fuel Cell (SOFC), etc. which are different in the electrolyte uses, operating
temperature, design and applications [49].

The electrolysis of water and its reverse reaction can be replaced by methanation reaction to
produce methane and oxygen from hydrogen and carbon dioxide (CO,) and vice versa to produce
electricity for synthetic natural gas fuel cells [44]. Furthermore, hydrogen or methane can be used as
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fuel in combustion process by replacing fuel cells with gas motors, gas turbines and combined cycles
of gas or steam turbines [44], [50].

Fuel cells are able to be stored in large amount of energy (up to the terawatt-hour (TWh) range).
However, their energy efficiency is low (less than 50%) comparing to other energy storage types [44].

1.4.1.4 Electrical storage system

Capacitor is the simplest way in storing electrical energy. The structure of conventional
capacitor is consisted of two metal plates (electrical conductors) and a dielectric (a non-conducting
layer) which is quite similar to structure of battery (two electrodes and one electrolyte). When
capacitor is connected to a direct-current source, energy is charged to capacitor while one plate is
induced to be a positive electrode and the other plat is induced to be a negative electrode. After
charging, capacitor performs as a direct-current source which can supply energy to direct-current load.
Its capacity to store energy has been defined as “Capacitance” which depends on the area of two
plates, the permittivity of dielectric, inverse of the distance between two plates.

The conventional capacitor has limitation in application due to its low energy density [43].
Electrochemical Double-layer Capacitors (EDLC) and supercapacitors (SC), which work similar to
conventional capacitor, have been developed to enhance its energy density by using very high
electrodes surface area and high-permittivity dielectric [43], [32], [49], [50]. EDLC and
supercapacitors consist of two electrodes partitioned by a very thin porous separator; immersed in an
electrolyte. However, there is no chemical reaction, ionic or electronic is therefore not transferred in
the cell. Their terminal voltage is proportional to the State of charge (SoC). Another technology of this
energy storage type is Superconductive magnetic energy storage (SMES) which store energy in the
magnetic field produced by a direct current flowing through a superconducting coil [32], [44], [50].

The principle advantage of electrical energy storage systems is the very fast time response; in
the range of milliseconds (both in charge and discharge modes) [44], [49]. Furthermore, they have a
long cycle life (very durable: 8-10 years or up to one million cycles [44], [49]) because electrode is not
degraded during normal operation as battery [32], [49], enhanced by their high efficiency (90-95% for
EDLC:s or supercapacitors and 85-90% for SMES [36]). Besides the prime advantages; they have wide
range of operation, and high power density (SMES is the highest). Notwithstanding with all cited
advantages, as electrons are not confined by chemical reactions, energy density of this storage is
therefore very low, and they can be completely discharged (high self-discharge loss; 5% per day [49])
which will cause very large terminal voltage variation [32], [43], [44], [49].

1.4.1.5 Thermal energy storage

Thermal energy storage (TES) stores energy in a form of heat by different methods in an
insulated repository [44]. TES can be classified by operating temperature of the energy storage
medium (with comparing to the room temperature) into two groups: low and high-temperature TES
[43]. Energy or heat is stored by changing temperature of the storage medium which can be a liquid
(such as water or thermo-oil) or a solid (such as concrete or the ground). Electricity is consumed to
cool or heat medium storage for future use. The capacity of this energy storage system is defined by
the specific heat capacity and the mass of the medium used. Various technologies of this energy
storage are storage of sensible heat, storage of latent heat, and, thermo-chemical and absorption
storage. The most well-known thermal energy storage is storage of sensible heat.

Thermal energy storage is friendly to environment but its overall efficiency is very low (30-
60%) [43]. This energy storage is widely spectrum of applications such as heating and cooling system
in aerospace, industrial application, and electricity production integrated with renewable energy. For
example, a synthetic oil or molten salt is used to store energy from solar thermal power plants to
smooth down the power production and extend the production period (1-10 hours after sunset) [32].
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Besides, thermal energy storage has also been used in residential and industrial in order to reduce
electricity consumption during peak demand.

1.4.1.6 Comparing different technologies of energy storage

Different energy storage systems can be compared in technical or economic approach. The cost
investment of various technologies was studied in [19], [43], [50], [51], which will not be taken into
this study. The technical characteristics of energy storage: energy density or specific energy, power
density or specific power, energy efficiency, life cycle (life time), and self-discharge are elaborated as
follows.

o Specific energy (Wh/kg) and power (W/kg) are the energy to weight ratio and the power
to weight ratio respectively. Power density refers to the ability of energy storage to provide
instantaneous power [31]. While energy density specifies the ability to provide continuous
energy over a period of time. Energy storage with higher power density can discharge large
amounts of power on demand. And high energy density indicates that energy storage
technologies can discharge energy for a long period.

o Energy efficiency (%) is the ratio of released energy to stored energy [49] or the output
and input electricity without concerning of self-discharge [43].

e Life cycle or durability (cycles) is the number of times which energy storage can release
the designed energy level after each recharge. One cycle means one charge and one
discharge [49].

o Self-discharge is the ratio of initial stored energy to dissipated energy over a non-use
time [49].

The characteristics of various technologies of energy storage are summarized in Table 1.1. The
energy storages which have the highest energy efficiency are flywheel and EDLC. On the contrary,
CAES has very low efficiency and NiMH is the lowest efficiency in battery technology. As having
mention previously, mechanical energy storage technologies (PHES, CAES, and flywheel) are very
durable. Battery technology has short life cycle while lead acid battery (Pb-acid) is the shortest in this
group. Although flywheel has long life time, its self-discharge is very high. EDLC also has very self-
discharge notwithstanding with its very high efficiency. Self-discharge can be neglected for PHES and
VRB (vanadium redox battery).

Table 1.1: Characteristics of energy storage systems [32]

Type _E_nergy Energy Density | Power Density | Cycle Life _ Self-
Efficiency (%) (Wh/kg) (W/kg) (cycles) Discharge
Pumped hydro (PHES) 65-80 0.3 - >20 years Negligible
CAES 40-50 10-30 - > 20 years -
Flywheel (steel) 95 5-30 1000 > 20000 Very High
Flywheel (composite) 95 >50 5000 > 20000 Very high
Pb-acid 70-80 20-35 25 200-2000 Low
Ni-Cd 60-90 40-60 140-180 500-2000 Low
Ni-MH 50-80 60-80 220 <3000 High
Li-ion 70-85 100-200 360 500-2000 Med
Li-polymer 70 200 250-1000 > 1200 Med
NaS 70 120 120 2000 -
VRB 80 25 80-150 > 16000 Negligible
EDLC 95 <50 4000 > 50000 Very High

Furthermore, power and energy density of all energy storage technologies can be plotted in
logarithm chart which is called Ragone chart as shown in Figure 1.7(a) [52], [53]. The diagonal axis
represents discharge time which signifies the duration of energy storage discharging at rated power.
Energy and power density in ratio to volume is plotted in Figure 1.7(b). Mostly energy storage
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technologies have either high energy density or high power density, but lithium ion battery (Li-ion)
has quite high both energy density and power density. This characteristic makes lithium ion battery the
mostly uses in mobility application because it needs small weight and volume for high energy and
power (see Figure 1.7(a) and (b)).
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Figure 1.7 (a) Ragone chart of different energy storage technologies [52] (b) Chart of power density and energy density in
ratio to volume for various energy storage technologies [44]

Technologies of energy storage can be separated into two groups: high energy density and low
power density, and, low energy density and high power density. Energy storage with high energy
density and low power density like batteries is suitable for a long period service (about an hour) but its
time response is large. Energy storage with low energy density and high power density such as
supercapacitor and flywheel provides fast time response but it cannot be in service for a long period
(in several seconds to minutes). Choosing technology of energy storage depends on desired service.
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For better understanding, rated power and energy content of energy storage system for present
and future applications are plotted in logarithm diagram presented in Figure 1.8. Discharge time is also
presented in the diagonal axis. This chart will be used in the following study to select energy storage
technologies related to the desired applications. Discharge time response divides energy storage into
three groups: short discharge time (seconds to minute; such as, electrical storage system and flywheel),
medium discharge time (minutes to an hour; such as, flywheel, Li-ion battery, etc.), and long discharge
time (hours to months; such as, PHES, CAES, chemical energy storage, etc.) [44]. Energy storage
technologies can be compared with other criteria; such as, technical maturity [43], [44], reliability
[49], and environmental impact [43], [49].

Furthermore, energy storages have some limitations. They cannot absorb or supply energy if
they are already full of or empty respectively. Therefore, either energy stored or energy used of energy
storage has to be elaborated. State of Charge (SoC) and Depth of discharge (DoD) are introduced.
State of Charge signifies level of energy which remains in storage comparing to the total capacity of
energy storage in percentage. Depth of Discharge is the contary of SoC. It defines how much energy is
used or discharges in percentage to the total capacity. In control system, SoC is one important
parameter which has profound impacts on the control strategy of energy storage. For example, if
energy storage cannot supply energy because SoC is very low, control strategy has to recharge storage
as soon as possible and other sources have to be spared to supply compensating energy.

1.4.2 Applications of energy storage in micro grids

Energy storage technologies have been classified by their characteristics in the previous topic.
However, they can be grouped by their applications. Energy storage applications can be divided into
two group: transportation and utility service [32]. In this thesis, only utility application is highlighted.

1.4.2.1 General applications for utility services

Many studies classified utility applications of energy storage by its connection point which is at
generation-side (or electricity utility industry application), and demand-side (or grid connected end
user application) applications [19], [31], [44], [46], [54]. For end user, application of energy storage
can be as back-up power, time-shift (storing, consuming and selling during off-peak and on-peak
periods), peak shaving (reducing peak load), power quality (protecting loads from voltage and
frequency variation, harmonics, etc.), and demand response (turning off part of load from order of the
grid operator while using ES to take over the supply of this load). It also can be in service of primary
reserved power (to maintain grid frequency), secondary reserve power, reserved capacity (in case the
normal electricity supply resources become unavailable), Grid stability & performance/ Ancillary
services to support transmission, time-shift (storing and selling during off-peak and on-peak period),
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and peak-shaving, for generation side [46]. From the technical point of view, the function of utility
application or period of energy storage in service can be one of the criteria to classify energy storage
system, which are: power quality (to ensure the quality of power; for a few seconds), bridging power
(or buffer and emergency storage; to ensure service continuity; for seconds to minutes), and energy
management (to decouple synchronization between power generation and consumption) [43], [49].

As a matter of fact, one of the general applications of energy storage is time-shift. When
energy storage is applied for end user application, it is called load levelling [32]. During low demand
or off-peak period, energy storage is charged and then is discharged to cope up with the peak demand
during on-peak period (high price of electricity). This application of energy storage is called energy
arbitrage when energy storage is connected at generation side. Energy is charged during cheap
electricity price and exploited at a higher price. Furthermore, energy storage can be used in primary
frequency control as an ancillary service because of its fast time response [32], [51].

Hybrid energy storage system has also been proposed in some studies. As energy storage is
needed to guarantee the stability of power system; it therefore should be characterized by both high
energy and power densities. However, there are none mature technologies of energy storage having
both two characteristics. Such hybrid energy storage system, with combination of battery and
supercapacitors or flywheels, mostly used for transportation have been studied for micro grids [15].
Adding of the other energy storage will coordinate in regulating imbalance of power, increases its life
cycle as well as reduces power losses but undoubtedly induces higher economic cost. Hybrid energy
storage system with VRB battery is used in power system from wind energy. Depth of discharge
(DoD) of VRB is decreased and power losses of energy storage system are then reduced [15]. Hybrid
energy storage (Fuel cell plus battery plus supercapacitor) is proposed for residential demand to
compensate PV [55] in order to reduce the size of reversible fuel cell and battery.

1.4.2.2 Applications for micro power systems

Many studies have proposed various different strategies for energy storage in micro power
system. Two principal applications of energy storage in micro grids are power quality for system with
renewable energy and in service with it. For system without renewable energy impact, energy storage
maintains the stability in both frequency and voltage after transition from connected mode to islanding
mode [12], [56]. It can support the thermal plant in frequency regulation during islanding micro grid.
It has been proofed that energy storage is a relevant source for replacing or reducing some production
of diesel generators in order to reduce the emission of CO,. Past studies and current projects of energy
storage in frequency regulation in micro grid (in both grid connected mode and islanding mode) are
summarized in [19]. As having mentioned earlier that energy storage technologies used in micro
power system are: battery, flywheel, supercapacitors, and fuel cells. The selection relies on application
criteria and their characteristics accomplished with the feasibility. For instance, fuel cell is not widely
used because of its expensive investment cost [11]. Flywheel has been used in micro grid for primary
and secondary frequency controls in order to avoid load shedding because of its fast response [57].

For micro grid with renewable energy, energy storages has been considered as a mean to
increase the ratio of renewable energy integration while maintaining a high quality of reliability by
keeping the balance between power production and demand [11], [31], [32], [46], [58], [59]. Energy
storage coordinates to smooth power of renewable energy and make it as a constant power source. For
instance, a battery of 50kW-150kW is installed in a small micro grid which consists of diesel
generator of 70kW, photovoltaic, and load to compensate imbalance of active power [34].

In case of fragile isolated micro power system, energy storage is a very promising production
source in remote isolated areas, for regulating and increasing the quality of the current (constant and
continuous voltage), for renewable applications [49]. Mostly energy storages is installed in rural area
with small micro grids (100-800kW) to guarantee the stability according to variation of renewable
energy power [60]. All examples of islanding microgrids presented in Table 1.2 have renewable
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energy but energy storage is needed only in some projects. As having mentioned earlier, thermal plant
can guarantee power quality and stability for some penetration rate of renewable energy. To increase
the capacity of renewable energy and/or decrease thermal energy production for environmental
reasons, energy storage is an appropriate source.

Table 1.2: Current isolated microgrids with renewable energy [11], [22], [23], [61], [62]

) ) Energy mix
Microgrids .
. Site . . Energy
project thermal Wind Solar Other production
storage
Verve Energy’s
Bremer Bay wind Australia 1.3MW 660kW - - -
diesel system
Cape Verde wind- | Cape Verde 600-
diesel systems Island 4-12MW 900kW
Lan Island Project Thailand 500kVA 200kW 60kW - -
Power Corp Flores Hydroelectric
Island microgrid Portugal 600kW | 600kW i 1.48MW i
Hydroelectric
837TMW
Gauloupe France | 382MW | 27.4MW | 52MW :
microgrid Other renewable
energy 15SMW
Hydroelectric
Gayane microgrid France 131MW - 1.5MW 114MW -
Biomass 2MW
Kythnos Greece 5KW - 12kW . 5KW
Microgrids
King island .
. . Australia - 2.45MW | 110kW - 1MWh
Microgrid
Miyako project Japan 300kw - 750kW - 3.058kWh

Generally, in isolated microgrids with energy storage, renewable energy is the dominant
production source. In Kythnos microgrid, droop frequency control is applied to battery and SoC
limitation is also applied. Whenever the SoC is too low, some loads have to be disconnected from the
grid or diesel generator has to be in operation. The production of PV is limited if SoC of energy
storage is very high or it is already fully charged. For Miyako project, energy storage is a dominate
source of power balance or frequency regulation which will be explained in the following topic.

1.4.2.3 Sizing of energy storage

Another important question of installation energy storage in micro power system is its sizing.
Installed power and energy of energy storage is desighed based on different proposes. If energy
storage is installed in load levelling application, energy storage has to be dimensioned by the peak
load power and power production maximal. However, sizing of energy storage is done project by
project and normally overdesigned. Sometimes economic approach is taken into account in sizing of
energy storage [50], [51].

Furthermore, sizing of energy storage can be determined according to penetration rate of
renewable, in case that energy storage is in service of ensuring stability and energy quality of system
with renewable energy. For example, energy storage is dimensioned according to penetration rate of
wind energy [63]. If the total power of conventional generator is much over installed power of wind
turbine, wind turbine becomes passive generator of which energy storage is not needed. If 50% of
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production is wind energy, sizing of energy storage relates to power rated of wind turbine. Finally, if
wind power plant is the main production source, energy storage has to be designed according to the
capacity of the micro grid. In [64], power rated of energy storage is defined from power maximal of
photovoltaic. Moreover, sizing of energy storage and photovoltaic is designed according to frequency
deviation and environmental constrain (emission of CO2) [34]. Overloading characteristic has been
used in [65] to minimize power installed of energy storage (low investment cost) in islanding
microgrids for primary frequency control (SoC is taken into account).

1.4.3 Energy storage system for primary frequency control in isolated micro grid

Control strategies of micro-sources and energy storage system has then an important role to play
on the stability of micro grid [20]. Energy storage cannot be directly connected to the grid; an inverter
is necessary for interfacing. Power electronic instruments are used to control the participation of
sources in maintaining the stability of micro grid. Energy storage device coordinated with the power
electronics devise is called Energy storage system (ESS). The participation of ESS or power reference
is calculated from different strategies of frequency control. There are many strategies proposed for
ESS. Some studies have not taken renewable energy into account but ESS is installed to coordinate in
frequency regulation of diesel generator and improve frequency response [19]. As the time response of
diesel generator is large [12] which profoundly affected the variation of the system frequency. Impact
of renewable energy on system frequency has been analyzed and proofed to be reduced by ESS in
some studies [66], [67].

1.4.3.1 ESS is the main source of frequency regulation

This strategy confides the diesel generator to operate at constant power or not supply energy,
and the renewable energy is acts as the main production. ESS plays an important role in frequency
regulation by balancing power production and demand. For instance, a hybrid Photovoltaic-Diesel
power generation system has been operated since 1994 at Miyako Island, Japan [68], [69].
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Figure 1.9 Production powers and loads during two days of Miyako Island project

The mixed energy of this system is: photovoltaic (PV) 750kW, Diesel 300kW, and Battery
3.058 kWh. The average power of load is 90kW and peak load is 200kW. The photovoltaic production
is twice of diesel generator. Therefore, PV is the main source of production and battery is in service to
maintain constant power production. Diesel generator is an auxiliary source which operates during
critical situation. In normal operation, summation of power of PV and battery equals to power of
loads. During the day (see Figure 1.9), the energy storage system absorbs energy if the power of PV
more than the power of loads. Whenever there is no solar energy (during night), energy storage system
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will supply energy until its SoC is below the limit. Diesel generator will then be turned on to supply
power to loads and also for charging energy storage. Battery will be charged when the SoC of battery
is below 20 % until its SoC is over 30 %. The diesel will merely operate at night if it is sunny during
the day. It seems that diesel generator may consume much more fuel as it has to operate at high power.
However, this study claimed that the fuel consumption of diesel generator (I/day) for both load supply
and battery charging is smaller than in case that diesel supply only load power (battery will be charged
by PV) because the diesel generates power for both load supply and battery charging less frequently.

1.4.3.2 Classical primary frequency control (droop characteristics)

Droop characteristic in topic 1.2 is applied to energy storage system in order to coordinate with
diesel generator in limiting frequency variation [37]-[39]. The rated power of energy storage system is
designed from the power rated of diesel generator, and droop value of diesel generator and of energy
storage system [38]. Participated power of energy storage system in frequency regulation depends on
the maximum power variation of load, droop value and its rated power. Therefore, energy storage
system capacity has to be large enough in order to reduce the frequency variation.

1.4.3.3 ESS as impulse source

Another sizing of energy storage system method has been proposed [19]. Frequency variation is
limited by injecting entire power of energy storage during several times after disturbance as shown in
Figure 1.10. Energy storage system acts as an impulse energy source. Dynamic frequency equation in
function with parameters of diesel generators (droop value, time responses) and parameters of power
system (inertia equivalent, and load damping constant) has been proposed and are used to calculate the
maximum frequency variation after imbalance between production and demand. Load power variation
is the critical situation which is used in design. Energy storage system is dimensioned to reduce this
maximum frequency variation to a specific value.

The participation of energy storage system which depends on frequency variation which can be
divided into three zones: below 0.05Hz, between 0.05Hz and 0.2Hz, and over 0.2Hz [70]. Energy
storage system will not participate in frequency regulation for frequency variation below 0.05Hz.
Power of energy storage system is defined from droop characteristic for frequency variation between
0.05Hz and 0.2Hz. Finally, energy storages will supply or absorb at the full device rated power for
frequency variation over 0.2Hz. Consequently, the optimal size of energy storage is calculated in
accordance to this strategy and SoC limitation [70].
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Figure 1.10 (a) Frequency response (b) Active power of energy storage for energy storage as impulse source in [19]

1.4.3.4 Robust control for frequency regulation by ESS (H infinity controller)

To limit frequency deviation, the time response of frequency should be as small as possible.
From the classical droop frequency control, derivative part of frequency should be taken into
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frequency control consideration in order to improve the time response. Proportional and Derivative
controller (PD) is applied; however, gains of this controller are quite difficult to find with the
achievement all desired performance. When derivative gain is increased for better good transient
response, some oscillation occurs in the response and system is more sensitive against the
measurement noise. H infinity controller is then applied to ESS and/or diesel generator for fast
frequency response and low frequency variation as illustrated in Figure 1.11(a) [71], [72]. H infinity
controller is a robust controller and is calculated by compromising all the desired performances (such
as good reference tracking, robust to measurement noise, reject disturbance, etc.). Desired
performances (specifications of frequency) are fixed by the weighting function in controller design.
The limitation of energy storage which is State of Charge (SoC) can also be considered in the robust
controller design. H infinity controller has been proofed to be robust against measurement noise of the
measured frequency. In this study, system frequency is faster and has smaller deviation than the
classical droop and PD controller (with various derivative parameters (kq)) as illustrated in Figure
1.11(b). In conclusion, energy storage control system has to be robust to measurement noise.

1.4.3.5 Filter strategy

According to characteristics of power fluctuation of wind energy and characteristics of system
frequency in [40], [41], [66], participated power of ESS can be defined by output of high pass filter of
wind power. Cut-off frequency is defined from power system characteristics. Power of wind is
smooth, so frequency variation is small as illustrated in Figure 1.12. Capacity of ESS is defined from
the rated power of wind energy and the maximum variation of wind power [66].
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Figure 1.12 (a) Pre- and Post-filtered (with ESS) powers of wind farm at different wind directions (b) System frequency
response of system without (pre-filtered) and with ESS (filtered) according to wind power variations for steam unit, hybrid,
and hydro units power system [40]
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1.5 Conclusion

Micro grids are a fascinating power system which is increasingly installed especially in rural and
remote area or island. Renewable sources play an important role in these grids. The stability and
reliability of isolated microgrids are significant issues. In current grids, penetration rate of renewable
energy has already reached its limitation. Many studies and projects try to increase the renewable
energy capacity (goal is reaching 50% of penetration rated). Generally, thermal generators like gas
turbine plant or diesel generator which are the main sources for frequency regulation have to increase
their capacity and production level in order to maintain the frequency stability of isolated micro power
system. While the greenhouse effects from power plants exhausted fume emission has become an
international concerning issue. Other production source like energy storages is a very relevant source
to maintain frequency stability because of its characteristics and no CO, emission.

There are many strategies of frequency regulation proposed for energy storage system as having
mentioned earlier. Mostly control strategies are based on power variation of load or loss of generation,
which is the step power variation, and some control strategies have been defined from analysis of wind
power fluctuation. However, there are very few studies on the impacts of power PV variation on
system frequency. Only characteristics of intermittent signals (irradiance and power) have been
analysed [73]-[79]. Therefore, in the following study, power signals of photovoltaic are studied and
linked to system frequency variation. Control strategy and sizing of energy storage system will be
defined according to the power variation of PV in order to limit frequency variation as well as
maintain frequency stability.
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Characteristics of photovoltaic power variation

2.1 Introduction

The utility system operators and planners need to understand the effect of fluctuating power on
system regulation and stability. Without high-frequency power data and realistic power plant models
to analyze the problem, utilities often rely on conservative assumptions and worst-case scenarios to
make engineering decisions [80]. The data of intermittent sources like power, irradiance, and wind
speed are studied in time and frequency domains in order to know their characteristics of fluctuation
which are helpful to save cost and avoid problems from power fluctuations. Objective of this study is
to find an appropriate method to study the photovoltaic production power that can be related to the
issue of frequency variation. Knowing characteristic of power fluctuation could then be useful to
maintain frequency stability. Furthermore, this study would be useful to design the size and the control
strategy of energy storage devices later. Various methods to analyze power of photovoltaic in both
time and frequency domains are applied to real power PV signal. Firstly, all data analysis methods are
summarized. Then, power data in function with time is studied with a statistical approach to calculate
average value, variance, and standard deviation. A second method will study power data using a
probabilistic approach to find out the possibility of occurrence of each situation. Then, signal is
analyzed into the frequency domain by Fourier transform for spectral analysis. Finally, each method is
compared and linked to frequency variation problems.

2.2 State of art

Data analysis is important and useful in many fields such as, social science, psychology,
science, etc. Data analysis permits to study what happen in the past and also forecast for the future.
Raw data contains much information but it is difficult to understand without interpretation.
Interpretation or analysis data is needed to present or summary raw data in a meaningful way. Six
steps of data analysis enable us to understand the nature of the problems, deciding what and how to
measure them, collect data, allow data summarization and preliminary analysis, formal data analysis
and interpretation of results [81].

In renewable energy study, data of intermittent sources such as: power, irradiance and wind
speed are studied in time and frequency domains in order to analysis its characteristics which could
help to find model of their intermittency, and to protect our power system according to its variation.
There are many methods for intermittency study but each method will be appropriate for a particular
objective.

The statistical approach is used by the National Renewable Energy Laboratory (NREL) to study
high-resolution (1-hertz [Hz]) wind power output data from large wind power plants in various
regions. The objective of this project is to systematically collect actual wind power data from large
commercial wind power plants so that wind power fluctuations, their frequency distributions, the
effects of spatial diversity, and then the ancillary services requirements can be analyzed [80]. This
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project analyses the power deviation by calculation with step changes and with ramping rates. The
histograms of power deviation with different calculation are then analyzed. The power deviation with
step change gives information of power deviation with fixed time scale. The power deviation with
ramping rate is the calculation between optimum points. Besides, the rate of change of power
deviation by ramping rates is calculated by (2.1) where P (j+1) is the optimum actual power, P (j) is
the previous optimal power, t (j+1) is the actual time at which P (j+1) appears, and t (j) is time at
which P (j) appears.

Rate of change of power deviation (j) = [P (j+1)-P ()] / [t (+1)-t (j)] (.1)

The rate of change of power deviation by ramping rate is also proposed by [82] for analysis of
irradiance data of solar energy. The histograms of irradiance data and ramps of irradiance (or clearness
index) over a period of time are analyzed. Furthermore, the auto covariance and autocorrelations in
the time series of clearness index and of ramps of clearness index are calculated.

The change in irradiance level (AR (j)) of duration At(j) is calculated by (2.2), (2.3) where R(j)
is the optimum irradiance value at time t(j). Sequences {(AR (j),At(j));} are obtained and then, the
bivariate histogram of {(AR (j),At(j))i} is plotted. The X-axis is the change in irradiance level AR (j),
the y-axis is the duration At(j) and the z-axis, number of occurrences.

AR () =R (+1)-R () (22
At(j) = t(+1)-t Q) (2.3)

The statistical approach is also used to study the irradiance of solar energy in [83]. Ramp rates
of 1 minute are defined as the absolute value of the difference between the instantaneous power of PV
at the beginning and at the end of a period of 1 minute. Different time scales of ramp rates are also
used such as one second ramp rates, ten seconds ramp rates, one minute ramp rates and ten minutes
ramp rates. The ramp rates or rates of change of power in this study are not calculated by power
deviation between optimum points. This approach shows the power deviation of different time scales.
The ramp rate values are highly dependent on the time range used to determine the scalar ramp rate.
The annual ramp rates are compared with the annual ramp rates of power system equipped with energy
storage. The statistic values are calculated from data of clear day and variable day. The calculation of
the ramp rates based on the moving average is also taken into account. This study proposes to limit the
output power of PV at 50% of its rated value. The results show the significant reduction in larger ramp
rates due to this limitation of power. Furthermore, the power fluctuation with limiting power at 50% is
applied to power system to study the frequency fluctuation. The frequency response is in the
acceptable range by applying limit power to photovoltaic. Irradiance signal is analyzed to estimate the
impact of meteorologically induced irradiance fluctuation on distribution networks with PV power
generation and to evaluate the smoothing effect by statistical and probability approach [84], [85].
Standard deviation of power data is computed in [85] to be related to the largest power fluctuation.

Other methods for characterizing the intermittency of renewable, for instance analysis in
frequency domain, are also proposed. The Fourier transform or the wavelet transform are then applied
to the recorded data [86], in order to evaluate the smoothing effect. These two methods are applied to
classify the fluctuation characteristics of one individual site and nine average sites for different
weather, such as: a clear weather day, a cloudy after fine weather day, a slightly cloudy sky day, and a
rainy weather day. Irradiance data are measured every 1 min. Moreover, [87] used wavelet transform
for estimating the impact of meteorologically induced irradiance fluctuation on distribution networks
with PV power generation. The power spectrum is used to calculate the average spectrum in order to
identify each signal. Wavelet transform is also applied to irradiance to study smoothing effect [77].

Wind power is also analyzed in frequency domain by power spectrum [88]. The wind power is
measured at every one second for several months. The power spectrum of wind can then be separated
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in 4 regions: upper limit, linear (exponential in frequency), low pass filter and noise floor. The linear
region is then identified to a variation law according to £« (in [88], a has been identified to -5/3).

Power of large PV plants (4.59MWp) is analyzed using a statistic approach and in frequency
domain [89]. Power data are collected for 2 years with a sampling of 1 min and for 2 months with a
sampling time of 10s. The power spectral density (PSD) is used to analyze the fluctuation of large PV
and compared to small PV and wind turbine. The power spectrum of power PV has linear region for
frequency more than 2x10° Hz. The power spectrum of PV is flatter than wind turbine. It can be
implied that the magnitude of fluctuation in 10 min and up to several hours of PV is larger than wind.

The irradiance and power of PV are analyzed in frequency domain to find a correlation [74]. In
this reference, data are acquired during 1 year with a sampling time of 1 s. The power is equivalent to
the irradiance signal passing through a low pass filter. The cut-off frequency of this filter depends on
the peak power and area of PV. The larger the maximal power of PV or area is, the smaller the cut-off
frequency is. So the fluctuation of large PV is mostly in the low frequency region. Intermittent signal
is analyzed in frequency domain by power spectrum [86], [88], [89]. The power spectrum of PV is
flatter than wind turbine [89]. The magnitude of fluctuation in 10 min to several hours of PV is larger
than wind energy. The compensation of variation of PV is taken into account in this frequency region
for large PV.

Not only intermittent signals are characterized in the literature, their impacts on system
frequency are also studied. Impact of power variation of wind energy on the system frequency is
analyzed in the frequency domain in [41], and [66]. The spectral analysis is applied to power signal for
periods of 10 min and sampling time of 1 s. The variation of signal is then characterized by the
Fluctuation Harmonic Content (FHC). FHC specifies the intensity of the power fluctuations over
particular frequency regions [66]. Frequency regions of fluctuations can be separated into 3 zones: low
frequency (below 0.01 Hz), medium frequency (0.01-1Hz), and high frequency (above 1Hz). The
frequency of fluctuation in low and medium frequency has an impact on the system frequency. The
high frequency of fluctuation is filtered by the equivalent inertia of the power system. Statistic
approach is also applied to analyze insolation in [90]; then, the estimation of power fluctuation of high
penetration PV and for analyze the impact of power fluctuation on load frequency control.

In conclusion, there are various methods to treat and analysis some data. Each different method
is appropriate for a particular objective. According to our objective, three methods (statistical analysis,
probability approach, and spectral analysis) are selected. Power signals of PV are analyzed in time
domain for two information; amplitude and time duration of fluctuation, and in frequency domain for
characterizing frequency characteristic of power variation.

2.3 Studied PV data

Analysis methods presented in previous section are applied to real power PV signal. The
sampling time of intermittent data recorded is quite important, some studies using large sampling time
(i.e. low sampling frequency) between 1 to 10 min in [66], [86], [89]. Some studies used high
sampling frequency or several seconds (1-10 seconds) in [66], [74], [80], [88], [89]. Low sampling
frequency is normally useful for study of several months or several years data in order to characterize
global information of intermittent source. On the contrary, high sampling frequency is quite proper to
distinguish different signals. In our study, high sampling frequency is needed to study impact of power
variation on system frequency.

The power data of solar energy have been recorded on PV plants in three different location in
France: north of Orange in the Vaucluse department (called later as the PV plant #1), north of Poitiers
in the Vienne department (called later as the PV plant #2), and west of Arles in the Bouches du Rhone
department (called later as the PV plant #3). PV plant #1 is located in Orange city which is on south-
east of France. Poitiers (location of PV plant #2) locates at central of France. Finally, Arles (location
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of PV plant #3) is a city in the south of France.

These three PV plants have different rated power. The power data of PV plant #1 have been
recorded on a PV plant of 250kW during 24/08/2011 to 30/11/2011 with a sampling time of 5 seconds.
A rated power of PV plant #2 is 10kW. And the data during one year of this plant have been recorded
from 11/2010 to 09/2011. Finally, photovoltaic productions of PV plant #3 have been recorded on a
PV plant of 190kW during 11/2010 to 09/2011.

2.4 Analysis methods

In our study, three different approaches have been studied on real PV data: statistical analysis,
probability approach, and spectral analysis are chosen. Actually, statistical analysis and probability
analysis can be grouped together. In this study, statistical approach is a method to process raw data
directly. But for probabilistic approach, power deviation for various step times is computed from raw
data. The frequency distribution and the maximum value of these power fluctuations are then
investigated.

Global information of each analysis is presented and analyzed towards their impact on grid
frequency variation. Methodology of each strategy is described. Each analysis is based on several
indicator linked to fluctuation. Then, the indicators linked to the statistical analysis and the probability
approaches are the standard deviation and the frequency distribution of power variation respectively.
Fluctuation Harmonic Content (FHC) and the average spectrum are indicators of fluctuation for
spectral analysis. Firstly, all data of full period and monthly period are analyzed. This allows us to
study global characteristics of the studied photovoltaic plant. Then, power data for daily period is
studied. Finally, we will try to distinguish different fluctuation signals and link them to frequency
variation issue.

2.4.1 Statistical analysis

Statistic tool is simple and well known to analyze large time domain data in many domains such
as environmental sciences, social science, business, etc. This tool is used to summarize or interpret
large data into simple and few values. Representing large data into one value can cause loss of some
information; however, it depends on application or data interpretation. Basic statistical values are the
mean, the median, the standard deviation and the variance. Mean and median values are parameters to
measure a central tendency [91]. Mean value (X) is the arithmetic average of a distribution of data or
the ratio between the sum of all data and the total number of data in (2.4) where X; is data, n is series
number of data (1 to N) and N is the total number of data. Mean value is commonly used to represent
data because it is simple but it is a too rough summary of them. It does not give information of how
spread out of data (variance) or if this mean is high or low value, etc. [91].

(2.4)

_ I &i-%)? 25)

Therefore, measurement of variability is also examined to complete the data analysis. Three
mostly used indicators to determine dispersion of data are the range, the variance and the standard
deviation. Range is the difference between a maximum and a minimum value of data, but it will not be
used in this study. Variance signifies dispersion or variability of distribution [91], [92]. If the variance
is equal to zero, it means that all data are identical. The square of difference between each data (Xi)
and its average is divided by the number of total data defines the variance (denoted VAR in (2.5)).
Generally, this parameter is not used as a stand-alone indicator for dispersion but it is used as a step in
the calculation of other statistics [91]. The square root of variance corresponds to the standard
deviation (SD in (2.6)), that is a famous indicator to determine variability of data because it signifies
how far away data evaluate from their average value with the same unit as studied signal. For example
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if a power signal in kW is analyzed, the SD of signal is expressed in kW too. Besides, SD can be
normalized by the average value (SD/X) to compare variation of signal whose average is different.
The reliable data depends on accuracy of raw data and number of data.

N ._X)2
SD = /—Znﬂ(z‘ 2 (2.6)

2.4.1.1 Statistical analysis methodology

Firstly, power data in time domain for three months duration are analyzed. Then, monthly and daily
power data are analyzed. Power average (P,,) and standard deviation (SD) for each time length are
calculated in (2.7) and (2.8) where P(n) corresponds to the collected data for the n-sampling data and
N is the total number of data (for three months period, for each month, for each day). Power data of
PV for a one day period is illustrated in black line in Figure 2.1. The average power (P,,) is in red line
to represent the global power production and standard deviation of power data in blue line signifies the
variation of power from its average.

P,, = Ta=1P(n)

= ==L @.7)

N —
SD = [Pt (P)—Pay)? 8)
N

Figure 2.1 Power distribution of PV for one day with its average value and standard deviation

Ppv
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(b)

Figure 2.2 Power deviation from reference signal (a) Power of PV signals (b) Power deviation from reference signal

Ava = va_ va_ref (2.9)

SD, = /Appvz /N (2.10)
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Figure 2.3 Standard deviation from reference signal
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Figure 2.4 Perfect power PV distribution on 18/09/2011
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These two simple statistic values can help to interpret data but they may not be suitable for our
dynamical study. The power fluctuation that relates to the system frequency variation can be defined
from the power reference, desired or estimated using predictability tools. As an instance, PV Power
(Ppv, black line in Figure 2.2(a)) is compared to perfect power PV signal (Pp, ref, red line in Figure
2.2(a)) and power difference (denoted AP,,) in (2.9) is computed and illustrated in Figure 2.2(b).
Standard deviation of difference signal, denoted SD,, is calculated by (2.10) ; so now this standard
deviation (blue line in Figure 2.3) signifies how far the PV power fluctuates from the reference. The
calculations will be done even for one-month collected data. The number of data which are out of SD
or SD, limit (not in zone between blue lines in Figure 2.1 and Figure 2.3) are computed to analyze the
number of large variation. The perfect power PV distribution (power reference) is chosen for power
data on 18/09/2011 and it is illustrated in Figure 2.4.

2.4.1.2 Results

a.) Monthly analysis
From PV signal during 24/08/2011 to 30/11/2011, the average power is equal to 54.13 kW and
the standard deviation to 65.037kW (besides a maximal power maximal of 271.8kW and a minimal
power of OKW have been recorded). The average value is quite low compare to the maximal value
because there are numerous of null power (especially during nights!). Then, the power data of each
month are analyzed and the results are summarized in table 2.1. The percentage of data which are out
of SD limit (not in the zone between blue lines in Figure 2.1) is also shown in table 2.1.

Table 2.1: Power signal analysis in time domain

Period Pav(kW) SD(kW) % Power more than SD
24-30/08/2011 81.83 74.6 49.52%
sept-11 70.07 70.11 42.95%
oct-11 52.05 64.74 32.21%
nov-11 32.964 48.28 25.00%
24/08/2011-30/11/2011 54.13 65.07 34.07%

The average power of November is the smallest because there is less solar energy during winter
as illustrated in Figure 2.5 (b). Furthermore, SD of PV power in November is also the smallest. This is
linked to the least fluctuation. Power of PV in November is grouped mostly within SD so fluctuations
are small.
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Figure 2.5 PV production of PV plant #1 in (a) September and (b) November

Power data are then compared to ideal PV power time-distribution. All results are shown in
table 2.2. The percentage of PV power upper than SD, (i.e. out of limit) is also computed to signify
the variation of signal. The results in table 2.2 show that the SD, for November is the highest value but
the percentage of power upper than SD, of October is biggest. The signal in November has many large
variations but they are mostly within SD,. Whereas, variations of October are also quite large but
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almost half of data are out of within SD,. This signifies that PV power in October is highly fluctuated
compared to the reference.

Table 2.2: Results of power signal analysis in time domain (differences from reference signal)

Period APav(kW) SD, (kW) % Power more than SD,
24-30/08/2011 -3.95 26.87 15.14%
sept-11 -12.76 34.4 3.43%
oct-11 -26. 29 51.46 42.73%
nov-11 -40.6 66.54 18.54%
24/08/2011-30/11/2011 -24.73 50.87 37.64%

b.) Daily analysis

The SD, is also calculated for each day during 4 months signal. The SD, of each month is
plotted in Figure 2.6, Figure 2.7, Figure 2.8, and Figure 2.9 for each month. Variations of PV power
from the reference are maximal at around 100kW on 31/10/2011, 01/11/2011, 19/11/2011. Powers
produced in August and September is less fluctuated than in October and November. In Figure 2.9,
power deviations are quite large for almost every day in November, which is in good agreement with
the value of SD, in Table 2.2. On the other hand, variations in October in Figure 2.8 are quite
important but there are some small variations which mean a smaller SD, for October than those of
November in Table 2.2.
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Figure 2.9 Daily standard deviation from reference signal in November

2.4.1.3 Conclusion of statistical approach

Statistic values can be used to represent signal for extraction of global information. Standard
deviation, that defines variation of PV power from both average and reference signal; will be used as a
representation of signal in the next chapter. This information will help us to classify signals and link
them to frequency problem. In the next section, other methods are analyzed to more precisely
characterize PV power fluctuations.

2.4.2 Probability approach

In the previous section, simple statistic values (mean and standard deviation) summarize the
fluctuation of power data in one value. However, only amplitude of power deviation is obtained but
frequency variation which also depends on time change of each variation is not considered. In this
topic, power data situation is analyzed to quantify the occurrence and the periodicity of PV power
fluctuation.

“Probability is used to quantify the likelihood, or chance, that an outcome of a random
experiment will occur” [92]. Data can be separated into many categories. If data are distinguished by a
number of data set, they can be classified into mono variable data (single data set), bivariate data set
(with two variables), and multivariate data set (for two or more variable) [81]. Moreover, data can be
categorical, or qualitative, or nominal if data are in a verbal or narrative format [81], [93]. This data
type can be grouped and can be ordered (from least to most). Furthermore, data set can be numerical
or quantitative or metric if data is a number where numerical operations such as addition or
multiplication can be performed.
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Large categorical data or discrete quantitative data can be grouped and presented in frequency
distribution table which presents possible coincided groups with the associated frequencies and/or
relative frequencies. Frequency is the number of times that each grouped data are presented in the
data set. And the relative frequency is the proportion of number of occurrences to the total number of
data set [81]; this value is then less than one. Moreover, relative frequency can be defined as
probability of each occurrence or data grouped. Frequency distribution can be presented by table but it
is quite difficult to understand for large amount of data groups. So it can be presented in bar charts or
histograms. Histogram are commonly used as the best graphical diagram to represent frequency or
probability data in statistic approach [94]. The horizontal axis of this diagram is the groups of data and
the vertical axis is the frequency or probability of each data group.

Moreover, the cumulative distribution is one useful parameter to interpret data. Cumulative
distribution function (denoted F(x)) is the possibility that data (X or x;) is less than data range (x). It is
then equals to the summation of all frequency of data (f(x;)) below data range (x) in (2.11) [92].

F(x) = PX < %) = Yy, <x (1) (2.11)

2.4.2.1 Statistical analysis in probability methodology

The deviation of photovoltaic power is calculated for different periods of time such as 10
seconds, 30 seconds, 1 minutes, etc. The different time periods are used to distinguish different
situations of PV variation because the same magnitude of power deviation can cause different
frequency variation depending on duration of variation. For example, a power change of 100 kW
during 10 seconds or 20 seconds will cause different occurrence of frequency variation. The different
situations depicted in Figure 2.10 needs to be classified. If a time period of power change is less than
the time duration specified, this peak cannot be seen. If the power deviation changes when the time
duration rises, the power fluctuation is slow as is illustrated in Figure 2.10(a). On the other hand, if the
value of power deviation is not changed when the time duration rises, it means that PV power
decreases or increases rapidly and after it remains constant, even at a low value (see Figure 2.10(b)).

@) (b)

Figure 2.10 Different situation of power fluctuation

Moreover, moving average and normal average are applied to power data to filter small
variations of PV power which are not interesting. Firstly, the data in one day is analyzed because it is
practical to analyze precisely. We choose to study power data for 16th September, 2011. After that,
data of three months in 2011 (September, October, and November) are studied. Finally, the other
power plants are analyzed. Step by step of this study are:

1* step: Treatment of data and calculation of power deviation (simulations 1 to 3 below). The
power deviation (denoted AP(t)) is calculated by (2.12) for various step time (denoted
At) of 10s, 30s, 1 min, 2min, 5min, 10min, and 15 min. This power deviation
corresponds to the power difference between actual power and power measured at the
last sampling time in Figure 2.11.

AP(t) = P(t) — P(t— At) (2.12)
_ (max[AP(ty), AP(t,)]; AP(D) > 0
Abnax(n) = {min[AP(tll),AP(tzz)]; AP(i) <0 (213)
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— Simulation 1: Power deviation of photovoltaic is calculated from data recorded with
various time durations (At). This is our reference analysis that gives all occurrences of
fluctuations.

— Simulation 2: The moving average (equation (2.14) and (2.15)) with different average
time of average (t.) is applied to our initial data and the deviation in power is calculated
with various time durations (At) from this average data. The moving average is like a
filter. Some information will then be loosed from the first simulation.

— Simulation 3: The average (equation (2.14) and (2.16)) with different average time (t,) is
applied to our initial data and the power deviation is calculated with various time
durations (At) from this average data. This is the same approach as the moving average
but data are filtered with a different matter.

_ N-1

Pm==>P,, (2.14)
N i=0

n=N, N+1, N+2,... for moving average (2.15)

n=N, 2N, 3N,... for classical average (2.16)

2" step: Finding of the maximal power deviation (AP ) With conserving the sign. The maximal
point of power deviation for positive and negative values is searched. The negative
values are linked to power reduction, while positive values mean increasing power. To
find maximal power deviations in Figure 2.11, points for which power deviation (AP(t))
changes its sign (positive to negative or negative to positive) are firstly searched and
denoted as AP(t;) and AP(ty), where t; is the first time for which power signal change
and t, is the last time the time before a next signal change. Next, maximal and minimal
points are searched between AP(t;) and AP(t,) in (2.13). For example, let’s consider the
power change variation from negative to positive at t=200s in Figure 2.11; in this case,
AP(ty) equals to AP(t=200). The next change signal is observed when t=330s, so AP(t,)
is equal to AP(t=330). The maximal variation between AP(t;) and AP(t,) is then founded
to 180kW (AP(t=250)).
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Figure 2.11 Detection of maximal power deviation

3rd step: Plot distribution histogram of AP This histogram illustrates the frequency of
occurrence of AP, for each different time. Moreover, the cumulative distribution of
maximal or minimal power deviations is plotted. The distribution histogram and the
cumulative distribution of optimal power deviation are then analyzed, particularly
according to parameters as data treatment method, time duration (At), and time for
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average calculation (t,). Besides, maximal values of AP, for each day (and for
different time duration At) are also analyzed for complementary information.

Finally, the methodology can be represented on the Figure 2.12.

Data recorded : fime resolution (t) = 9s Time recorded lenght (T) = 1day, 3months, and 1 year
I
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| Calculate power deviation (AP) for various time difference (At) |
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| Plot distribution histogram of APmax |

Figure 2.12 Chart of our methodology

For example, the power deviation is calculated and represented (in brown) in Figure 2.13(a)
with a 2 minutes time duration from power data recorded (P, with a sampling time of 5s) in blue,
which is zoomed in for one hour. After that, the optimal power deviation is determined in Figure
2.13(b). Finally, the distribution histogram of optimal power deviation with time duration of 2 minutes
for one day is plotted in Figure 2.13(c).
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Figure 2.13 Application of the statistical methodology (a) PV power and power deviation (with a time duration of 2 min) (b)
Maximal power deviation (c) Histogram of maximal power deviation

2.4.2.2 Results of probability approach

a.) Daily analysis
The power of solar energy is recorded in one day on 16™ September, 2011, as illustrated in
Figure 2.14. Firstly, this raw data is analyzed directly without any treatment. The occurrences of
fluctuation are separated in 3 types: the fast fluctuation, the slow one, and the loss of production (for
long period). The impact of various time durations on different situation is analyzed.
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Figure 2.14 Power production on 16" September, 2011
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The time duration of 10 seconds is too small to present power variation of PV because it cannot
distinguish different situations in Figure 2.15(a). The occurrence of fast fluctuation is well illustrated
for time of 30 seconds and 1 minute as shown in Figure 2.15(a), but some errors can be observed for
power deviation with a 30 seconds time duration. Furthermore, duration of fast fluctuations is
supposed to do not exceed 1 minute. However, these two time durations give information on small
variations during the decreasing or increasing of power (see Figure 2.16(a)). Nevertheless this should
be neglected. Therefore, the large power deviation (loss of power) is not shown for these two time
durations. If the time duration period increases to 2 minutes or even 5 minutes, some occurrence is
cancelled in Figure 2.15(b). For example, the power deviation 75 kW cannot be seen by time duration
5 minutes. However, the occurrence of power loss or slow fluctuation is shown well by these two time
durations in Figure 2.15(b), because the small peaks are filtered. The time durations of 10 and 15
minutes are too long to calculate the power deviation during fast fluctuation (see Figure 2.15(c)).
Power peaks during fast fluctuation are brought together to be one peak, so a lot of information are
lost. For slow fluctuations, the small peaks can be also vanished as the time durations of 2 and 5
minutes in Figure 2.16(c).
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Figure 2.15 Zoom in the optimum power deviation for the fast fluctuation situation (during 3.68e4 to 4.05e4 seconds) with
various time durations (a) 10 seconds, 30 seconds, and 1minute (b) 2 and 5 minutes (c) 10 and 15 minutes
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Figure 2.16 Zoom in the optimum power deviation for the loss of power situation (during 4.9e4 to 5.25e4 seconds) with
various time durations (a) 10 seconds, 30 seconds, and 1minute (b) 2 and 5 minutes (c) 10 and 15 minutes
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The frequency of maximal or minimal power deviations is summarized by histogram in Figure
2.17. The increase of time duration causes the reduction of number of occurrence of small peaks (for
power deviation between +/-15kW). Moreover, a time duration of 10 seconds is too small as described
before because the large power deviation of 100 kW does not appear in Figure 2.17(a).

The frequencies of maximal power between 85kW and 115 kW for each time duration are
presented in table 2.3. The power between 85kW and 115 kW for time durations of 30 seconds, 1, and
2 minutes in table 2.3 are the power deviation during fast fluctuation. The average period of fast
fluctuation is comprised between 30 seconds and 1 minute. A lost of production of 200kW (for a long
period) can be seen by time duration above 2 minutes. Some information of power deviation between
85kW and 115 kW with time duration of 5 minutes during fast fluctuations is lost. Power reduction
upper than 115 KW is represented by time duration of 10 and 15 minutes because the power deviation
are calculated for more long time.
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Figure 2.17 Distribution histogram of optimum power deviation with various time durations (a) 10 seconds (b) 1 minute (c)
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Table 2.3 : Frequency distribution of maximal power deviation between 85 kW and 115 kW (different At)

dP max between -115kW and -85 kW

At 10s 30s Imin 2min 5min 10min 15min

number 0 7 10 11 8 10(+2 <-115kW) 10(+1 <-115kW)

dP max between 85kW and 115 kW

At 10s 30s 1min 2min 5min 10min 15min

number 0 9 8(+1 >115kW) 15 14(+1 >115kW) 16 13

From Figure 2.17, frequency data in histrograms for different time duration are presented. To
collect all frequency data for different time durations into one figure, cummulative distribution is
plotted in Figure 2.18. Time duration of 5 and 10 seconds induce loss of some information (see Figure
2.18). The cumulative distribution function of large rising power (more than 100 kW) is quite identical
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for time duration of 30 seconds to 15 minutes. The number of high power reductions (less than 100
kW) can be well observed for time durations higher than 2 minutes. The time duration chosen to study
power fluctuation is based on which situation is relevant and which occurrence should be neglected.
Indeed, we can conclude that fast fluctuations of PV power is observed for durations around 30
seconds to 1 minute and loss of PV is observed for at least 2 minutes durations.
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Figure 2.18 Cumulative distribution of maximal power deviation for various time durations

The moving average with different average times of 10, 20, 30 seconds or 1, 2, 5, and 10
minutes are applied to data recorded. The power data after data treatment with different average time
are plotted in Figure 2.19. Average times of 10, 20, and 30 seconds can only reduce amplitude of
power but they cannot filter power signal. The power data can be filtered by average time of 1, 2, 5,
and 10 minutes but they cancel some large peaks during fast fluctuations. The peaks during fast
fluctuations are brought together in Figure 2.19(a) and the small peaks during slow fluctuation or loss
of production are filtered in Figure 2.19(b). Therefore, if loss of production or slow fluctuation is
observed, a moving average with average time over 1 minute should be applied to raw power data.
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Figure 2.19 Power signal moving average for various average times during (a) 4.05e4 to 4.11e4 seconds (b) 4.95e4 to 5.08e4

seconds

The data with moving average is translated to power deviation for various time durations. The
time duration is never lower than the average time; for example, if the average time is equal to 1
minute, the time duration can be given by 1, 2, 5 or 10 minutes. There is no difference in power
deviation values between the recorded data and the data with moving average times of 10 and 20
seconds whatever time duration is. The distribution histogram shows that there are less small
variations for data with moving average of 10 and 20 seconds.

As the power deviation is studied for fixed time duration (At) with different average time (t,),
fluctuations are lessen by the increase of average time. Average time of 1 minute filters power signal
while time duration of 2 minutes is used to calculate the power deviation (and does not filter the signal
again). But time duration of 5 minutes filters the power signal with moving average of 1 minute again.



38 Chapter 2: Characteristics of photovoltaic power variation

Although, the moving average for small average time cannot filter the power signal, the time duration
of 5 minutes can alleviate some small peaks during slow fluctuations. The time duration of 5 minutes
is quite a large period so it can filter small peaks of initial signal. Therefore, this long time duration is
not suitable to calculate the power deviation for data with moving average because it has filtered the
signal again. Some information will be lost. For example, 3 peaks are turned to 2 peaks by the moving
average of 1 minute to 2 minute and, after calculations, the power deviation with 5 minutes induces
another loss of 1 peak.

In Figure 2.20, the cumulative distribution of maximal power deviation is plotted. It can be seen
that the increase of average average timelessens the number of large power deviations because the
large average time has decreased the power deviation value. Figure 2.20(d) shows that average times
of 5 and 10 minutes cause an error in power deviation calculation (as large power deviations are lost).
So, the average average timeshould not be more than 2 minutes. Moreover, the large power deviations
can not be seen when the average average timeis equal to the time duration. Therefore, the average
average timeshould be less than time duration.

Finally, data is averaged with fix window for various average times such as: 10, 20, 30 seconds
or 1, 2, 5, and 10 minutes. The moving average and classical average with the same average time are
applied to the same initial signals to study the impact of data treatment method. The power signals
after treatment with the two studied methods for average time of 30 seconds are mostly identical
except that the amplitude of power fluctuation is different as shown in Figure 2.21(a) (during 3.82e4 to
3.97e4 seconds). For average time of 1 minute in Figure 2.21(b), one can observe several differences
during fast fluctuations. Then, the moving average conserves some small peaks during fast
fluctuations, even though these small peaks disappear with the classical average.
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Figure 2.20 Cumulative distribution of optimum power deviation for various average times with time duration (a) 1 minutes
(b) 2 minutes (c) 5 minutes (d) 10 minutes
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Figure 2.21 Compare signal initial with signal applied moving average and normal average for average time (a) 30
seconds (b) 1 minute

An average time of 10, 20 or and 30 seconds can only reduce amplitude of power variations, but
these durations do not filter the power signal as well as the moving average. The power data can be
filtered by average time of 1, 2, 5, and 10 minutes but they alleviate some large peaks during fast
fluctuations. Moreover, the small peaks during slow fluctuations or loss of production are filtered. The
power deviation calculated with the classical average has almost the same characteristics as with

moving average.

b.) Three-months data study

The power data are recorded for 3 months in September, October, and November 2011. Firstly,
power data of each month is studied. Next, the whole three months data are analyzed, with or without

any moving average.
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The cumulative distributions of maximal power deviation for each month and during a three
months period are plotted in Figure 2.22. The power of solar energy in November is less fluctuated
than the power data in September and October. The power data of 3 consecutive months in Figure
2.22(d) show all occurrences of power variations. The time duration of 10 seconds is always too small
to characterize such different situations of power fluctuations as it has been explained earlier. Other
time durations can characterize the occurrences of fluctuation. The time duration depends on which
occurrence is studied (fast fluctuation, slow fluctuation, and production lost). The maximal power
deviation in three months data is +180 kW, which occurs in September and October.

c.) Maximum of power deviation for each time duration for every day in 3 months

In this section, the maximum of power deviation for each time duration is searched regardless to
the signals in order to know the most critical power variation in each day. This maximum power will
be compared to the limitation of power variation for each time duration for defining frequency
problem. If the maximal power deviation is over the limitation power, frequency variation will be out
of limit. In the first study, the number of occurrences of each power deviation is computed to
characterize the different situations of power fluctuation. Therefore, power data for one day is
translated to the maximal power deviation (see Figure 2.23, Figure 2.24 and Figure 2.25 for
September, October and November respectively). Maximal power deviation of short time duration is
smaller than of large time duration. Maximum of power variation in November is the smallest in three
months. And the maximal power deviation of 200kW at time duration 1 minute is on 19 September
2011.
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Figure 2.23 Maximum of maximum power deviation in September with time duration (a) 5, 10, and 30 seconds (b) 1, 2,
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Figure 2.25 Maximum of maximum power deviation maximum in November with time duration (a) 5, 10, and 30 seconds (b)
1, 2, and 5 minutes

d.) Influence of PV rated power

The influence of the PV plant on the preceding analysis is studied in this section, according to
the rated power of solar energy. The power data in one year are then recorded from different
photovoltaic plants:

- PV plant #2, with a rated power of 10kW and data recorded from 11/2010 to 09/2011,
- PV plant #3, with a rated power of 190kW and a recording from 11/2010 to 09/2011.

The maximal power changes (APp,y) for various time durations (At) are calculated for each
plant. In this study, relative power fluctuation (ratio between the maximum power difference and the
rated power (APpmax/Praed)) 1S Used to compare several PV plants with different rated power. The
summary results of number of occurrences for each maximum power variation of each plant are
presented in Appendix I. We can see that the number of occurrence of power deviation increases when
the rated power decreases.

Cumulative plot of all plants for time duration of 10 minutes is illustrated in Figure 2.26. It

shows that the number of occurrence of large power variations for small rated plant (e.g. PV plant #2)
is upper than that for large rated power plant (e.g. PV plant #3).
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Figure 2.26 Cumulative distribution of PV plant #1, 2, and 3 for time duration 10 minutes

2.4.2.3 Conclusion of probability approach

To characterize different situation of fluctuations, time duration of 10 seconds seems to be too
small. However, selection of time duration depends on which occurrence (fast fluctuation, slow
fluctuation, and production lost) are relevant to the counting of occurrences of each situation. Time
duration of 30 seconds is suitable for studying fast fluctuations. Time durations of 1 minute and 2
minutes seem to be the most adaptive time for the study of almost all occurrences. And time durations
of 5, 10 and 15 minutes can be used to analyze slow fluctuations and losses of production. However,
time duration above or equal to 2 minutes can filter small peaks.
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Sliding and classical average calculations work as filters for data signals. The calculation of
power deviations from the recorded data and data treated with average (with or without sliding) for
time durations of 5, 10 and 15 minutes, are identical for slow fluctuations. Large time duration can be
assumed as filter. The average time should not be upper than 2 minutes and less than time duration.

Finally, this section shows how to characterize any occurrence on PV power. But some
guestions have not been answered yet. For example: which situation of power fluctuation affects grid
frequency? The following section is focused on this point.

2.4.3 Frequency analysis of PV signals

In the two preceding sections, signals of PV power were analyzed using a statistical approach.
In this section, the power of PV signal is analyzed in the frequency domain in order to classify the
characteristics of different signals. Spectrum of signal in frequency domain is obtained using the
Fourier transform.

The frequency domain representation describes the signal in terms of its frequency content [95].
A spectrum of signal consists of a DC component (spectrum at zero frequency), and a component at
each frequency. The DC component is equivalent to the average value in time domain. For example,
signal in Figure 2.27(a) is transformed into frequency domain as presented in Figure 2.27(b).
Spectrum in Figure 2.27(b) consists of DC component, a fundamental frequency component (wy), a
fifth harmonic component (5wy), and a ninth harmonic component (9w,) [96]. The signal is presented
in frequency and time domain in Figure 2.28.

Fourier transforms (FT) is used to transform signal in time domain to frequency domain. As PV
signal is discrete so it can be transformed to be in frequency domain by Discrete Fourier transform
(DFT) in equation (2.17) where x(nT) is the discrete signal in time domain, N is number of sampled
data, F is spacing of frequency domain samples, and T is the sampling period in time domain [95].
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Figure 2.28 Signal presented in time domain and frequency domain

X(kF) = YN x(nT)e72mkF)(nT)/N (2.17)
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In our analysis, function of Fast Fourier transform (FFT) in MATLAB is used for calculating a
DFT. FFT is a very fast and efficient algorithm for implementing a DFT [95]. DFT needs N® number
of computations but FFT requires only Nlog,N operations.

DFT has some limitations. It is valid only in certain frequency and depends on sampling time
and number of data. Moreover, the DFT assumes that signal is periodic. This causes a phenomenon
known as “leakage” [95]. When signal is replicated, the discontinuity can occur. Spectral line spreads
out over the wide frequency range. The solution is to force signal to zero at the end of the time record.
Signal in time domain has to be multiplied to window function such as Hanning, Hamming,
exponential, Blackman, etc. Window has to be well chosen to match our signal. In our analysis, the
window method is not applied which is the same as [88] (analyze wind power in frequency domain by
power spectrum). The spectrums of data with and without window methods are quite equivalent
because, replicating our signal, no overlapping can be observed. Therefore, PV power is equal to zero
at the end of measurement for each day.

From literature review in the first section, the power spectrum is used for frequency analysis
[1]-[3]. The power spectrum corresponds to the square of the coefficients of Fourier transform.
Furthermore, the “average spectrum”, which means the intensity of the distribution of fluctuations
during the entire day, is calculated [97]. The power spectrum is useful because the square of many
electric component (like current (1), Voltage (V)) is homogeneous to power [96]. The power spectral
density (PSD) corresponds to the normalized power spectrum by frequency.

Furthermore, the Fluctuation Harmonic Content (FHC) in equation (2.18) is computed to define
fluctuations for each frequency, where P(f) is the spectrum at each frequency and Py is the average
power [66]. If F is a whole range of frequency, FHC is equivalent to normalized standard deviation
(NSD) in time domain. Large FHC means large fluctuations.

IS (PEO/NZ)
FHC(F) = - ®EO/V2) (2.18)

Py

Firstly, studies about signal analysis of intermittent energy in frequency domain are
summarized. Next, the Fourier transform, data and indicators are defined for our case study. Finally,
results and conclusions are presented

2.4.3.1 Frequency analysis methodology

Power data in time domain are transformed to frequency domain by DFT. To increase the
resolution in frequency domain, the number of data for DFT will be increased to be 8 times of initial
data (adding zero to initial data by MATLAB). DC value is analyzed as it is equal to the average value
of power signal in time domain (P,). Then, power spectrum and average spectrum are computed.
Average spectrum gives some indications on the fluctuations of signal. In our analysis, the average
spectrum for frequency upper than 0.01 Hz is computed. If the average spectrum has a large
bandwidth, the signal is highly fluctuating. On the other hand, tight average spectrum means low
fluctuations. Finally, FHC, is calculated. Our FHC, is calculated by (2.19) without any normalization
by average power or DC value. Only one PV production plant is analyzed. If various PV plants are
compared their characteristics, it should be normalized by average power or rated power. FHC, is
equivalent to standard deviation (SD) in time domain.

FHC,(F) = \/Zfe{F}(P(f)/\/E)Z (2.19)

Our frequency range for FHC, is separated into 2 regions for low frequencies (below 0.01 Hz)
and “high” frequency region (above 0.01 Hz). The separating frequency is approximated thanks to the
cut-off frequency of secondary control of diesel (around 0.02Hz for our system). Frequency of power
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fluctuations below this value is then filtered by secondary control of diesel. In our analysis, the
maximal frequency of spectral is equal to 0.1 Hz for data with a sampling time of 5 seconds.

2.4.3.2 Frequency analysis results

The data recorded during one month are first analyzed, before studying fluctuations during one

day.
a.) Monthly analysis

Spectrum in Figure 2.29 presents different peaks reported in Table 2.4. Peak at 1.25e-5 Hz
signifies the period of signal for one day of 8e4 seconds. Other peaks are two to six times the base
frequency of 1.25e-5 Hz. Average spectrums (for frequencies upper than 0.01 Hz) of 08/2011 to
11/2011 are equal to 1.572, 0.52, 1.332, and 0.083 respectively. So power in November presents
always fewer fluctuations than for other months.

Table 2.4: Frequency at pics of spectrum

Period Pic at frequency (x10-5 Hz)
24-30/08/2011 1,25//2,48//3,78//5
sept-11 1,25//2,5/14,99//7,51
oct-11 1,25//2,5//5
nov-11 1,25//2,48//3,78//8
24/08/2011-30/11/2011 1,25//2,5/13,75

120

08/2011
3

80

60~

a0t

20

i&
W

120

100

80

60

40

20

09/2011
3

J

7 © 10" 10° 10° 10" 10° 10° 10" 10 10°
10/2011 | 1uzou
80 : 50 \l/ .
70F \l/ asr
40
60|
N ¢
50t 0l-
40 25~
ol 20
15
201
101
101 sl
o . iy . ° s
10° 10° 10" 10° 10° 10° 10° 10" 10° 10°

Figure 2.29 Spectral of power data in each month

b.) Daily analysis
The data for each day are analyzed. Signal in time domain of August 2011 that is illustrated in

Figure 2.30 is transformed to frequency domain by FFT as presented in Figure 2.31. FHC for high
frequencies and average spectrum of each day are also presented in Figure 2.32 (a) and (b)
respectively.

Spectrums in Figure 2.31 have the same cut-off frequency. The FHC on 26/08 and 27/08 are
much larger than other signals in August (Figure 2.32(a)). Signals on 29/08 and 30/08 have fewer
variations. The average spectrum has the same trends in Figure 2.32(b). It is always largest on 26/08

44



Chapter 2: Characteristics of photovoltaic power variation 45

and 27/08. So we may use FHC or average spectrum to classify situations related to frequency
problems.

The FHC and average spectrum are computed for all signals in September, October, and
November. The FHC in high frequency region (>0.01 Hz) of each month is illustrated in Figure 2.33,
Figure 2.34, and Figure 2.35. The FHC in high frequency of November in Figure 2.35 is minimal and
is maximal in October as shown in Figure 2.34.
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Figure 2.31 Spectral of five days in August
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Figure 2.32 (a) FHC in high frequency of each day in August (b) Average spectrum of each day in August
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Figure 2.34 FHC in high frequency of each day in October
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Figure 2.35 FHC in high frequency of each day in November

2.4.3.3 Conclusion of frequency analysis

Frequency analysis allows us to focus on frequency of fluctuations. There are many parameters
to study any frequency spectrum. Average spectrum and FHC are quite suitable parameters to define
variations of signal. High and low frequency regions are separated to be linked to frequency problems
in the following section.

2.5 Comparison and link to frequency problem

Three different analysis methods have been applied to power data in the previous sections for
both daily and monthly analysis. In this topic, methods are compared and linked to frequency issue.
Firstly, the frequency variation according to PV variation is studied.
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Real power data of the PV plant #1 (PV plant of 250kW) with a 5 seconds sampling time are
used as a disturbance source of isolated micro power system. Islanding micro power system that
consists of diesel generator of 2MW and global load of 1MW (corresponding to “Les Saintes”
microgrid) is modeled in MATLAB Simulink. Active power of load is first assumed to be constant.
The equivalent inertia is equal to 1 second. Frequency regulation of diesel generator is designed for
primary and secondary frequency controls (with a droop value of 8%). The frequency response for any
PV variation is then analyzed. Acceptable frequency range is 49.8-50.2Hz. If the frequency deviation
from 50 Hz is always less than 0.2 Hz, it means no frequency problem. Frequency problems could be
different if parameters of power system such as power rated of diesel, droop value of primary
frequency control of diesel, inertia equivalent of system, etc. Then, acceptable frequency range is
modified.

The PV signals inducing frequency issues are:

- for August => 2 signals : 26/08/2011 and 27/08/2011
- for September => 1 signal : 19/09/2011
- for October => 5 signals : 07/10/2011, 08/10/2011, 09/10/2011, 14/10/2011, 20/10/2011
- for November => 0 signal
So variations of PV power in November do not cause any problem to grid frequency. The most
critical month is October. The analysis of signal fluctuation in the following topic is linked to this
result in order to find the relationship between signal fluctuation and grid frequency problem.

2.5.1 Monthly analysis

From Table 2.1, the standard deviation of November, that is the minimal value, coincides with
the absence of frequency problem. Many fluctuations in November may be presented in low frequency
region. So this fluctuation study has to be combined with the signal analysis in frequency domain to
know how much variations are presented in each frequency region.

The most critical month on grid frequency is October, but the SD and the percentage of powers
out of limit for this month are less than for August or September. Therefore, SD signifies only that
weather frequency is out of limit but it cannot identify impacts on frequency problem. Then,
parameters in Table 2.2 are analyzed. Percentage over SD, is in good accordance with frequency
situations for October and November, excepted in September which presents a less percentage over
SD, than November. This may be caused by fast and large amplitude of variations in September but in
few times, so these fluctuations have less impact on SD,. The average power (P,,) and SD (variation
from average value) can represent signal but SD,, which means the variation from the reference signal,
is much related to frequency problem, as power deviation which induces frequency variation is
defined from the reference power point for which the frequency is equal to 50 Hz. So among five
chosen signals analysis, only SD, will be used as an indicator of fluctuation.

It has been indicated that parameters of signal analysis in time domain cannot be linked to
fluctuation occurrences. It merely indicates that there is a risk to have a frequency problem. Standard
deviation from both mean value and reference signal presents the global variation of signal but large
frequency variations can happen at one time of large and fast fluctuations, which are neglected in SD
and SD, calculations. So maximal power deviation from reference signal of each month and all three
months are searched.

The cumulative plots of each month data in Figure 2.21(a), (b) and (c) are analyzed. The power
of solar energy in November is less fluctuate than the power data in September and October that
coincides with result of normal statistical analysis and frequency problem. The cumulative distribution
of maximal power deviation in three months period for various time durations is illustrated in Figure
2.21(d). The power deviation for 5 and 10 seconds are smaller than others. These two time durations
give information of fast fluctuation. When time duration increases, the calculated power deviation also
rises up. The maximum power deviation of this photovoltaic plant is 120kW and 180 kW with time
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duration lower and over 30 seconds, respectively. This analysis with three months period is a global
description and it could give useful information for sizing energy storage later.

The power data recorded during three months in time domain are transformed to frequency
domain. Average spectrums (for frequency more than 0.01 Hz) of 08/2011 to 11/2011 are 1.572, 0.52,
1.332, and 0.083 respectively. High average spectrum signifies high fluctuations. So PV power in
November presents fewer fluctuations than the other months, which is in good accordance with the
two previous studies. Moreover, FHC for high frequencies of November (Figure 2.35) is less than one
for the other months in Figure 2.32, Figure 2.33, and Figure 2.34. Calculations of maximal power
deviation by probabilistic approach and average spectrum by frequency analysis can be classified from
small to large values for November, September, and October respectively, which are in agreement
with frequency problem.

To precise this first analysis, daily variations are analyzed in the next section.

2.5.2 Daily analysis

From all data, five different signals which illustrated in Figure 2.36 are studied. Signal A on
13/09/2011 is the reference case with a PV power presenting few fluctuations). Signals B and C which
present some fluctuations are on 06/09/2011 and 14/10/2011, respectively. The last two signals
(denoted signal D and E) recorded on 20/10/2011 and 25/10/2011 are very high fluctuated signals.
Power signals A, B, and E do not cause any frequency problem. Besides, frequency response of power
signals C and D is out of limit. The most critical frequency issue is caused by power signal D.

The SD, of these different signals are presented in Figure 2.37. SD, of power signals B and C,
which are less fluctuated and quite similar to reference signal or signal A, are smaller than SD, of
signal D and E. However, the most fluctuated signal is signal E. Then, statistical analysis cannot
always coincide with frequency problem. This is the same results as monthly analysis. The most
fluctuation signal by this study is signal E but this signal does not cause any frequency problem.
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Figure 2.37 SD, of six studied signals
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The distribution histograms of maximal power deviation of signal A, B, and D with various time
durations are shown in Figure 2.38(a), (b), and (c) respectively. The increase of time duration induces
reduction of number of occurrences of small peaks (i.e. for power deviations between +/-15kW).
Furthermore, maximal power deviation of reference signal (A) in Figure 2.38(a) is much smaller than
signal D in Figure 2.38(b). Large power deviations of signals B and C (which have less fast
fluctuations) appear for time duration over 30 seconds (that corresponds to slow fluctuations). Large
power deviations of signal D and E appear for time duration of 10 seconds because it corresponds to
fast fluctuations. The chosen time duration depends on which occurrence (fast or slow fluctuation) is
relevant and which occurrence should disappear. Small time duration is adapted for fast fluctuation
analysis and vice versa for slow fluctuation analysis.
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Figure 2.38 (a) Histogram of dPmax signal A (b) Histogram of dPmax signal B (c) Histogram of dPmax signal D
Moreover, cumulative plot of signal A, B, D, and E are illustrated in Figure 2.39. Large
maximal power deviation of signal A is very different for each step time because power deviation is
cumulated. Power deviation of signals B, D, and E for time duration over 30 seconds are quite similar
as shown in Figure 2.39.

Figure 2.40 presents the maximum value of maximal power deviation (dPmax) of signal A to E.
Signal D has the highest maximum power deviation for all time durations. Although signal C has less
variation than signal E, the maximum of dPmax of signal C with time duration below 1 minute is
larger than signal E. By this analysis, the largest fluctuation signal in signal D is different from
previous study.
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Figure 2.39 Cumulative plot of different studied signals

Data for each day are analyzed in the frequency domain. Spectrum of each signal is then
illustrated in Figure 2.41 and the FHC, in low and high frequency regions are shown in Figure 2.42 for
each situation. We can then observe that:

- DC value of signal E is smaller than others.

- Cut-off frequencies of spectrum of signals A, B, and C in Figure 2.41 are quite identical.

- FHC, calculated for signal A in high frequency region is closed to zero, which means that no
fast fluctuations occurred. This coincides with signal represented in time domain in Figure
2.36.

In Figure 2.42, FHC, of signal E in low frequency region is smaller than the others and FHC, of
signal D is larger than other signals in high frequency region. For future study on system frequency
problem, the high frequency region is quite relevant. Therefore, the most fluctuated signal by this
analysis is signal D, which is in good agreement with the probabilistic analysis.
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Maximum power deviations of C and D are larger than the others as shown in Figure 2.40.
Moreover, FHC, of high frequency region in Figure 2.42 of signal C and D are larger than the others.
These two results coincide with frequency problem. These two power signal C and D cause frequency
variation larger than limit.
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The signal E in Figure 2.36 seems to be more fluctuated and may be the most critical situation
of frequency problem but frequency response according to signal E respects frequency limitations.
However, signal C which is less fluctuated than signal E also cause frequency problem. Frequency
problem of signal C and E cannot be explained by FHC in high frequency alone because FHC in high
frequency of signal C is smaller than signal E. It needs complementary information from maximum
power deviation in Figure 2.40. Maximum of the maximum power deviation of signal C is larger than
signal E for time duration from 5 seconds to 1 minute. Therefore, signal E is much fluctuated but
amplitudes of variations are small. On the other hand, signal C is less fluctuated but there are fast
fluctuations with large amplitude. The few times of large power deviation are not presented in FHC or
in the average spectrum.

From these five chosen signals, we can conclude that if the FHC in high frequency is upper than
15 kW, frequency deviation will be higher than 0.2 Hz (signal D). If the FHC in high frequency is
between 5 and 15 kW, the frequency has a risk to be out of limitations (it is the case of signals C and
E). In this range of FHC values, the maximal power deviation for different time duration has to be
analyzed. If the maximum power deviation at time duration of 10 seconds is more than 100kW,
frequency problem will occur (signal C). On the contrary, frequency remains in acceptable limit if the
maximum power deviation is small (signal E). Finally, a very small FHC in high frequencies (less than
5kW) signifies an absence of frequency problem (signals A and B).

These results should in future studies be strengthened and maybe generalized with another data
from several PV plants.
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2.6  Conclusion

This study investigates the relationship between power fluctuation and system frequency
variation. The standard deviation which is an indicator of fluctuation in statistical approach does not
coincide with system frequency variation. This indicator can only notice a risk of frequency problem.
The standard deviation presents only global information about fluctuations. But one large frequency
problem can be caused from only one large power variation, and this phenomenon cannot be taken
into account in the standard deviation calculation.

Probability analysis and frequency domain analysis are applicable for the investigation of power
fluctuation impact on system frequency. However, frequency distribution of power deviation from
probability approach could be useful for design or sizing energy storage which will be elaborated in
chapter 3.

Separation FHC value is approximated from the observation in three months data. If there are
more analyzed data, this range will change. The value to separate region of FHC depends on the
maximum frequency deviation (acceptable range of frequency), rated power of PV, and of diesel.
Power deviation range will be studied another time in chapter 3 to evaluate the impact of PV power
variation on grid frequency, in order to specify the relation of this range to the parameter of islanding
micro power system.

For further study, frequency problem can be predicted in associate with weather forecast. Power
variation of PV can be specified from predicted irradiance of meteorological study. Furthermore,
Generic indicator based on PV production should be established in order to identify the risk of
maintaining frequency, and the interest in hybridizing the main source with an energy storage system.
Besides, Kernel methods may be quite relevant for advance statistical analysis in order to classify
different signals.
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Chapter 3

Impact of photovoltaic power variations on
system freguency

3.1 Introduction

Grid frequency is usually regulated by interconnecter synchronous generators. However, if the
electrical grid integrates many renwable energy, the frequency regulation by synchronous generator
can not be sufficient ever. Thus, an energy storage system (ESS) can be an interesting alternative for
the system to garuantee the frequency stability. The question is: for which situation of fluctuation an
energy storage would be really needed? In the previous chapter, power signals of photovoltaic
production have been studied and several characteristics of fluctuations have been identified thanks to
indicators and analyses in frequency and time domains. This chapter will then focus on the impact of
various fluctuations on the system frequency. The objectives of this study are to search for different
critical situations of power fluctuation on grid frequency.

Firstly, the studied power grid of “les Saintes” is modeled. Then, the transfer function between
the grid frequency and the photovoltaic power is studied taking into account of variation of power
system parameters. The different situations of PV power variation according to different wave forms
(as sine, step and ramp signals) are analyzed. Finally, the design of the energy storage device is
discussed with a closed link to the characteristics of power fluctuation.

3.2  Grid modelling and simulated system

The studied islanding grid in Figure 3.1 consists in a direct connection of a unique diesel
generator, a plant of solar energy production and an agregated load. Each element is modeled using
dynamical models, in order to study frequency stability. The global control architecture is summarized
in Figure 3.2. In this study, the generator is modeled only by its equivalent time response which
depends on its rated power. The load power is constant. The small or large power fluctuations of
photovoltaic are modelled as disturbances which cause frequency variations.

PV Diesel Generator
1.6MW

load

Figure 3.1 Simulated system representation

Figure 3.2 Simulated system control architecture
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3.2.1 Diesel generator

Diesel generator system is constituted with a governor, fuel injection and engine, coupling shaft,
automatic voltage regulator (AVR), and synchronous generator as illustrated in Figure 3.3(a). Only
frequency control of synchronous generator (governor, fuel injection and engine, and coupling shaft)
is considered. Controlling synchronous speed of generator (w.,) enables us to control power of diesel
generator via controlling torque of coupling shaft (t,). From Figure 3.3(a), governor is turned to
frequency control; fuel injection, engine, and coupling shaft are grouped into diesel system in Figure
3.3(b).

Model of diesel generator in Figure 3.3(b) is separated into two parts: the frequency control and
the dynamic behavior of engine. Frequency control will generate power deviation reference for diesel
generator (AP, in relation with frequency variation (Af). Power deviation of diesel that participate to
frequency regulation (AP.) is a function of power reference (AP,) from frequency control and
dynamic properties of diesel engine.
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Figure 3.3 Modelling of diesel generator

3.2.1.1 Frequency control of synchronous machine
As it has been already seen in chapter 1, there are three levels of frequency control: primary,
secondary, and tertiary controls. The role of energy storage device will be only associated to primary
frequency control in this thesis.

Firstly, frequency control of diesel generator in this chapter is modeled with primary frequency
control (equation (1.1)) in (3.1) where P denotes the scheduled power, Py, the actual output power,
AP, the reference of power deviation, Af the frequency variation, and s, the droop value. Frequency
variation (Af) is the difference between actual frequency (f) and nominal frequency (f, or 50Hz) in per
unit. Besides, frequency control in equation (1.4) that presents primary and secondary control by Pl
controller is represented in (3.2) Proportional term of this controller is equivalent to primary frequency
control, with a proportional gain K, equals to the inverse of droop value (sg). Integral part corresponds
to the secondary frequency control, where integral gain K; is linked to the inverse of time response of
secondary control. Power and frequency in (3.1) and (3.2) are expressed in per unit.

AP,,*(S) = Py — Py = —i.Af(s) 3.1)
AP (s) = — (K; +°2) . Af(s) 3.2)

3.2.1.2 Modeling of synchronous machine
Dynamic part of thermal generator consists of actuator, governor and turbine. The reheat stream
turbine, non-reheat steam turbine, and hydraulic unit are studied in [1], [40]. For diesel generator,
turbine is replaced by engine. Dynamic of diesel engine can be modelled using different ways and
degrees of complexity. In many studies (for instance in [7], [60],and [99]), actuator is simply modeled
as a first order transfer function and diesel engine is modelled as a time delay in (3.3), where T, is the
time response of actuator, and 1, the time delay of diesel engine. Moreover, dynamic part (governor
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and engine) can be modelled as a transfer function with one pole and one zero in (3.4), where T; and
T, are linked to characteristics of diesel engine [19]. To simplify the model, a first order transfer
function in (3.5), where T denotes the combustion delay as presented in [61], [67], [100], is also used.
This last model is considered to be sufficient to simulate micro turbine for grid frequency problem
[67]. Time response of diesel generator of 500kW varies classically between 0.8 and 1 second [100].

1 - .
AP (s) = Tosri € . APR(S) (33)
Tys+1 .
AP, (s) = TZIISS:I AP} (s) (3.4)
1 .
AP, (s) = Tg.s+1'APm(S) (35)

3.2.2 Photovoltaic production

Power variation of photovoltaic corresponds to a disturbance on system frequency. Power of
photovoltaic is first modeled in time domain using different signals. Then, the power of photovoltaic
will evaluate from an initial value (Ppvo) to a final one (Ppyy) either rapidly (as a step signal) or
continuously (as a ramp signal). Finally, the power fluctuations around the initial power (Ppyo) will be
considered with different frequencies in a sine signal. It will be modeled in the following section. Only
simulated signals are analyzed in this chapter. Real power PV presented in Chapter 2 will be used later
in Chapter 5 in order to validate control strategy which is defined from results of studies in Chapter 2
and 3.

3.2.3 Load modelling

Active power variation of load (APj,q¢(t)) can be separated into two parts, according to its
independence (AP¢(t)) and dependence (APg, 4(t)) on frequency variation as shown in (3.6) [19]. The
active load power independent to frequency variation is constant and equals to the summation of initial
power of generator (Pno) and initial power of photovoltaic (Ppyg). Initial means “conditions of
frequency equilibrium”. Therefore, load power deviation AP (t) is equal to zero. Active power of load
that depends on frequency variation is defined in (3.7), where D denotes the load damping coefficient.

APlo::ld(t) = APch(t) + APch_d(t) (3.6)

APCh_d(t) = DAf(t) (3.7)

In [1], load damping constant is defined as the percentage of load power variation for 1% of
change in frequency. For example, a load damping constant equal to 2 means that 1% change in
frequency would be related to a load variation of 2%. This parameter D is classically defined by
experience [101], [102]. However, as information about load characteristic is quite limited, define an
appropriate value of load damping constant is actually a little bit hard. In spite of this difficulty, it can
be defined by frequency response of real system [8]. In [10] and [11], load frequency dependency can
be separated into two types: impedance and motor loads. Relation between power and frequency
depends on the power factor of impedance load. For motor load type, coefficient of load dependency
with frequency is linked to the inverse of the motor slip. If frequency decreases, power of motor load
will then decrease. Finally, the load damping constant (D) is the summation of coefficient of power
and frequency dependency of all loads.

Classically, damping load constant has value ranged between 0.5 to 1 [19]. In many studies of
frequency stability, load damping constant is even assumed to be equal to zero because this is the most
critical situation. Large load damping coefficient means that active power of load can reduce
frequency variations. This is relevant for the reduction of imbalance between load and generation, so
frequency undergoes smaller variations.
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3.2.4 Modelling of power system

From equations (1.1), (1.2) and (1.8) to (1.10), the deviation of angular velocity in per unit (®p,)
can be defined as a function of source powers (diesel generator and photovoltaic power supplies,
denoted Py, and P, respectively), load power (Pi.q) and equivalent inertia (H) in (3.8). Linear equation
around an equivalent point of frequency deviation is presented in (3.9), using the Laplace transform.
Frequency deviation (Af) is then defined as a function of equivalent inertia and the difference between
power variation of diesel generator (APp,), photovoltaic (APpy) and load (APjgaq).

dopy (1) _ 1 _
dt  2Hop(® (P (6) + Ppyy (1) — Pioaqa (1)) (3.8)

Af(s) = 2= (APy(S) + APy, (S) — APiyqa(s)) 39)

From equations (3.6), (3.7), and (3.9), the characteristic of system frequency can then be
defined by the power unbalance between load and production (AP), the equivalent equivalent inertia of
the system (H) and the load-damping constant (D) in (3.10). From equations (3.2) and (3.5), transfer
function between frequency deviation and power deviation of photovoltaic is defined in (3.11), where
power variation of load independent from frequency part is equal to zero (AP4=0). Besides, if diesel
generator participate only to primary frequency control (Ki=0), transfer function between frequency
deviation and power variation of PV is given in (3.12).

1 1

Af(s) = ST sTD AP(s) = ST D (AP, (s) + APy, (S) — AP (s)) (3.10)

Af(s) (1+Tgs).s (311)
APyy(s)  (2.H.Ty).s3+(2H+TgD).s2+(D+Kp).s+K; '

Af(s) (1+Tgs).sq 612)

APyy(s)  (2.H.Tgsq).52+(2.H+TyD).sq.5+(sq.D+1)

From equations (3.11) and (3.12), frequency variation then depends on parameters of:
generator, power system, and characteristics of power fluctuation of photovoltaic. Parameters of the
studied system in Figure 3.1 are presented in the Table 3.1 [19].

Table 3.1 : Parameter of islanding micro power system

Diesel generator
Rated power 1.6MW, 2MVA
Initial power 1MW (0.5pu)
Droop 8%
Ki 2
Tq 0.8 seconds
Power min. - Max. 0.2pu-0.8pu
Load
Power | 12mw (0.6pu)
Photovoltaic (at PV plant #1)
Rated power 0.25MW (0.125pu)
Initial power 0.2MW (0.1pu)
Power system
Equivalent inertia (H) 1seconds
Load damping constant (D) 0.12

3.3 Isolated grid analysis according to parameter variation

The impact of power fluctuation due to wind energy on system frequency has been already
studied in [40],and [41]. The dynamic response of system frequency for a step change is then analyzed
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in [40]. The frequency deviation linked to wind power is different because of the different types of
turbine-governor. The reheat stream turbine, non-reheat steam turbine, and hydraulic unit are studied.
All turbine types have a large impact in the medium frequency region. The hydro unit has a much
larger transient frequency deviation than steam units because of its unique characteristics due to water
inertia [1]. The impact of Automatic Generation Control (AGC) is also studied. However, it is slow
and barely affects the transient peak value of the frequency deviation.

Power fluctuations with various frequency have been studied with sine signal in [40]. A
frequency of fluctuation of 0.1 Hz was the dominant frequency that caused large impact on system
frequency. The transfer function between the frequency deviation and the power perturbation is
analyzed. The high frequency power fluctuations are absorbed by generator inertia and the low
frequency ones are damped by AGC. Without AGC, at low frequency of fluctuations, the gain of this
transfer function is flat and equals to the droop [40].

In this study, the different fluctuations of PV production are analyzed as they cause different
effects on frequency response. So, various power fluctuations of solar energy (i.e. step, ramp, and sine
signals) are applied to the system.

3.3.1 Frequency analysis of isolated grid transfer function

Transfer function between frequency deviation and power variation of PV is analyzed in
frequency domain using Bode diagram. Only the magnitude between frequency deviation and power
deviation is plotted in the following section. The most critical situation of frequency variation is first
studied; then, a suitable region around the critical frequency will be defined for storage participation.
Finally, an analysis of sensitivity of grid is proposed to analyze frequency variations.

3.3.1.1 Critical frequency

A zero and poles of system no secondary control in (3.12) with parameters in the Table 3.1 are -
1.25,and -0.66 + 2.73i and -0.66 — 2.73i respectively. And zeroes of system with secondary control
in (3.11) with parameters in the Table 3.1 are 0 and -1.25. And poles are -0.16, -0.57 + 2.72i and -0.57
— 2.72i. Therefore, frequency system initial (without ESS) is stable because all real parts of poles are
negative. Transfer function from (3.11) and (3.12) is analyzed in frequency domain with Bode
diagram in Figure 3.4. The system with only primary frequency control can be assumed as a low pass
filter. Fluctuations in high frequency are then absorbed by equivalent inertia of power system.
Magnitude of transfer function in low frequency domain is constant at -21.85 dB or 0.08. This value is
equal to the droop value of synchronous generator. It is well-known that frequency in steady-state does
not return to 50 Hz with primary control. The low frequency variation is damped by secondary control
or AGC. It corresponds to slow response and barely affects the transient peak value of the frequency
deviation [1].

We can mention a particular frequency called the critical frequency (f.), i.e. the frequency of
power fluctuation that causes the dominant impact on system frequency. This critical frequency can be
defined from amplitude of poles of system (3.11) or (3.12). Amplitudes of poles of system with and
without secondary control are 2.78 and 2.81, respectively. It has been assumed that critical frequencies
of these two different systems are identical. So, system with primary control in (3.12) is used to define
critical frequency because of low order equation. To calculate poles of this system, the parameter A¢ in
(3.13) is defined to separate real pole (for Ar in positive value) and imaginary pole (for Ar in negative
value). Finally, critical frequency in rad/s is calculated in (3.14). This frequency depends on
characteristics of synchronous generator (Tg), equivalent inertia (H), load damping constant (D) and
droop coefficient of generator (sq). Impact of parameters on critical frequency will be discussed later.
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The definition of critical frequency is used to classify worst case situation of power photovoltaic
variation. Frequency of power fluctuation much higher than this critical frequency is filtered, resulting
small frequency variations. On the contrary, frequency of power variation around critical frequency

can cause very large frequency variations. Therefore, this situation is interesting for energy storage to
limit grid frequency variations.

(3.14)

From spectral analysis of PV power in topic 2.4.3, there is some power variation over 0.01Hz
(from results of FHC in high frequency region). However, analyzed frequency of fluctuation in topic
2.4.3 is limited at 0.1 Hz according to 5 seconds — data sampling time. Firstly, we will assume that
there is no power variation of PV at critical frequency. However, this PV power fluctuation occurs in
primary frequency zone which can be specified by cut-off frequency in the following topic. In order to
study characteristic of PV power around critical frequency for further study, data sampling time
should be lessen.

3.3.1.2 Analysis of Bode diagram

In this section, frequency of fluctuation is classified in several zones according to the regulation
of system frequency. As it has been discussed in chapter 2, frequency of power fluctuation can be
separated in three zones according to low (<0.01Hz), medium (0.01-1Hz), and high frequencies
(>1Hz) [40]. Each frequency region corresponds to the band-width of secondary control, primary
control and equivalent inertia of power system respectively. Secondary control of diesel generator
filters low frequencies of power variation like a high pass filter. The equivalent inertia works as low
pass filter. Define cut-off frequencies to separate frequency zones would be useful to define the
interesting band-width of participation for an energy storage system. To calculate these cut-off
frequencies, the dynamic part of diesel generator is firstly neglected in order to simplify the expression
of the transfer function (T4=0) in (3.15). Magnitude of transfer function in (3.12) and (3.15) are then
illustrated in Figure 3.5. Dynamic part affects the medium frequency region which is the region of
primary frequency control and it hardly affects the cut-off frequency. Therefore from (3.15), two cut-
off frequencies denoted w¢; , can be calculated in (3.16). These frequencies depend on parameters of
power system and frequency control system of diesel generator.
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Figure 3.5 Bode diagram of system with secondary control (with and without dynamic part of diesel)

From equation (3.16), low and high cut off frequencies are 0.025Hz and 1Hz. Therefore, for the
studied islanding grid, the secondary frequency control limits frequency deviation for PV fluctuations
below 0.025Hz. Power fluctuations above 1Hz are filtered by the equivalent inertia of the grid.
Finally, the most critical frequency variation is situated between 0.025 Hz and 1 Hz, which is likely to
be a suitable zone for the participation of an energy storage device.

3.3.1.3 Sensitivity analysis of grid parameters

Poles evolution of system with secondary control in Figure 3.6 is firstly analysis. The increasing
of droop value (sq) does not affect to real part of poles two complex poles but it make a real pole
increase which is risky to be in instable zone (positive real part). Inertia equivalent (H) and load
damping constant cause the reduction of a real pole. But real part of two complex pole increase when
inertia equivalent increases. Furthermore, time response of diesel generator does not cause any effect
to a real pole but it cause the same effect to two complex poles as inertia equivalent. The results of two
complex poles also validate for system without secondary control (there is no real pole).
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Figure 3.6 Poles evolution of system according to parameters variation

Sensitivity of parameters of the transfer function between frequency deviation and power
variation is then analyzed by Bode diagram. System without secondary control is firstly studied in
order to study the impact of parameters on steady-state frequency (low frequency region). The
equivalent inertia (H) has a great impact on the magnitude of transfer function only in high frequency
region as illustrated in Figure 3.7. It can also be observed from Figure 3.7(b) and (c) that the droop
value and the load damping constant have impacts on the magnitude of transfer function especially in
low and medium frequency regions. In the low frequency region, the magnitude of transfer function is
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constant and equals to the droop value (for D=0 only). Magnitude of transfer function decreases when
load damping constant increases.

System with secondary control is then studied. The equivalent inertia (H) has an effect on the
critical frequency and high cut-off frequency in Figure 3.8. The constant inertia does not affect the
low frequency region. In high frequency region, all responses have the same slop. Therefore, we verify
that a power system with a high equivalent equivalent inertiapresents less frequency variations than
system with low equivalent inertiafor an identical PV power variation. Next, the damping load
constant and droop of diesel are varied. The damping load constant barely impacts the cut-off
frequency in Figure 3.8(b). And it impacts only the magnitude of transfer function in medium
frequency region.

Droop value or primary frequency control parameter has the same effect on the transfer function
as load damping constant. It impacts only on medium frequency in Figure 3.9; but the integral gain
(Kj) has large impact on low frequency and low cut-off frequency as shown in Figure 3.9. A large Ki
term (i.e. a small time response of AGC) increases low cut-off frequency, so bandwidth for primary
control is smaller (secondary control takes part in some medium fluctuations).

Impact of time response of diesel generator is also studied as illustrated in Figure 3.10. Time
response of diesel generator barely affects to the cut-off frequencies. It casues much impact on
medium frequency region. Increasing time response of the diesel generator will cause decreasing in
critical frequency but magnitude of transfer function will rise up. Consequently, a large frequency
variation of system with a large time response of diesel generator can occur.
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3.3.2 Time domain analysis according to PV time variations

In order to analyze the impact of PV power variations on grid frequency, the system response is
studied in this section without secondary control, because energy storage will assist diesel generator to
limit frequency deviation in transient regime. Thus, different models of time variations are studied
with step, ramp and sine signal inputs of our system.

3.3.2.1 Impacts of tep and ramp signals on grid frequency

PV power variation modelled with ramp signal in Figure 3.11 can be presented in function with
time in (3.17), where APp(t) denotes the power deviation of PV in function with time, APy is
amplitude of power deviation (or Ppi1-Ppwo), and At is the duration of power change from Py t0 Ppys.
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Power deviation APy is negative if power fall down in Figure 3.11(a) and positive for increasing power
in Figure 3.11(b).

270 4. <
AR, (t) = {At £ 0<t=ar (3.17)
APy, ; At<t
P P

pv pv

t
@) (b)

Figure 3.11 Power and power deviation of PV in time domain (a) decreasing case (b) increasing case

f
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The power of solar energy decreases from P,,,=200kW to P,,;=100kW (or 0.1 per unit to 0.05
per unit according to rated power 2MVA) with different durations (At) such as Os (step), 5s, 10s,
15s,..., 60s as shown in Figure 3.12(a). The frequency response is presented in Figure 3.12(b).

The characteristics of frequency response with different durations (At) are presented in Table
3.2. The rise time is duration for which the frequency response rises from 10% to 90% of steady-state
value. The settling time is the time for which the frequency response is in the window +/-2% of the
steady-state value.

The duration of power change impacts the transient response of the frequency variation but the
steady-state value of frequency is identical. The frequency value at steady state is 49.8 Hz. The
minimum value of the frequency increases (i.e. frequency deviation decreases) when the changing
duration increases. For 0s to 5s, the minimum frequency rises rapidly but after 5 to 60 seconds it
barely increases. Study is also undertaken on the different amplitude of power change. The amplitude
of power fluctuation impacts only the steady-state response. More power fluctuations are presented,
more frequency variations in steady state are observed
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Figure 3.12 (a) Power variations of solar energy (b) Frequency responses
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Table 3.2 : Summary results of frequency response for different time of power change

At (5) £ minimum (Hz) time at f minimum rise time settling time
(seconds) (seconds) (seconds)

0 49.520 0.65 0.13 6.77

49.770 5.2 3.45 9.00
10 49.790 10.2 7.86 11.90
15 49.790 15.2 12.20 16.90
20 49.790 20.2 16.50 21.60
25 49.800 252 20.15 26.20
30 49.800 30.2 23.80 31.50

The power fluctuation is changed with different durations. The minimum frequency (in transient
response) is plotted versus the duration for various power fluctuations in Figure 3.13(a). It can be
observed that the minimum frequency changes rapidly for the small duration (0 to 10 seconds), but it
changes slowly for durations more than 10 seconds for all power fluctuations. The most critical
situation of power fluctuations for frequency variations corresponds to PV step change with large
magnitude of power change. Finally, the amplitude of frequency deviation in steady state is also
plotted versus different durations of change in Figure 3.13(b).

It can also be seen in Figure 3.14 that the maximal absolute frequency deviation evaluates as a
linear function with the absolute power change for all durations. The equations represented relation
between frequency variation, maximal power variation, and time duration will be specified in the
following topic.

The maximal frequency deviation according to PV power with ramp signal is smaller than step
signal for the same amplitude of power variation. For the long durations (above 10 seconds), the slope
of frequency deviation with power change is quite identical. For long duration of change, the power
deviation should be high enough to have the same frequency deviation as the step power fluctuation.
For example, frequency deviation 0.3 Hz is occurred by the step power variation 0.03 per unit. But
power in ramp signal with durations above 10 seconds should be about 0.07 per unit for the same
frequency deviation.

Parameters of system such as droop value, equivalent inertia and load damping constant are also
changed. The results of frequency response for variations of these different parameters are
summarized in Annex Il. When the droop value increases, the minimum frequency will fall down (the
frequency deviation from nominal frequency (50Hz) increases) but the frequency deviation at steady-
state rises up. However, the frequency response takes more time to recover to its steady state when the
droop goes up.

The frequency deviation in transient response decreases when the equivalent inertia (H)
increases. This parameter does not cause any impacts on the frequency at steady-state value but the
frequency response takes more time to return back to its steady state for high equivalent inertia.

The frequency deviation decreases both in transient and steady state when the load damping
constant goes up but the frequency response takes less time to come back to its steady state value for
high damping load constants. These results are much closed to physical interpretations of these
parameters.

Finally, sensitivity of these parameters is also studied for different durations of power change of
(from 0 to 60 seconds). The minimum frequency is plotted versus the duration of change for each
variation of parameters as illustrated in Figure 3.15(a), (b), and (c). The equivalent inertia (H) does not
cause any effects on the system frequency for a duration upper than 20 seconds. The frequency
deviation increases when the droop value increases or when the load damping constant decreases.
Therefore, a power system with a large droop value and a load damping constant closed to O present
high risks on frequency variations for PV fluctuations with long duration of change.
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Figure 3.13 (a) minimal value of grid frequency (b) frequency deviation in steady state versus different duration of change for

Figure 3.15 Minimum frequency versus the duration of change for variation of (a) equivalent inertia(b) droop value of diesel

Figure 3.14 The maximum frequency deviation versus amplitude of power deviation for various durations of change
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3.3.2.2 Impacts of sine signal on grid frequency

65

Power of photovoltaic is assumed to be modelled as a sine signal in (3.18) where P, denotes the
initial power of photovoltaic, dP is the maximum power deviation, fpy is the frequency of power
signal. In this study, the solar plant is supposed to produce 0.05 p.u. (100kW) (Py=0.05 p.u.) and the
maximum power deviation is firstly equal to 0.05 per unit (dP=0.05 per unit). The example of power
signal is presented in Figure 3.16. The frequency of power fluctuation (fpy) varies from 0.05 Hz to 1

Hz, around the critical frequency.

Power PV (kW)

Frequency (Hz)

200

Ppv (t) = Py + (dP*sin (2*pi*fp,*1))

(3.18)
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Figure 3.16 Power fluctuation of solar energy in sine signal fp,,=1Hz and its frequency response

The frequency response evaluates in sine signal as the power signal in Figure 3.16. The
frequency can be defined as shown in (3.19) where df is the system frequency deviation from nominal
frequency (1 per unit or 50 Hz), f_frequency response is the frequency of system frequency response,
and phase shift is the angle shifting of frequency response from the power signal. The characteristic of
frequency response which is presented in the following table is analyzed where fpy is the frequency of
power variation and f_frequency calculated is the frequency of frequency response.

System frequency (t) = 1+df*sin (2*pi*f_frequency response *t + phase shift)

Table 3.3 : Summary result of frequency response for various fluctuation frequencies

(3.19)

frequency (Hz) df f_frequency Phase shift calculated
fov (H2) max min Hz calculated (Hz) rad degree
0.05 50.210 49.79 0.210 0.050 -0.22 -12.33
0.08 50.22 49.78 0.220 0.075 -0.17 -9.68
0.10 50.23 49.77 0.230 0.100 -0.36 -20.52
0.20 50.34 49.66 0.340 0.200 -0.51 -29.23
0.30 50.57 49.43 0.57 0.300 -0.31 -17.71
0.40 50.96 49.04 0.96 0.400 0.05 2.7
0.50 50.9 49.09 0.900 0.500 1.23 70.74
0.75 50.39 49.61 0.390 0.750 1.45 83.16
1.00 50.25 49.75 0.250 1.000 151 86.40

From the data reported in Table 3.3, it can be obviously seen

that the frequency of grid

frequency response is identical to the frequency of power fluctuation signal. The system frequency
deviation (df) increases when the frequency of power fluctuation (fpy) rises up until the frequency of
power signal is 0.4-0.5Hz. While the frequency of power signal is continuously increased, the system
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frequency deviation decreases as shown in Figure 3.17. Frequency of power PV that causes maximal
frequency deviation is called critical frequency, studied previously with Bode diagram.
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Figure 3.17 Amplitude of grid frequency response for different frequencies of PV fluctuation
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Figure 3.18 Maximal frequency deviations versus power deviations for various frequencies of fluctuation

The maximal power deviation (dP) varies for different frequencies of power fluctuation (fpy)
where other parameters are kept constant. The frequency of grid frequency response and its phase shift
are not affected by the variation of the maximal power deviation. However, the different maximal
power deviations cause difference in amplitude of system frequency deviation which can be seen in
Figure 3.18. Slope of frequency deviation goes up when the frequency of power signal increased until
0.4Hz; after that, the slope falls down if the frequency of power fluctuation continues to decrease.
These results are quit identical as those presented in for wind farms [41].

The impact of parameters such as inertia constant (H), load dumping constant (D) and droop
value are studied. All parameters vary for each frequency of fluctuation with amplitude of power
fluctuation equal to 100kW. The first studied parameter is the droop value of generator, from 1 to
10%. The maximal frequency deviation is plotted for different droop values and frequencies of
fluctuations as shown in Figure 3.19. The frequency deviation is directly linked to the variation of
droop value for frequencies of fluctuation below 0.4Hz. Frequency deviation increases when the droop
value of diesel rises up for frequencies of power fluctuation below 0.4Hz. Frequency deviation is
maximal for droop values of 6%, 3%, and 2% for frequency of power fluctuation of 0.5Hz, 0.75Hz,
and 1Hz respectively. Nevertheless, a droop value upper than 6 % has less impact on system frequency
at frequency of fluctuation of 0.75Hz and 1Hz.
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Droop value of diesel generator has impacts on the critical frequency of power fluctuation. In
Figure 3.19, the frequency of power fluctuation which causes maximum frequency variation is
different for each droop value. For instant, droop values of 1-2% are found when the critical frequency
is above 1Hz. While the droop value of 2%-4% are at the frequency of fluctuation 0.75Hz where the
largest frequency deviation occurred. Critical frequency is around 0.5Hz and 0.4 Hz for a droop
between 4-7.5% and 7.5%-10.0% respectively.

14

dF(Hz)

Droop of diesel(%)
Figure 3.19 Maximal frequency deviations versus droop values for various frequencies of PV fluctuation

The impact of equivalent inertia (H) is varied from 1 to 10. The frequency deviation maximum
is plotted for difference equivalent inertia values and frequency of fluctuation in Figure 3.20. The
frequencies of fluctuation above 0.4 Hz cause the same tendency of frequency deviation for various
equivalent inertias. It causes a large impact on frequency for small inertia (below 3 seconds). The
frequency deviation is decreased by the increasing of the equivalent inertia value. But it has less
impact on frequency for equivalent inertia more than 3 seconds. Frequency variation is identical for
different equivalent inertia for frequency of power fluctuation 0.05Hz, 0.075Hz and 0.1 Hz. For
frequency of power fluctuation 0.2Hz and 0.3Hz, frequency deviation is maximal at equivalent inertia
of 2-3 seconds, and 2 seconds respectively. Low frequency of power fluctuation has more effect on the
frequency variation than fast power fluctuation in large equivalent inertia (more than 7 seconds).

Various load damping constants are studied according to their impact on system frequency for
different fluctuation frequencies. In this simulation, the load damping constant varies from 0 to 2. The
zero load damping constant means that there is no load sensitive to frequency deviation. Higher the
load damping constant value is, higher the load power decreases for the same frequency deviation.

f T

0.05 |
0.075

— 0.1

1

0.9 f
i

0.8

073

0.6 —%

dF(Hz)

0.5

0.4

0.3

0.2

0.1

0

H(s)
Figure 3.20 Maximal frequency deviations versus equivalent inertias for various frequencies of fluctuation
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The maximal frequency deviation is plotted for different load damping constant values and
frequencies of fluctuation for droop value of 4%, and 8% in Figure 3.21. Figure 3.21 illustrates that
the dumping load constant has no effect on the system frequency when the frequency of power
fluctuation is far away from critical frequency (0.4-0.5Hz for a droop value of 8% and 0.75Hz for
4%). For frequency of fluctuation around the critical frequency, the frequency deviation decreases
when the load damping value increases.
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Figure 3.21 Maximal frequency deviations versus load dumping constant for various frequencies of fluctuation (droop value
of 4% in solid line and 8% in dash-dot line)

All above results of this topic can also be founded by transfer function analysis with diagram de
Bode.

3.4 Analysis relation between frequency and power deviations

From Figure 3.13 and Figure 3.17, relation between amplitude of frequency deviation and
amplitude of power deviation is linear. In this section, efforts have been put to define this linear
function for different signals of power fluctuations. The parameters of these equations depend on the
parameters of power system (droop value, equivalent inertia and load damping value) and the
characteristics of fluctuation signals such as, the duration of change and the frequency of PV
fluctuations.

3.4.1 Analysis for step signal

Step signal expressed in Laplace domain in (3.20) is applied to transfer function in (3.12) and
frequency response is obtained in (3.21). Parameters of (3.21) are redefined by A, B,, and B, in (3.22)
to simplify equation, so equation (3.21) turns to (3.23).

AP
AP,,(s) = TO (3.20)
_ (1+Tgs).sq AP
Af(s) = (2H.Tg.5q).s2+(2.H+Tg.D).sq.s+(sq.D+1) " s (3.21)
A= 1 B, = Z.H.Tg _ 2.H+Tg.D (322)
D+Kp' "1 D+Kp' 2 D+K, '
A.(1+T
Af(S) = ﬁ Aﬁ (3.23)

B;.s24Bys+1’ s

Inverse Laplace transform is applied to (3.23) to find the grid frequency response in time
domain; then time instant (denoted t.;,) of maximal frequency is found. Finally, the amplitude of
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maximal frequency deviation is found and expressed as a linear function of the amplitude of power
variation, according to a slope denoted by parameter K in (3.24). This parameter depends on
parameters of isolated grids and diesel generator in (3.25) or (3.26).

|Afmax| =K. |AP0| (3.24)
If B3—4.B;>0
1 -b - . 1 1 _ ) bt
2 H, [a b( tmin _— e atmm) + E(l + ﬁ (be atmin _ ae tmm))] (3.25)
-where t,,, = —In (222 BZ’R/E Bz‘\/ﬁ
min a-b Tgb—l 2.B1 2.B1

If B2—4.B; <0

gwnt.

K=A [1 + \/_mm (Tywp sin(V1 — 2wy tmin) — sin(V1 — €2yt + 9))] (3.26)
. o §+ __ 1-Tgwpcosé _ J1-g? _ 1 _ B
s where  t, = r — tand = 7Tgwnsin9 ,tanf = , Wy = ok &= Wi

3.4.2 Analysis for ramp signal

The maximal frequency deviation can also be expressed as a linear function with power
variation. To find this relation between maximal frequency deviation and power deviation of ramp
signal, Laplace transform is also applied to (3.17) and power deviation in (3.27) is obtained. This PV
power signal is an input of system in (3.12). Amplitude of frequency deviation maximum is then
calculated in function with parameter K(At) and amplitude of power deviation in (3.28), assuming that
frequency response is minimum or maximum at time equal to At (tmi, =At).

— AP, —
APy, (s) = A — e+ At52 (3.27)
|Afrmax| = K(AL). |AP| (3.28)

Parameter K(At) is a function of parameters like frequency control of diesel (sq), time response
of diesel generator (tg), equivalent inertia of power system (H), damping load constant (D) and
duration of change (At) in (3.29) or (3.30).

IfB2—4.B, >0
__ 1 _ Tgt+At | 3(a+b) Tg —bAt _j, ,—aAt 1 2_—aAt__,2,-bAt
K(at) = 2.H.Tg.At[ ab (ab)?2 ' ab(a-b) (a.e b.e )+ (ab)?(a—b) (b%e ae )] (3.29)
By+ /32—4.3 By— /32—4.3
; where a = ¥ , b = ¥
2.B1 2.B1
IfB?—-4.B, <0
swnlt —ewnAt
K(At) = — [ —At — Ty + J_" sin(vV1 — 2 wnAt+6)— - Sln(\/l—s wpAt + 2. 9)] (3.30)
. __ 1-Tgwpcos@ _ V1-¢? _ 1 _ B
: where tan6—7Tgwnsine , tan@ = " ’w”_JB_l , 5—2_\/3_1

3.4.3 Analysis for sine signal

The maximum frequency deviation can be defined in linear function with power deviation of
PV in (3.31) where Ky is slope in Figure 3.17. Parameter K., can be defined from amplitude of
transfer function between frequency deviation and power deviation with the replacement of s by jopy
in (3.32) where wpy corresponds to the PV fluctuation frequency. Parameter Kge in (3.33) depends on
parameters of power system, diesel generator and frequency of power variation (wpy in rad/s).

|Af max| = Ksine- |AP] (3.32)
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Af(jw) (1+Tg(w)).sq (332
APpy(j®)  (2H.Tg.sq).(jw)2+(2.H+Tg.D).sq.(jw)+(sq.D+1) '
S, 1
Ksine = ﬁ'Dleqzwu(nzeqhznleq)wz+1\/(Tngeq)z“’6 + (Ty"Daeq” + Digg® — 2Ty Dygg)* + (T,® + Daeg” — 2. Do) @2 + 1 (3.33)

3.5 Limitation of power deviation diagram

In the next chapter on control strategy for energy storage device, the power deviation of PV is
assumed to be described only with step (At =0) and ramp signals. If the maximal frequency deviation
(Afmax) is chosen and fixed, (3.24) and (3.28) can be turned into (3.34), which defines an analytical
relation between power variation (APy,) and duration of power change (At) for a fixed maximal
frequency deviation. Power deviation of (3.34) is then plotted as a function of fluctuation duration in
Figure 3.22 ; the curve indicates the limitation of power variation to respect limitation on frequency
variation. This limitation line, which depends on parameters of diesel generator and isolated grid, thus
defines the acceptable zone for power deviation of photovoltaic. The area below the limitation line is
defined as the acceptable zone (frequency variation is in the limits). On the other hand, the area above
this line corresponds to an inacceptable zone (with frequency deviations out of limits).

|Ava| = fn(Afmax, K, AL) (3.34)
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Figure 3.22 Limitation on PV power deviations according to maximal frequency deviation
For example, if the maximal acceptable frequency deviation is fixed at 0.2Hz, power deviation

at this frequency deviation can be plotted versus different durations of power change as illustrated in
Figure 3.23.

This limitation diagram in Figure 3.22 will be used in order to define a new control strategy for
energy storage device in order to calculate the reference power of energy storage which will
participate to primary control. This will be the main object of the chapter 5.
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Figure 3.23 Power deviation PV limit for (Af;,,x=0.2Hz)

3.6 Methodology to analyze power system with renewable energy

One of the main questions to be answered is whether an expensive energy storage system should
be installed in isolated grids with intermittent energy to participate to frequency regulation (to
guarantee frequency stability and/or decrease frequency deviation).
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Equations between the maximal frequency deviation (Afmax (pu)) and the amplitude of power
fluctuation (APy,) in (3.24), (3.28), (3.31) have brought some answers to this question. Amplitude of
power fluctuation (APp,) in per unit can be defined as a fraction of percentage of power variation (AP,
(%)) from rated power of PV (Pyy raeq) @and of diesel generator (Sgiesel ratea) iN €quation (3.35). The
proportion between these two rated powers (Ppy rated/Sdiesel rated) COrresponds to the penetration rate of
photovoltaics. The maximal frequency variation according to variation of PV power (Afy.x) should be
smaller than defined acceptable frequency deviation (Afyg) in (3.36). Therefore, from (3.24), (3.28),
(3.31), (3.35), and (3.36), limitations of power deviation can be defined by (3.37). If PV power
variations are assumed as step signals, K¢ is equivalent to K calculated by (3.25) or (3.26). On the
other hand, K¢, equals to K(At) ((3.29) or (3.30)) or K ((3.33)), if power of PV is defined as ramp
signal and sine signal, respectively. Furthermore, the maximal of power penetration can be found by
(3.38) with a fixed percentage of power fluctuation (AP, (%)).

P
|APpy| = APpy(%).5 e (3.35)
diesel rated
|Af max| < |1Af seal (3.36)
P A
APPV(%) PV_rated S | fstdl (337)
diesel rated Keq
Ppy rated |af td|
max(————) = max(P = st 3.38
(Sdiesel,rated) ( PV_pene%) APpy(%).Keq ( )

First analysis concerns the requirement of energy storage system. Methodology of analyze is
proposed by separating situations into two different cases if fluctuations evaluate as sine or step
signals (step signal causes larger frequency deviation than ramp signal). The specifications of system
such as, the droop value, the equivalent inertia, the load damping, the initial power penetration of
photovoltaic and the acceptable frequency deviation, are then defined. The maximal penetration rate of
photovoltaic in equation (3.38) is then calculated where APpv(%) equals to a given value according to
previsions or observations. If the specified power penetration rate is less than the maximal power
penetration one (from (3.38)), then an energy storage should be needless for power system.

In this study, PV power is assumed to be a step signal (the worst case of power fluctuation). The
maximal penetration rate of PV in (3.38) is plotted versus percentage of power fluctuation (APpv(%))
for various acceptable frequency deviations (Afyg) in Figure 3.24 which the coefficient K¢y of step
signal equals to 0.1947 from (3.29) and parameters of system presented in Table 3.1).
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Figure 3.24 Maximal penetration rate of photovoltaic versus percentage of power fluctuation from equation (3.28)
for various acceptable frequency deviations (PV power in step signal and Ky = 0.1947)
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For example, the acceptable frequency deviation (Afgg (pu)) is equal to 1/50 per unit (1 Hz)
and the amplitude of power fluctuation (AP, (%)) is taken equal to 80%. The maximal power
penetration calculated by (3.38) is then equal to 12.84%. If the initial power penetration of
photovoltaic is more than 12.84%, the energy storage is needed but if it is less than 12.84%, the energy
storage should not be installed to guarantee frequency stability.

3.7 Conclusion

Frequency variation according to intermittent energy depends on frequency of power PV
fluctuation (or duration of change), amplitude of power variation of photovoltaic and parameters of
power system. Then, the power system works as a low-pass filter. High fluctuations of photovoltaic
power cause less effects on the system frequency because of the equivalent inertia of the system (sum
of inertia of all rotating machines). On the other side, low frequencies of power fluctuations are
filtered by secondary control of diesel generator. Therefore the secondary control of the diesel
generator acts as a high pass filter. Primary frequency control takes action in medium frequency of
power variation.

A complete analysis of parameter sensitivity on grid frequency has been proposed. Then,
transfer function between the system frequency and the power fluctuation variations permit to define a
critical frequency and cut-off frequencies which impact grid frequency time response. The critical
frequency corresponds to the fluctuation which causes the largest grid frequency variation. In this
study, it is about 0.45 Hz. This frequency depends on the parameters of system, such as the equivalent
inertia and the generator droop value. A load damping constant has less affect to this frequency. Cut-
off frequencies separate low, medium and high frequencies of fluctuations and depend also on all
parameters. From Bode diagram analysis, the low cut-off frequency mainly depends on integral gain
of frequency control of diesel (K;) but the high cut-off frequency mainly depends on equivalent inertia
(H). If the frequency of fluctuation is upper than high cut-off frequency, the power variation causes
less impact on system frequency. Equivalent inertia has large effect on this high frequency region. On
the other hand, the less frequency of fluctuation is the less of frequency deviation when the frequency
of fluctuation is less than low cut-off frequency. In low frequency of fluctuation region, secondary
control brings frequency back to the nominal value. For system without secondary control, this low
frequency region is affected by droop value (primary frequency control) and load damping constant
which defines the steady-state frequency value. Consequently, the medium frequency of the power
fluctuation which is taken by primary frequency control causes the largest frequency deviation.
Critical frequency is also included in this frequency region. Load damping constant, equivalent inertia,
droop value, and time response of diesel generator cause large impacts on frequency deviation.

Study on different time response of PV power fluctuations reveals that power variation in step
and sine signals with critical frequency cause large effects on frequency variations. When the duration
rises up, the frequency deviation falls down. Linear equation between frequency variation and
amplitude of power deviation has been illustrated and analytically defined for each power signal.
Besides, if the frequency deviation is fixed for PV power described by step and ramp signals, the
maximal acceptable power variation can be specified for different durations of change.

Measured or estimated PV power variation that is over this power limitation can define
participation of energy storage to frequency primary control. Furthermore, an analytical relation has
been established defining the maximal PV penetration rate of an isolated grid from maximal frequency
deviation, according to grid parameters.

These results and analytical calculations will be used in Chapter 5 to define new strategies for
energy management of storage devices dedicated to frequency control.
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Chapter 4

Energy storage system modelling and control

4.1 Introduction

According to the analysis of PV power fluctuations in Chapter 2 and the study of their impact
on grid frequency in Chapter 3, energy storage devices seem to be a challenging source to guarantee or
improve frequency performance of an isolated grid with a high penetration rate of intermittency. In the
case of electrochemical or electrostatic storages, the active power of energy storage which participates
in frequency regulation must be controlled via switching functions of an inverter (AC/DC conversion),
with or without a DC/DC converter (of buck-boost type).

Before defining any energy management strategy of energy storage, defining a power reference
for energy storage in the following chapter, the complete system associated to an energy storage
device as batteries or supercapacitors, consisting in a source of energy, a DC/DC reversible converter,
an AC/DC inverter, a AC filter and associated control loops are described and validated with
simulations in this chapter.

4.2 Energy storage system (ESS)

To control the participation of ESS in order to balance the power generation and consumption in
isolated micro power system, it has to be connected to converter and/or inverter. PQ inverter control
and voltage source inverter (VSI) control have been proposed for ESS in islanding mode [14]. Many
possible control strategies have been proposed for ESS, for example, PQ control which fixes active
and reactive power for connected mode, droop control for which power of ESS change according to
frequency variation and droop value, and frequency/voltage control which fixes frequency and voltage
at initial value [20]. The droop and frequency/voltage control seem to be quite compatible with
islanding mode.

Renewable energy source is connected to power system via voltage source converter [103].
Frequency of islanding micro power system is controlled via active power. Current output of inverter
in d-axis is used to control the active power of intermittent source. And current output of inverter in g-
axis is used to control the reactive power which allows us to control voltage output.

The energy storage system can be separated in 3 parts: power source, transmission, and control
part. The energy storage device can be connected to power system via only inverter (AC/DC) as
illustrated in Figure 4.1, in the case where DC voltage is assumed to be constant. The energy storage
can also be connected to power system via converter (DC/DC) and inverter (AC/DC) as presented in
Figure 4.2. The converter and inverter are controlled by their switching function which depends on the
control strategy. Therefore, the proposed energy storage system consists of:

i. Energy storage device
ii. Interfacing energy storage device to power system (Converter, Inverter, and filter)
iii. Frequency control — controller for ESS
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One must paid attention to another component, particularly in the case of frequency regulation:
the PLL (for Phase Lock Loop) which aims to estimate frequency and phase angle of grid voltage,
used for modelling and control of the inverter.
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Figure 4.1 Energy storage device connected to system via inverter, and AC filter
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Figure 4.2 Energy storage device connected to system via DC/DC converter, inverter, and AC filter

AC or DC currents and grid power have to be specified. In our study, when energy storage is in
discharge mode (i.e. injection of active power to the grid), the active power, the output current in d-
axis and the storage current are positive. On the other hand, all values are negative when energy
storage is in charging mode.

4.2.1 Energy storage device

There are many kinds of energy storage technologies such as lead-acid or lithium-ion batteries,
supercapacitors, flywheels, etc. Each type has different characteristics such as specific energy, specific
power, time response, etc. Flywheel and supercapacitor have less time response so they are adapted to
deliver faster power than battery technologies. However, their specific energy is small, so they cannot
supply power for a long period. Selection of energy storage technologies depend on the application
and power variations.

Energy storage device is modeled as a DC voltage source in [14] by assuming that its output
voltage remains constant whatever its state of charge or grid solicitations. However, DC voltage of
energy storage is not constant: it varies along time and depends on output current of energy storage or
State of Charge (SoC). Therefore, two energy storage technologies are studied and modelled in this
thesis: electrochemical batteries with high power density (Li-ion for instance) and supercapacitors.

Taking into account of frequency band-width for which an ESS should be interesting for
primary control, a quasi-static model of battery has been used. This model, presented as an equivalent
electrical circuit in Figure 4.3, consists in a DC voltage source (E,) and its internal resistance (R;). This
model is valid for all batteries technologies with different parameters. DC voltage (E) corresponds to
the open-circuit voltage that depends on accumulated energy or State of Charge (SoC). Internal
resistance (R;) combines all ohmic and faradic losses and depends on SoC, current of charge or
discharge and also, temperature. To simplify the model, the internal resistance (R;) is assumed to be
constant [104]. DC voltage E, is calculated by (4.1) where E, denotes the voltage at full charge in Volt
(V), Q the capacity of battery in Amps.Hour (Ah), K the polarization voltage in Volt (V), and i; the
integral of energy storage current (iny) in (4.2). Each parameter is determined from discharging
characteristics at nominal current.
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Figure 4.3 Equivalent model of Battery
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The supercapacitor is modelled by internal capacitor (Cy), resistance (Rs), series of capacitor and
resistance in parallel (C,//R; and C,//R,) in Figure 4.4 [105]. Voltage output of super capacitor in
(4.3) depends on output current of super capacitor (is;) and elements of equivalent model. In this study,
supercapacitor modelled by internal capacitor (C,), and resistance (Rs) is sufficient for our simulation
in order to simplified model equation. For defining voltage output of super capacitor in (4.3), only first
and second components remain.

ise(t) R, Cy

»T—1—]

Figure 4.4 Model of Super Capacitor

_ isc(s) |, isc(8)Ry , isc(S)Rz
Vsc(s) = Isc(s)Rs + Cos t R Cys+1 + R,C,s5+1 (4-3)

An energy storage device is quite a compatible power source because of its fast time response
and more considerations for local environment. However, its energy can be quite limited. The state of
charge (SOC) of energy storage has to be calculated and managed in control system to check the
availability of its energy.

For batteries, the state of charge is approximated by the quantity of energy which is stored into
the energy storage and depends on its initial capacity (Qo) in Amp-hour as presented in (4.4). The
stored energy is then the integral of the energy storage current (ips).

t .
ftO lbat(t)-dt . 100

S0C(t) = =3
0

(44)
For supercapacitors, the State-of-Charge is also calculated from an approximation of stored
energy, but in this case, the energy depends on the square of internal voltage.

4.2.2 Interfacing energy storage to power system

A power electronic interface is mandatory to connect the energy storage to electrical grid. This
is the transmission part. In some study [65], [106]-[108], energy storage has been connected to
DC/AC inverter directly by assuming that the direct voltage of energy storage is quite constant. The
inverter is used to control the active and reactive powers for grid. This interface may include also a
DC/DC converter to control the current of energy storage and an inverter to control the DC voltage
and reactive power [19]. After AC/DC inverter, signals will be filtered at AC side in order to limit
harmonic distortion, particularly in the case of high penetration of renewable energy. Currents are
finally filtered in order to limit high harmonic distortion, particularly in the case of high penetration of
renewable energy.
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In this study, energy storage is first directly connected to power system via AC/DC inverter
because this system is simple. Then, focus is put on the association of DC/DC and DC/AC converters
because it can be used to control the DC bus voltage and can be applied to any kind of energy storage.
Moreover, this structure is interesting if PV source and different technologies of energy storage are
connected together on the DC bus.

Finally, inverter has to be connected to filter in order to reduce oscillation and harmonic in
voltage and current output of inverter. There are many types of filter such as L, LC, and LCL. Filter
with L or LCL structures are used when output current is controlled. In the case where the system is a
voltage source, a filter LC is appropriate [109].

4.2.2.1 DC/DC interfacing

Equivalent diagram of the buck-boost converter is presented in Figure 4.5. Two IGBT with anti-
parallel diodes are controlled by switching function whose value is between 0 and 1. Voltage input of
boost converter (Vy;) can be calculated by output DC voltage (V) and switching function (ay,). The
output DC current of converter (ls.) depends on storage current input (Ies) and also switching function

(a).

_.;}

Figure 4.5 Model of DC/DC converter [105]

4.2.2.2 DC/AC interfacing

In Figure 4.6, equivalent electric circuit of inverter AC/DC is illustrated. Switches are also
controlled by switching functions (U;, U, and Us) [110]. AC output voltages of inverter (Vs;, Vs, Vs3)
is defined by three switching functions (B1, B2, B3). DC current (l) is a function with AC current
output (ls1, lsp, and lg), and three switching function (B, B2, B3). Furthermore, three phase switching
function, AC voltage, and AC current are transformed into Park representation to be compatible with
controller design in the following topic which control the current output of inverter in d and g axis.
Voltage output in d and g axis Vg, Vsq respectively) are defined by switching functions in d and q axis
(Bg» Bg)- And DC current is a function with switching function in d and q axis (g, Bq) and current in d

and g axis (lsg, lsq)-
Io

Ui, i, vyl

Figure 4.6 Model of AC/DC inverter [110]

All dynamic models of converter and inverter are presented in the following chapter in order to
form state-space representation of ESS.

4.2.2.3 Design of interfacing of ESS

The energy storage system described in Figure 4.2 is designed. This design is assumed to be
also applicable to energy storage system with AC/DC converter only as shown in Figure 4.1. The
converter is connected to energy storage via a resistance (Rg;) and an inductance (L¢;). The inverter is
connected to DC/DC converter via a capacitor (Cq) and a resistance (Ry:). The AC bus of inverter is
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connected to power system via filters RL, LC, or LCL to eliminate high frequencies harmonics. A
filter with only an inductance is not suitable because it needs a PWM frequency of PWM upper than
20 kHz [19]. All parameters are designed base on frequency of PWM 7 kHz in Appendix Il1. Besides,
frequency of PWM 5 kHz and 10 kHz are also be used to design parameters of AC bus in Appendix
I"l.

4.2.3 Control loops of energy storage system

Control architecture consists in three levels of control. The first one corresponds to a high-level
control, which defines the active power reference to limit grid frequency variation. Generally, the
droop frequency control is used to calculate the power reference for energy storage by the variation of
system frequency; which is measured by Phase Lock Loop (PLL).

The secondary level of control consists in regulation of inverter currents in d and q axes to
achieve references. Using the transformation in Park reference frame, the aim of this control loops is
classically to synthesis Pl controllers. The last level of control generates the switching functions to
control state of switches using PWM or Hysteresis.

The DC voltage and the reactive power can also be controlled depends on interfacing between
energy storage and power system. If the energy storage is connected directly to the AC/DC inverter
(called later as the ESS control #1), active power is controlled by switching function in d-axis (Bg) and
reactive power is controlled by switching function in g-axis (By). As having mention earlier, DC
voltage is assumed to be constant.

Energy storage can also be connected to grid via a DC/DC and a AC/DC converters to control
also the DC voltage. In this case, this voltage can be controlled by switching function of DC/DC
converter (called ESS control #2) or by switching function in d-axis (Bg) of inverter (or ESS control
#3). The active power is controlled either by switching function in d-axis (B4) of inverter AC/DC or
switching function of DC/DC converter respectively. The reactive power is always controlled by
switching function in g-axis (Bg).

4.2.4 PLL description

The Phase Lock Loop is an electronic system which is used to measure grid frequency. This
element is very important for our study on frequency stability. Moreover, the angle of system that is
used in Park’s transformation for inverter modelling and control is obtained also with this element.
There are a lot of types of PLL. The classical three-phase PLL or SRF-PLL in Figure 4.7(a) consists of
a PD block that is constituted by a Park-transformation, a low pass filter (denoted LF) which is often a
Pl regulator and a VCO which can be approximated to an integrator for small variations of frequency
[19], [111].
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Figure 4.7 General diagram of classical Phase Lock Loop

4.3  Control system architecture of energy storage system

Control architecture is separated into two parts according to the different interfaces of Energy
Storage (denoted ES) with power electronics converters (DC/DC and AC/DC). In this chapter, control
objectives are to achieve references of active power, AC currents and DC voltage. Three types of
systems have been presented earlier according to the structure of the ESS and the controlled variables
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(ESS control loops #1, 2 or 3). However, these three control systems have two identical parts which
are the droop frequency control and the Phase Lock Loop which are firstly described.

4.3.1 Droop frequency control

If the frequency deviation is negative (e.g. frequency falls under the nominal frequency (50Hz)),
the energy storage supplies active power in a discharging mode. On the contrary, energy is stored
when the frequency deviation is positive (the ESS absorbs thus active power). The droop control of
storage device is presented Figure 4.8.

The active power variation of energy storage is obviously limited to the maximum charging and
discharging powers of the storage device. These powers are commonly related to the rated power of
energy storage, and are assumed to be equal to £Pg na. Currently, the droop characteristic is then
symmetrical according to the rated frequency. However, some asymmetrical curves are also studied in
order to optimize operating costs of ESS.

The normal active power of energy storage is of course equal to zero. The energy storage takes
part in the frequency control only when the frequency is different from the rated value (fo).
Consequently, the reference of storage power (Py) is defined in (4.5), where K denotes its own energy
reserve. This energy is linked to the storage droop (Ss) and the maximal power denoted P max.

4f(Hz)

2*P,

ES_max

=
Charge Discharge
Figure 4.8 Droop characteristic for energy storage

Pes(f) = —Kgs(fF—fp) (4.5)

_ 1 2+PES max
Kes =5 =
es 0

(4.6)

This part can be called the active power reference calculation for energy storage. As the load
power is supposed to be constant, the active power of energy storage is then calculated according to
the variation of PV power.

4.3.2 Energy storage control #1: ES+AC/DC (no control of Vdc)

From Figure 4.9, the Phase Lock Loop (PLL) calculates frequency from measured voltage.
Then, power reference of energy storage is defined by droop frequency control and reference current
in d-axis is calculated by (4.13) without any control of reactive power. Finally, current controller will
define the reference voltage for Pulse Width Modulation (PWM) which generates switching function
to AC/DC inverter.

2 p

- (4.7)
rd _ref 3 -Vrd ES _ref

Measured line currents of inverter are transformed with Park representation in d and g axes;
these transformed currents are then compared to their reference value. Then, a Pl controller calculates
reference voltage in d (Vsq rer) from current error in (4.8) where K and K;; are the proportional gain
and the integral gain of the controller respectively.
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Figure 4.9 Control diagram of energy storage control # 1

Vsd_ref = (K pi + %j(l rd_ref I rd ) (4.8)

Three phase current controller
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Figure 4.10 Closed loop of three phase current control
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It has been supposed that the filter in Figure 4.9 is a RL filter. Therefore, the current in d-axis
can be calculated from output voltage in d-axis of inverter by inductance of filter (L.;) and resistance
of filter (Ry) [109]. Closed loop diagram of current in d-axis is illustrated in Figure 4.10. To define
parameter of PI controller, the closed loop transfer function between current (l,4) and reference current
(Iva_rer) is defined in (4.9). Then, the denominator of closed-loop transfer function (4.9) is compared to
the canonical form of (4.10) when & is the damping constant and ®, signifies time response of this
controller (t, with w,=5/t;). Consequently, parameters of Pl controller are defined in (4.11). In this
study, € is equal to 0.7 and time response of controller of 7ms.

% + 2Ew,5 + WP (4.10)

2
Kpi =2¢w,L,.—R K, =L,.o; (4.12)

ac’

According to the selected parameters of three phase current controller, Figure 4.10 represents
the response of d-axis current with a reference change from 10A to 15A at 1 second. Time response of
current in d-axis in Figure 4.11 presents an overshoot of 16.07A and a settling time of 7ms, which is
identical to the time response of the selected controller.
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Figure 4.11 Time domain response of current of energy storage with step change in reference (P controller)

Design of this energy storage control system is not too complicated because there is only one
controller. Time response of this controller should be selected according to the PWM frequency of
7kHz.

4.3.3 Energy storage control #2: Control V4. by DC/DC and control igq by
AC/DC

This type of energy storage is connected to AC bus via DC/DC converter and AC/DC inverter.
The control architecture of energy storage system becomes more complicated. Indeed, only one
controller as the previous case is insufficient. At least, two controllers are needed: one for the DC/DC
converter and another for the inverter. In this case, the power of energy storage is controlled with the
inverter, as the previous case.

In Figure 4.12, DC voltage is controlled by switching function of DC/DC converter. The DC
voltage control consists in the DC voltage controller, the controller of the energy storage current (lss)
and the local control of switches (PWM). Control of AC/DC inverter or power active control is
equivalent to the energy storage system #1 which has already been designed earlier. Therefore, only
DC voltage control is presented in this section.
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Figure 4.12 Control diagram of energy storage control # 2
4.4.1.1 Internal control loop of storage current
This controller defines voltage reference signal to PWM which generates switching function to
converter. A proportional controller (P controller type) is selected to obtain short time response [109].
Closed loop control of current of energy storage is illustrated in Figure 4.13.
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Figure 4.13 Closed loop system of current of energy storage control

The current of energy storage is calculated from the input voltage of DC/DC, and parameters of
smoothing inductance (Lgs) and the total resistance modelling c