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Zusammenfassung

Wir untersuchen Fragestellungen zu Gitterpunkten und konvexen Körpern
in Adelischer Geometrie der Zahlen (bezüglich Zahlkörpern). Diese Theorie
wurde von Bombieri und Vaaler sowie unabhängig von McFeat für Verallge-
meinerungen von Siegels Lemma etabliert. Letzterer Begriff wird gewöhnlich
für Ergebnisse verwendet, die die Norm von nicht-trivialen ganzzahligen
Lösungen eines Gleichungssystems mit ganzen Koeffizienten beschränken.
Geometrisch gesprochen fragt das Lemma nach kleinen Dilatationen konve-
xer Körper, die nicht-triviale Gitterpunkte enthalten.

Im ersten Teil präsentieren wir Schranken für die sukzessiven Minima eines
0-symmetrischen Konvexkörpers unter der Einschränkung, dass die Gitter-
punkte, die die sukzessiven Minima realisieren, nicht in einer Sammlung von
verbotenen Untergittern enthalten sind. Dies kann als eine inverse Varian-
te von Siegels Lemma aufgefasst werden. Unsere Untersuchungen ergänzen
frühere Resultate von Fukshansky und Gaudron und erweitern Arbeiten zu
verbotenen niederdimensionalen Gittern auf den volldimensionalen Fall so-
wie auf alle sukzessiven Minima.

Die weiteren Teile dieser Arbeit behandeln vorwiegend Probleme in Adeli-
scher Geometrie der Zahlen. Wir beginnen mit einem Kapitel, das den Begriff
der konvexen Hülle im adelischen Raum einführt und sich dann adelischen
Gitterpunktproblemen zuwendet. Hier verallgemeinern wir klassische Zähl-
schranken von van der Corput und Blichfeldt, aber auch neuere Resultate von
Betke et al. sowie von Henze.

Im Anschluss wenden wir uns dem Problem der adelischen Polarität zu und
verallgemeinern klassische Übertragungsprinzipien aus der Geometrie der
Zahlen auf die adelische Situation. Das zentrale Resultat ist hier eine adelische
Version des klassischen Mahlerprodukts der sukzessiven Minima. Dazu führen
wir einen mehr geometrisch motivierten Begriff eines adelisches polaren
Körpers ein, im Vergleich zu einem eher algebraischen Ansatz von Burger und
Rothlisberger in diesen Kontext.

Das letzte Kapitel behandelt adelische Verallgemeinerungen der Überde-
ckungsminima, erstmals von Kannan und Lovász definiert. Weiterhin ver-
allgemeinern wir unsere Resultate zu eingeschränkten sukzessiven Minima
aus dem ersten Teil auf den adelischen Fall. Die bewiesenen Schranken zu ein-
geschränkten sukzessiven Minima ergänzen auch auf diesem Gebiet frühere
Arbeiten von Fukshansky und Gaudron.



Abstract

We study problems concerning lattice points and convex bodies in Adelic
Geometry of Numbers (with respect to number fields). This theory was estab-
lished by Bombieri and Vaaler and independently by McFeat to generalise
Siegel’s Lemma. The latter term is commonly applied to results on bounds on
the norm of non-trivial integral solutions to a system of linear equations with
integral coefficients. In geometric terms, it asks for small dilations of convex
bodies containing non-trivial lattice points.

In the first part, we present bounds on the successive minima of a 0-sym-
metric convex body under the restriction that the lattice points realising the
successive minima are not contained in a collection of forbidden sublattices.
This can be regarded as an inverse variant of Siegel’s Lemma. Our investiga-
tions complement former results by Fukshansky and Gaudron. Furthermore,
we extend previous work on forbidden lower-dimensional lattices to the full-
dimensional case and to all successive minima.

The remaining parts of this thesis deal with problems in Adelic Geometry
of Numbers. We start with a chapter introducing the notion of convex hull
into adele space and focusing on adelic lattice point problems, generalising
classical counting estimates by van der Corput and Blichfeldt and also more
recent results by Betke et al. and by Henze.

Subsequently we turn to the problem of adelic polarity and generalise classical
transference theorems from the Geometry of Numbers to the adelic setting.
The central result here is an adelic version of the classical Mahler product of
successive minima. To this end, we introduce a more geometrically motivated
notion of polarity for adelic convex bodies, compared to the rather algebraic
approach considered by Burger and Rothlisberger in this context.

The last chapter deals with adelic generalisations of the covering minima, first
introduced by Kannan and Lovász. Moreover, we generalise our results on
restricted successive minima from the first part to the adelic case, proving
bounds on restricted adelic successive minima which complement also in
this setting previous work by Fukshansky and Gaudron.
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Introduction

The study of Adelic Convex Geometry of Numbers was originally introduced
by Bombieri and Vaaler [BV83] and independently by McFeat [McF71]. The
theory was established to study generalisations of Siegel’s Lemma.

The term Siegel’s Lemma is generally applied to a collection of results dealing
with the question of bounding the norm of a non-trivial solution to a system
of linear equations. Since Siegel [Sie29] was the first to formally state it in the
following way, it is usually associated with his name. Given a system of linear
equations Ax = 0 with A ∈ Zr×m , rank(A) = r < m, there exists a non-trivial
integral solution x ∈ ker(A)∩Zm \ {0} with

‖x‖∞ ≤
⌊

(m‖A‖∞)r /(m−r )
⌋

,

where ‖·‖∞ denotes the maximum norm, i.e. the maximal absolute value
of the entries of the argument. Notice that ker(A) is an (m − r )-dimensional
subspace of Rm and thus Siegel’s Lemma can be seen as asking for the smallest
edge-length of a cube in R

m , that contains a lattice point from a certain
subspace.

The statement can be proven using the Dirichlet box principle or using el-
ementary tools from the Geometry of Numbers. The basic idea was first
studied by Thue [Thu09].

Siegel’s Lemma has been generalised and applied in various ways. One is
to ask for a full basis of solutions, see e.g. Aliev [Ali08] and Faltings [Fal91].
Another possibility is to allow the coefficients and solutions of the equations
to come from more general domains, e.g. the ring of integers of an algebraic
number field K .

Since the elementary methods for the proof of Siegel’s Lemma fail in a do-
main of the latter kind, the methods from Geometry of Numbers need to be
applied. To this end Bombieri and Vaaler and McFeat introduced the notion
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4 Introduction

of Adelic Geometry over the ring KA of adeles of K . In this framework, the
field K embeds into KA as a discrete submodule and thus plays the role of the
lattice. Given a suitable notion of an adelic convex body C , introduced in Def-
inition 1.2.7, we can ask for small dilations of C that contain field elements,
similar to the cube of smallest edge-length mentioned above.

In recent years a new kind of reverse version of Siegel’s Lemma has been
studied. This line of research was initiated by Lenny Fukshansky [Fuk06a],
and it asks for lattice points of small norm that are not included in a union of
proper sublattices, the restrictions.

The central results of our work focus on both Euclidean and Adelic Geom-
etry. We will introduce both settings in Chapter 1. Chapter 2 is then set in
the Euclidean space, while Chapters 3–5 contain work in Adelic Geometry,
ultimately also generalising our own results of Chapter 2. We now provide an
overview of the contents and structure of this thesis.

Throughout the thesis, we will generalise both classical and also more recent
results from the Geometry of Numbers in Euclidean space. We will also ex-
tend them to the Geometry of Numbers over the ring of adeles of an algebraic
number field. While in both situations we are dealing with compact convex
sets and discrete subspaces or lattices, the two cases are fundamentally differ-
ent. In the classical setting we work in a finite-dimensional vector space over
the field of real numbers R, the second is merely a module over a ring.

One of the core notions in classical Euclidean Geometry of Numbers is that of
the i -th successive minimum λi (C ,Λ) for 1 ≤ i ≤ m of a convex body C with
respect to a lattice Λ. It is the smallest dilation factor λ> 0, such that λ ·C
contains i linearly independent lattice points, i.e.

λi (C ,Λ) := inf
{
λ> 0

∣∣dimR(λC ∩Λ) ≥ i
}

.

Siegel’s Lemma, in its formulation above, can thus be read as bounding
λ1(Cm ,Λ) for the cube Cm = [−1,1]m and the lattice Λ = ker(A)∩Zm . Fuk-
shansky’s problem of restrictions can then be expressed similarly. Given a
convex body C and a lattice Λ as well as some restrictions Λ1, . . . ,Λs , we ask
for a small dilation of C , that contains a point of Λ, which is not contained in
any of the forbidden lattices Λ1, . . . ,Λs .

This is the first topic we consider. Its discussion is the content of Chapter 2,
which constitutes joint work with Martin Henk and has been published pre-
viously as [HT13]. The main result of Section 2.1, complementing previous
work by Fukshansky and Gaudron, then is the following.
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Theorem 2.1.1. Let C ⊂Rm be a convex body and Λ⊂Rm a lattice of rank m
and m ≥ 2. Let further Λ1, . . . ,Λs ⊂Λ be a non-trivial collection of sublattices
with rankΛ j ≤ m −1, 1 ≤ j ≤ s. Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
< 6m−1 detΛ

λ1(C ,Λ)m−2 vol(C )

(
s∑

j=1

1

λ1(C ,Λ j )

)
+ m

√
2m detΛ

vol(C )
.

Supplementing Fukshansky’s original problem, we also consider the case of
full-dimensional restrictions. Our main result for this case is the following.

Theorem 2.2.5. Let C ⊂ Rm be a convex body and Λ ⊂ Rm a lattice of rank
m and m ≥ 2. Let further Λ1, . . . ,Λs ⊂ Λ be a collection of sublattices with
rankΛ j = m, 1 ≤ j ≤ s, such that

⋃s
j=1Λ j 6=Λ. Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
< 2m detΛ

λ1(C ,Λ)m−1 vol(C )

( s∑
j=1

detΛ

detΛ j
− s +1

)
+λ1(C ,Λ) ,

where Λ=⋂s
j=1Λ j .

In both cases, we also provide extensions of the results for several linearly
independent points of Λ outside Λ1, . . . ,Λs .

When dealing with a convex body C and a lattice Λ, it is a natural question to
consider the number ∣∣C ∩Λ∣∣
of lattice points contained in C and to give upper and lower bounds on it,
depending on the body and lattice. Classical results are in terms of the volume
of C , the determinant of Λ or their successive minima. In fact, these bounds
play a central role in the arguments employed in Chapter 2 and Theorem 2.1.1
in particular.

In Chapter 3, we consider this problem in the adelic setting, i.e. the standard
module K n

A of rank n over the adeles KA for a number field K of degree d and
discriminant ∆K . Here, the discrete subset K n will play the role of the lattice
and an adelic notion of a convex body C , following Bombieri and Vaaler, is
introduced. After some preliminary results on the adelic convex hull and
adelic polytopes in Section 3.1, we provide bounds on

∣∣C ∩K n∣∣ in analogy to
classical results by Blichfeldt and van der Corput. The first result is a lower
bound on this number.
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Theorem 3.2.1. Let n ≥ 2 and C be a symmetric adelic convex body, then∣∣C ∩K n∣∣> volA(C )

2nd−1(√|∆K |
)n −1.

We also provide two upper bounds. The first one is valid for arbitrary bodies,
dropping the requirement of symmetry, but with a restriction on the field K .

Theorem 3.3.1. Let K be a totally real number field of degree d = [K :Q]. Let
C be an adelic convex body with dimK (C ∩K n) = n. Then∣∣C ∩K n∣∣≤ (n!)d volA(C )+n .

We also give a symmetric variant for arbitrary K , using a recent result by
Henze [Hen13].

Theorem 3.3.6. Let K be an algebraic number field of degree d and let C be a
symmetric adelic convex body with dimQ(C ∩K n) = nd. Then

∣∣C ∩K n∣∣≤ (nd)!

2nd
Lnd (2)

volA(C )(√|∆K |
)n ,

where Lnd is the (nd)-th Laguerre polynomial, Lnd (x) =∑nd
k=0

(nd
k

) xk

k ! .

Classically, to a convex body C ⊂Rm and a lattice Λ⊂Rm , one can associate
the polar body and the polar lattice

C? := {
x ∈Rm ∣∣〈x, y〉 ≤ 1 ∀ y ∈C

}
and Λ? := {

x ∈Rm ∣∣〈x, y〉 ∈Z ∀ y ∈Λ}
,

where 〈 · , · 〉 denotes the standard scalar product on Rm .

In Chapter 4, we introduce a notion of adelic polarity, that allows us to prove
an adelic version of the Mahler inequality

1 ≤λi (C ,Λ)λm−i+1(C?,Λ?) ≤ m3/2 , 1 ≤ i ≤ m .

We provide the following adelic version for both the upper and lower bound.

Theorem 4.2.1. Let C be an adelic convex body and C? its polar. Let fur-
ther λi (C ) and λ j (C?) (1 ≤ i , j ≤ n) be the successive minima of C and C?,
respectively. Then for 1 ≤ `≤ n

λ`(C )λn−`+1(C?) ≤ (nd)3/2 .
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Theorem 4.2.3. Let K be totally real or a CM-field and let C be an adelic
convex body which is c-symmetric. Let C? be its polar and let λi (C ), λ j (C?)

(1 ≤ i , j ≤ n) be the successive minima of C and C?, respectively.
Then for 1 ≤ `≤ n

1
d
p|∆K | ≤λ`(C )λn−`+1(C?) .

While the above theorems have been previously published in [Thi12], we
conclude Chapter 4 with a new section containing some further transference
results.

The final chapter consists of two parts. In Section 5.1 we deal with an adelic
version of the covering minima µi (C ,Λ), 1 ≤ i ≤ m, which were first intro-
duced by Kannan and Lovász [KL88] and extend the classical covering radius

µ(C ,Λ) = inf
{
µ> 0

∣∣Rm ⊆ (
µC +Λ) }

.

Here we prove the following adelic analogue to their classical result.

Theorem 5.1.2. Let C be an adelic convex body. Then for each j , 1 ≤ j < n,

µ j+1(C ) ≤µ j (C )+ν(K )λn− j (C ) ,

where ν(K ) is a constant depending on the field K .

Finally, in Section 5.2, we generalise the results of Chapter 2 to the adelic
setting, employing the counting estimates of Chapter 3, in particular Theo-
rem 3.2.1. The central result is the following generalisation of Theorem 2.1.1,
complementing previous results by Fukshansky [Fuk06b] and Gaudron [Gau09].

Theorem 5.2.2. Let C be an adelic convex body and L1, . . . ,Ls ⊂ K n linear
subspaces with n j = dimK L j < n. Then

λ1

(
C ,K n \

s⋃
j=1

L j

)≤ 6nd−1 (√|∆K |
)n

3d−1 λ1(C )nd−2 volA(C )

(
s∑

j=1

1

λ1(C ,L j )

)
+2

(√|∆K |
)1/d

nd
√

volA(C )
.

Similar to the classical case of Chapter 2, we extend this result to several lin-
early independent lattice points and discuss the question of full-dimensional
restrictions.
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1

Fundamentals from Geometry

1.1 Geometry of Numbers in Euclidean Space

The classical geometry of numbers is set in the m-dimensional Euclidean
space Rm . In order to keep the thesis self-contained, we start with an intro-
ductory overview of this theory. For a more in-depth discussion and proofs we
refer to [Gru07], especially Sections 21–23. We will provide further references
as needed.

Throughout this section, we state classical results which we later generalise
to the adelic setting as theorems, for easier reference and comparison. We do
however usually omit their proofs.

For a set A ⊆Rm we define the linear hull and affine hull of A as

lin(A) = linR(A) =
{

r∑
i=1

λi ai

∣∣∣∣∣λi ∈R, ai ∈ A,r ∈N
}

affR(A) =
{

r∑
i=1

λi ai

∣∣∣∣∣λi ∈R,
r∑

i=1
λi = 1, ai ∈ A,r ∈N

}

and the convex hull of A as

conv(A) =
{

r∑
i=1

λi ai

∣∣∣∣∣λi ∈ [0,1] ,
r∑

i=1
λi = 1, ai ∈ A,r ∈N

}
.

We further call dimR

(
A

) = dimR

(
affR

(
A

))
the dimension of A. In the same

way linZ(A) consists of all linear combinations of elements of A with integral
coefficients.

By a convex body C ⊂Rm we mean a compact and convex set with non-empty
interior. Standard examples are the unit ball Bm and the unit cube Cm ,

Bm =
{

x ∈Rm
∣∣∣x2

1 + . . .+x2
m ≤ 1

}
and Cm =

{
x ∈Rm

∣∣∣ |x1|, . . . , |xm | ≤ 1
}

.

9



10 Chapter 1 – Fundamentals from Geometry

For a body C , we denote by −C = {−x
∣∣x ∈C

}
its reflection in the origin, and

C is called 0-symmetric if C = −C . The family of all convex bodies will be
denoted by K m and K m

0 are the 0-symmetric bodies. An important subclass
is that of polytopes, the convex hull of a finite number of points. The cube Cm
is one of three prominent examples. The second one is the simplex, which
is the convex hull of m +1 points in general position, i.e. m +1 points whose
affine hull is the whole space. Finally, a body

conv
{±a1, . . . ,±am

}
for linearly independent ai ∈Rm

is known as a generalised cross-polytope. For a convex body C ∈ K r , we
denote by volr (C ) its r -dimensional volume, i.e. its Lebesgue measure. If the
dimension of C is clear from the context or equals m, we usually just write
vol(C ).

A lattice Λ⊂Rm is a free Z-submodule of Rm , i.e. given linearly independent
b1, . . . ,br ∈ Rm , the set linZ

{
b1, . . . ,br

}
forms a lattice of rank r = rankΛ and

every lattice can be written in this way. Therefore Λ= BZm for the matrix B ∈
R

r×m with columns b1, . . . ,br . For a matrix M , we denote by Mᵀ its transpose

and by M−ᵀ its inverse transpose, if it exists. Denote by detΛ=
√

det(BᵀB)
the determinant of Λ. Notice that for full-dimensional Λ, i.e. rankΛ = m,
B ∈ GLm(R) and detΛ= |detB |. The family of all lattices of rank at most m is
denoted by L m . We call a subspace W ⊂Rm a Λ-lattice plane for Λ ∈L m if
W = lin(W ∩Λ).

If (b1, . . . ,br ) with b j ∈Rm is a basis of Λ, then

PΛ =
{ r∑

i=1
αi bi

∣∣∣0 ≤αi ≤ 1
}

is a polytope, the fundamental cell of Λ, with vol
(
PΛ

)= detΛ. Let further

(1.1) Gr(ΛB ) = (
detB j

∣∣B j a r × r submatrix of B = (b1, . . . ,br )
) ∈R(m

r )

be the vector with entries detB j . Then up to the order and signs of the
coordinates the vector is independent of the given basis, as for two bases B1
and B2 of Λ= B1Z

r = B2Z
r , there exists a change-of-basis matrix A ∈ GLm(Z)

with B2 = B1 A and thus B1 and B1 A have the same subdeterminants. By the
Cauchy-Binet formula,

det(Λ) = ‖Gr(ΛB )‖2 =
((

detB1

)2 + . . .+(
detB(m

r )
)2

)1/2
.

Finally, if Λ⊂Zm is a lattice of rank m, then

(1.2) det(Λ) = [
Z

m :Λ
]

,
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the index of Λ in Zm as an abelian subgroup.

Given a convex body C and a lattice Λ in R
m of rank m, the i -th successive

minimum λi (C ,Λ) for 1 ≤ i ≤ m of C with respect to Λ is defined as the
smallest dilation factor, such that λi (C ,Λ) ·C contains i linearly independent
lattice points, i.e.

λi (C ,Λ) := inf
{
λ> 0

∣∣dimR(λC ∩Λ) ≥ i
}

.

Since C is compact and Λ discrete, the infimum is in fact a minimum. Further
λi (C ,Λ) ≤ λ j (C ,Λ) for i < j , and for C ′ ⊆ C and Λ′ ⊆ Λ we obviously have

λi (C ,Λ) ≤ λi (C ′,Λ) and λi (C ,Λ) ≤ λi (C ,Λ′) for all i . Finally, they behave
nicely with respect to dilations, as for γ> 0 we have

λi (γC ,Λ) =λi

(
C , 1

γ
Λ

)= 1
γ
λi (C ,Λ) .

Minkowski’s First Fundamental Theorem on successive minima establishes
an upper bound on the first successive minimum in terms of the volume of a
convex body. More precisely, for C ∈K m

0 and Λ ∈L m with rankΛ= r it may
be formulated as

(1.3) λ1(C ,Λ)r volr (C ∩ linΛ) ≤ 2r detΛ ,

establishing that a convex body of sufficiently large volume, i.e. greater than
2r detΛ, always contains a non-trivial lattice point.

Apart from its importance for the Geometry of Numbers, the theorem also has
applications in classical and algebraic number theory. It can be used to prove,
amongst others, Lagrange’s four squares theorem and Minkowski’s bound on
the discriminant of an algebraic number field.

The theorem can be refined to state Minkowski’s Second Fundamental Theo-
rem on successive minima. For C ∈K m

0 and Λ ∈L m with rankΛ= r

(1.4)
2r det(Λ)

r !
≤λ1(C ,Λ) · · ·λr (C ,Λ) ·volr (C ∩ linΛ) ≤ 2r det(Λ) ,

directly implying the first theorem on account of the monotonicity of the
successive minima. This result and in particular the upper bound is of high
importance in the Geometry of Numbers, being used for many standard
results and also several of our proofs later on.

Denoting by 〈 · , · 〉 the standard scalar product on R
m , we can associate a

convex body C ∈K m with its polar body

(1.5) C? := {
x ∈Rm ∣∣〈x, y〉 ≤ 1 ∀ y ∈C

}
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and a lattice Λ ∈L m of rank m with its polar lattice

(1.6) Λ? := {
x ∈Rm ∣∣〈x, y〉 ∈Z ∀ y ∈Λ}

.

In this context, we call C and Λ the primal body and lattice, respectively. We
have

(
Z

m)? =Zm and B?
m = Bm for the Euclidean unit ball. For general bodies

C ∈ K m , we always have C ⊆ (
C?)? with equality, if 0 ∈ C , as we assumed

dimR(C ) = m. It follows directly from the definition that (AC )? = A−ᵀC? for
A ∈ GLm(R).

A classical inequality, first investigated by Mahler [Mah39] and with an im-
proved upper bound by Banaszczyk [Ban93, Thm. 2.1], is the following trans-
ference result.

Theorem 1.1.1 (Mahler, Banaszczyk). Let C ∈ K m
0 and Λ ∈ L m of rank m,

then for all 1 ≤ i ≤ m

1 ≤λi (C ,Λ)λm−i+1(C?,Λ?) ≤ m3/2 .

The generalisation of this result to the adelic setting will be the topic of
Section 4.2.

We further define the covering radius or inhomogeneous minimum, µ(C ,Λ),
of C ∈K m and Λ ∈L m as the smallest dilation of C , such that the union of
all lattice translates of µ(C ,Λ) ·C covers Rm , i.e.

(1.7) µ(C ,Λ) = inf
{
µ> 0

∣∣Rm ⊆ (
µC +Λ) }

.

Again, as C is compact and Λ discrete, the infimum is in fact a minimum.

One important relation between the successive minima and the inhomoge-
neous minimum of a convex body C ∈K m

0 and a lattice Λ ∈L m of rank m is
given by Jarník’s inequality,

(1.8) 1
2λm(C ,Λ) ≤µ(C ,Λ) ≤ 1

2

(
λ1(C ,Λ)+ . . .+λm(C ,Λ)

)
.

As the covering radius is the smallest γ> 0 such that γC +Λ covers Rm , we
can conversely ask for the biggest γ> 0 such that γC +Λ forms a packing, i.e.
no two lattice translates of γC overlap in the interior:

(1.9)
(
γ(intC )+a

)∩ (
γ(intC )+b

)=; for all a 6= b ∈Λ .

This number is called the packing radius of C with respect to Λ. Thus by
definition, for symmetric C ∈K n

0 and γ≥ 0 the set γC +Λ is a packing, if and
only if

(1.10) γ≤λ1(C ,Λ)/2.
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A sequence of numbers extending the inhomogeneous minimum of a body
C ∈K m and a lattice Λ ∈L m are the covering minima µi (C ,Λ) for 1 ≤ i ≤ m,
introduced by Kannan and Lovász [KL88],

µi (C ,Λ) = inf
{
µ> 0

∣∣µC +Λ intersects every (m − i )-dimensional

affine subspace
}

.

Observe that µm(C ,Λ) = µ(C ,Λ) and, as for the covering radius before, the
infimum is in fact a minimum.

Kannan and Lovász showed that

(1.11) µi (C ,Λ) = sup
{
µ(C |W,Λ|W )

∣∣W is an (m − i )-dimensional

lattice plane
}

,

where C |W and Λ|W are the images of C and Λ under the orthogonal projec-
tion onto W ⊥, the orthogonal complement of W in R

m with respect to the
standard scalar product. They further showed that the supremum is in fact a
maximum. It is well-known, that the orthogonal projection onto a subspace
U ⊆ Rm can be written as PU = A(AᵀA)−1 Aᵀ, where A is any matrix whose
columns form a basis of U and if A is an orthonormal basis of U , this reduces
to PU = A Aᵀ. Conversely, PU = (1m −PU ) is the orthogonal projection onto
U⊥, where 1m is the m ×m-identity matrix. Thus, in our situation, the map
PW is the projection onto W and C |W = PW (C ).

The following Theorem is one of the results of Kannan and Lovász’ paper. We
provide a proof of it here, using the description (1.11) for µi (C ,Λ) instead of
the definition, since this will later help us prove its adelic generalisation in
Section 5.1.

Theorem 1.1.2 (Kannan, Lovász [KL88, Lemma 2.5]). For each j , 1 ≤ j < m,

µ j+1(C ,Λ) ≤µ j (C ,Λ)+ 1
2λm− j (C ,Λ) .

Proof. We start with the case j = m −1. We write λ1 = λ1(C ,Λ) and µm−1 =
µm−1(C ,Λ) for short.

Let w ∈Λ∩λ1 ·C and denote by P the orthogonal projection onto linR(w) and
by P that onto its orthogonal complement, as defined above. Let further V
be the (m −1)-dimensional orthogonal complement of w , i.e. V = P

(
R

m)
. Let

now x ∈ Rm . Then x = P (x)+P (x) with P (x) = x|w ∈ V and P (x) = α ·w for
some α ∈R. Further P (x) ∈µm−1 ·C +Λ by definition of µm−1.
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Now let dαc ∈Z be a closest integer of α, i.e. |α−dαc| ≤ 1
2 , then

x = P (x)+αw = P (x)+dαcw︸ ︷︷ ︸
∈µm−1C+Λ

+ (α−dαc)w︸ ︷︷ ︸
∈1

2λ1C

∈ (
µm−1 + 1

2λ1

)
C +Λ ,

which shows the first case.

For general j let W be a (m − j −1)-dimensional lattice plane. Then by the
first part

µ j+1(C |W,Λ|W ) ≤µ j (C |W,Λ|W )+ 1
2λ1(C |W,Λ|W ) .

Now µ j (C |W,Λ|W ) ≤ µ j (C ,Λ) by definition and λ1(C |W,Λ|W ) ≤ λm− j (C ,Λ),
since the kernel of the projection has dimension m − j −1. Thus we also have

(1.12) µ j+1(C |W,Λ|W ) ≤µ j (C ,Λ)+ 1
2λm− j (C ,Λ) .

But since (1.12) holds for all subspaces W , it also holds for their supremum
µ j+1(C ,Λ).

Kannan and Lovász also proved [KL88, Lemma 2.3]

(1.13) µ1(C ,Λ) = 1

2λ1(C?,Λ?)
.

We note that due to the symmetry of C we have

min
b∈Λ?\{0}

(
max
x∈C

〈b, x〉−min
x∈C

〈b, x〉
)
= min

b∈Λ?\{0}
2 max

x∈C
|〈b, x〉| = 2λ1(C?,Λ?) ,

establishing that µ1(C ,Λ) is the inverse of the so-called lattice width, which
measures the minimal distance between two parallel lattice hyperplanes
touching the body at antipodal points.

Lattice Point Problems

An important quantity is the number of points from a lattice Λ ∈L m of rank
m contained in a convex body C ∈K m ,

(1.14) |C ∩Λ| .

This number has been studied in various ways, see e.g. [GW93] for an intro-
duction. In the following, we will list some important facts and results that
will be used and generalised in this thesis.
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Observe that the number is invariant under linear transformations, since if
Λ= MZ

m for some M ∈ GLm(R), then

(1.15) C ∩Λ= M
(
M−1C ∩Zm)

and
∣∣C ∩Λ∣∣= ∣∣M−1C ∩Zm∣∣ .

We can thus restrict to the case of Λ = Zm and replace C by M−1C when
investigating this number, although we usually state all results for arbitrary
Λ ∈L m .

Classical upper and lower bounds on this number in terms of the volume of
the body C were proved by Blichfeldt and van der Corput.

Theorem 1.1.3 (van der Corput). For C ∈K m
0 and Λ ∈L m of rank m,

|C ∩Λ| ≥
⌊

vol(C )

2m−1 detΛ

⌋
> vol(C )

2m−1 detΛ
−1,

where bxc denotes the integer part of x ∈R.

As the bound expressed in this form is not readily available in the literature,
we provide a short proof.

Proof. Van der Corput’s original result, [GL87, Theorem 1, Sec 6.1], states that
if X ⊂Rm is bounded and Jordan-measurable with vol(X ) > k detΛ, then

(1.16) ∃ x1, . . . , xk+1 ∈ X pairwise different such that xi −x j ∈Λ .

Choose k ∈N0 and 0 ≤ ε < 1 such that vol(C ) = 2m(k +ε)detΛ. By the com-
pactness of C and the discreteness of Λ without loss of generality we may
assume ε > 0. For k = 0 the statement |C ∩Λ| ≥ 1 is trivially true. Other-
wise we apply (1.16) to X = 1

2C and get x1, . . . , xk+1 ∈ X . Let ui = xk+1 −xi for
i = 1, . . . ,k, then ±ui ∈Λ\ {0} are pairwise different and also ui ∈ 1

2C + 1
2C =C

by the 0-symmetry.

Therefore

|C ∩Λ| ≥ 2k +1 ≥ b2(k +ε)c =
⌊

vol(C )

2m−1 detΛ

⌋
.

The second inequality is obvious.

Theorem 1.1.4 (Blichfeldt [GL87, p. 62]). Let C ∈ K m and Λ ∈ L m with
dimR(C ∩Λ) = m. Then

|C ∩Λ| ≤ m!
vol(C )

detΛ
+m .

The bound is sharp for Λ=Zm and simplices of the form conv
{

0,`e1,e2, . . . ,em

}
,

where ` ∈N and e1, . . . ,em are the standard unit vectors.
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The additional requirement on the dimension is necessary, as an axis-parallel
box with very small edge length in one direction can contain a large number
of lattice points, while still having arbitrarily small volume.

Blichfeldt’s inequality has recently been improved for symmetric C ∈K m
0 by

Henze.

Theorem 1.1.5 (Henze [Hen13, (2.4)]). Let C ∈K m
0 and Λ ∈L m with dimR(C∩

Λ) ≥ m. Then

|C ∩Λ| ≤ m!

2m Lm(2)
volm(C )

detΛ
,

where Lm is the m-th Laguerre polynomial, Lm(x) =∑m
k=0

(m
k

) xk

k ! .
The bound is asymptotically sharp for certain cross-polytopes.

Instead of correlating the number of lattice points in C ∩Λ with the volume
of the body C , Betke, Henk and Wills [BHW93] suggested correlating this
number with the successive minima of C with respect to Λ.

They showed, assuming λ1(C ,Λ) ≤ 1,

(1.17) |C ∩Λ| ≥ 2m

m!

(
1− λ1(C ,Λ)

2

)m m∏
i=1

1

λi (C ,Λ)
.

In general the constants cannot be improved. They also gave the following
upper bound, which can be interpreted as replacing the volume of C in
Minkowski’s First Theorem (1.3) with the number of lattice points.

Theorem 1.1.6 (Betke, Henk, Wills [BHW93, (2.1)]). Let C ∈K m
0 of full dimen-

sion and Λ ∈L m of full rank, then

|C ∩Λ| ≤
⌊

2

λ1(C ,Λ)
+1

⌋m

.

The inequality can not be improved.

Betke, Henk and Wills further conjectured and proved for m = 2

|C ∩Λ| ≤
m∏

i=1

⌊
2

λi (C ,Λ)
+1

⌋
.

It was proved by Malikiosis [Mal12a] for m = 3 and for ellipsoids of all dimen-
sions [Mal12b]. Weaker variants for arbitrary bodies include a dimensional
factor cm on the right and were proved by Henk [Hen02] with cm = 2m−1 and
also improved by Malikiosis [Mal10] with cm ≈ 1.644m .
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1.2 Introduction to Adelic Geometry

The main topic of this thesis is the Geometry of Numbers over the ring of
adeles of a number field. We first give an overview of classical results from
algebraic number theory. Following that, we present the generalisation of the
Geometry of Numbers and its embedding into real space.

Background from Algebraic Number Theory

We shall first fix some notation that will be used throughout the thesis. By
K we always denote an algebraic number field, i.e. a finite extension of Q of
degree [K :Q] = d . We further denote by O the ring of algebraic integers of K
and by ∆K its field discriminant.

The following is a short summary of the construction and properties of the
adele ring associated to K . For more details and proofs we recommend the
exhaustive references [Wei95, Ch. IV–V] and [Kna07, Ch. VI].

Every number field of degree d can be embedded into C in exactly d ways.
Some of the images might be real, while complex embeddings always occur
in pairs, where one is the complex conjugate of the other. Denoting by r1
the number of real embeddings and by r2 the number of pairs of complex
embeddings we have d = r1 +2r2.

Example 1.2.1. Our standard example of an algebraic number field will be
Q[

p
2]. Despite the notation we do not view it as a subfield of the real num-

bers. In fact Q[
p

2] ∼= Q[X ]/(X 2 − 2), where (X 2 − 2) is the maximal ideal
generated by X 2 −2 in the polynomial ring Q[X ]. This is a galois extension of
degree 2 of Q. It has two real embeddings, defined by

a +b
p

2 7→ a +b
p

2 ∈R and a +b
p

2 7→ a −b
p

2 ∈R for a,b ∈Q .

The ring of integers is O =Z[
p

2] and the discriminant is ∆Q[
p

2] =
p

8.

Example 1.2.2. An example of a different kind is the field Q[ 3
p

2] of degree 3,
which has the following three embeddings, one with real image and two with
complex images,

a +b
3p

2 7→


a +b 3

p
2

a +b ξ 3
p

2

a +b ξ2 3
p

2

,

where ξ ∈C is a primitive 3rd root of unity. Since ξ2 = ξ, the complex images
are conjugates of one another, but do not coincide. This is possible, as the
extension is not galois.
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Recall that an absolute value is a map | · | : K →R≥0 with

|x| = 0 ⇔ x = 0, |x y | = |x||y | and |x + y | ≤ |x|+ |y |

for all x, y ∈ K . The last condition is known as the triangle inequality, while
the condition

|x + y | ≤ max
{ |x|, |y |} for all x, y ∈ K

is called the strong triangle inequality. An absolute value satisfying the strong
triangle inequality shall be called a non-archimedean absolute value. Oth-
erwise it is an archimedean absolute value. We remark that

{ |n| ∣∣n ∈ N}
is

bounded if and only if | · | is non-archimedean.

We will always exclude the trivial absolute value |x| = 1 ⇔ x 6= 0.

Any absolute value induces a metric and thus a topology on K . If two absolute
values | · |1 and | · |2 induce the same topology, they are called equivalent. This
is the case if and only if there exists an a ∈R with |x|1 = |x|a2 for all x ∈ K . An
equivalence class of absolute values is called a place and we denote by M(K )
the set of all places of K .

Example 1.2.3. For K = Q and p a prime, write x = pe a
b with p −| ab and

a,b,e ∈Z. Then

|x|p = 1

pe

defines the non-archimedean p-adic absolute value on Q. On the other hand

|x|∞ =
{

x , x ≥ 0

−x , x < 0

is the usual archimedean absolute value on Q. None of the above are equiva-
lent and there is no other non-trivial absolute value on Q, up to equivalence.
This result is commonly known as Ostrowski’s Theorem.

Recall that given an absolute value | · |, a sequence (xi )i∈N of elements xi ∈ K
satisfying

∀ε> 0 ∃N ∈N s.t. ∀ i , j > N : |xi −x j | < ε
is called a Cauchy sequence with respect to the given absolute value. Then

C = {
(xi )i

∣∣xi ∈ K , Cauchy sequence
}

is a ring with component-wise addition and multiplication and

N = {
(xi )i ∈C

∣∣ converges to 0
}
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is a maximal ideal in C and thus R =C /N is a field. Mapping x ∈ K to the
constant sequence (x)i ∈R, the field K embeds into R diagonally. We call R

the completion of K with respect to | · |.
Example 1.2.4. The possible completions of the rationals Q are classified by
Ostrowski’s Theorem, see Example 1.2.3.

• The completion of Q with respect to the p-adic absolute value | · |p for a
prime p is the field of p-adic numbers Qp .

• The completion of Q with respect to the usual absolute value | · |∞ is of
course the field of real numbers R=Q∞.

We will therefore refer to a place of Q by a prime p or the symbol ∞. All of
those fields are uncountable, but topologically distinct. For an elementary
introduction to the field Qp of p-adic numbers we refer to [Gou97].

Given a number field K , any absolute value on K restricted to the subfield Q
induces one of the known absolute values (up to equivalence). On the other
hand, any absolute value on Q can be extended to an absolute value on the
field extension K /Q.

To explicitly construct the absolute values, fix a place p of Q (i.e. a prime or
∞) and let f be the irreducible monic polynomial generating the extension,
that is K ∼=Q[x]/( f )Q[x] where ( f ) is the maximal ideal generated by f in the
polynomial ring Q[x], cf. Example 1.2.1 above. Then f will factor over Qp
as f = f1 . . . fr with some polynomials fi that are irreducible over Qp . Every
fi defines a finite extension K(p,i ) of the complete field Qp with a unique
absolute value extending the p-adic absolute value of Qp . Since K embeds
into K(p,i ), this also defines an absolute value on K . See Example 1.2.5 below
for an explicit construction.

We shall write v −| ∞ for non-archimedean places and v | ∞ for the archime-
dean ones. Alternatively we will also speak of finite and infinite places. We
write | · |v for the corresponding absolute value on K .

We shall denote by Kv the completion of K with respect to v as described
above. It is a local field, i.e. a locally compact topological field with respect
to the topology induced by the absolute value | · |v . Further, Kv is a finite
extension of Qv , the completion of Q with respect to the absolute value | · |v
restricted to Q.

For v −| ∞, the field Kv is the field of fractions of an integral domain Ov with
a unique maximal ideal mv . Furthermore, this ideal is generated by some
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ωv ∈ Ov , i.e. mv = ωvOv . The ring Ov is the ring of integers of Kv and the
field Kv has a local discriminant Dv . We can also think of Ov and mv in the
topological sense, i.e.

Ov = {
x ∈ Kv

∣∣ |x|v ≤ 1
}

and mv = {
x ∈ Kv

∣∣ |x|v < 1
}

.

Then every fractional ideal J⊂ Kv can be realised as J=mα
v =ωαv Ov for some

α ∈Z. This implies that, despite their descriptions, Ov and mv are both open
and closed. Finally, the group of units of Ov is then

O∗
v = {

x ∈ Kv

∣∣ |x|v = 1
}=Ov \mv .

The connection between prime ideals and absolute values is given by discrete
valuations. A discrete valuation of K is a map v : K →Z∪ {∞ } with

v(x) =∞⇔ x = 0, v(x y) = v(x)+ v(y) and v(x + y) ≥ min
{

v(x), v(y)
}

.

We now fix some prime ideal P0 ⊂ O . For any a ∈ K \ {0} there exist prime
ideals P1, . . . ,Pr ⊂O such that the (fractional) principal ideal aO has a unique
factorisation (up to order)

aO =P
e0
0 ·Pe1

1 · · ·Per
r , where ei ∈Z and possibly e0 = 0.

Using this decomposition, we set vP0
(a) = e0 for all a ∈ K , and thus define a

discrete valuation vP0
: K →Z∪ {∞ }.

Now for a prime ideal P⊂O and a prime p ∈Z such that e = vP(p) 6= 0,

|a|P = p−vP(a)/e

defines an absolute value on K . Moreover, this absolute value coincides with
the p-adic absolute value on Q, as |p|P = p−vP(p)/e = p−e/e = p−1. All non-
archimedean absolute values on K are equivalent to one of this form and
for a fixed prime p, the possibilities of extending | · |p to K correspond to the

factors of pO =P
e1
1 · · ·Per

r into prime ideals.

Thus every prime ideal P⊂O corresponds to a place v of K . We write v | p,
if e = vP(p) 6= 0, that is P is a factor of pO , and we have |ωv |v = p−1/e . Locally
the extension | · |v of | · |p is given by

|a|v = d
√

|NKv /Qp
(a)|p ,

where NKv /Qp
is the field norm of Kv over Qp , i.e. NKv /Qp

(a) is the determinant

of the Qp -linear map ma : Kv → Kv , given by multiplication with a ∈ Kv .

We will always assume that our absolute values are normalised in this way,
that is for v | p we have |x|v = |x|p for x ∈ Q. This normalisation is also
possible for p =∞.
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Example 1.2.5. We continue our Example 1.2.1, K = Q[
p

2]. For the archi-
medean absolute value | · |∞ on Q we get two possible extensions to K given
by

|a +b
p

2|1 = |a +b
p

2| and |a +b
p

2|2 = |a −b
p

2| .
For an odd prime p, 2 is a square in Qp if and only if p2 ≡ 1 mod 8.

Thus if p2 ≡ 1 mod 8, there are two possible extensions of | · |p to K , given by

|a +b
p

2|1 = |a +bγ| and |a +b
p

2|2 = |a −bγ| ,

where γ is root of 2 in Qp , i.e. a solution of X 2 −2 = 0.

For p odd and p2 6≡ 1 mod 8, the unique extension of | · |p to K is given by

|a +b
p

2|p = |a2 −2b2|1/2
p .

For the case p = 2, note that the ideal 2O = (
p

2O )2 splits and therefore, there
is exactly one extension of | · |2 to K , as in the previous case.

We can now define the adele ring KA of K as the restricted direct product of{
Kv

∣∣v ∈ M(K )
}

with respect to
{
Ov

∣∣v ∈ M(K )
}
, i.e.

KA = {
(xv )v∈M(K )

∣∣xv ∈ Kv , all but finitely many xv ∈Ov

}
.

We then take K n
A to be the standard module of rank n over KA, i.e. the n-fold

product of adeles.

For any v ∈ M(K ) let dv = [Kv :Qv ] be the local degree. Then for all primes
p ∈Z

(1.18) d = ∑
v | p

dv and d = ∑
v |∞

dv .

We also have the product formula

(1.19)
∏

v∈M(K )
|a|dv

v = 1

for all non-zero a ∈ K . For K =Q this can be easily seen, as |a|p is the inverse
p-power of the prime p contained in a ∈Q and thus (1.19) reduces to∏

p prime
|a|p = |a|−1

∞ .
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This extends to any field K by our normalisations above. Finally

(1.20)
∏

v −|∞
|Dv |v = |∆K |−1 .

For any fractional ideal J⊂ K there is a map a : M(K ) →Z such that J can be
written as

(1.21) J= ⋂
v −|∞

(K ∩ma(v)
v ) ,

where almost all a(v) = 0, and mv is the unique maximal ideal in Ov .

The general linear group GLn(KA) consists of elements of the form

A = ∏
v −|∞

Av ×
∏

v |∞
Av

where Av ∈ GLn(Kv ) for all v and Av ∈ GLn(Ov ) for almost all v −| ∞. We write

Aᵀ = ∏
v∈M(K )

Aᵀ
v and |det A|A =

( ∏
v∈M(K )

|det Av |dv
v

)1/d

.

If A ∈ GLn(K ), then by the product formula (1.19), |det A|A = 1.

Adelic Geometry

The Theory of Adelic Geometry of Numbers was first introduced indepen-
dently by Bombieri and Vaaler [BV83] and MacFeat [McF71], see also [BV84].
For more details and proofs of the following see e.g. [BG06, Appendix C].

Of course, K can be identified with its image under inclusion K ,→ Kv for any
place v , as described above. Furthermore, using this embedding for every
place, K can also be identified with its image under the diagonal embedding
K ,→ KA. We will usually not distinguish between these copies of K .

Now the inclusion K ,→ KA is discrete, i.e. any two a,b ∈ K can be separated
by disjoint open neighbourhoods Ua ,Ub ⊂ KA of a and b, respectively. On the
other hand, the set KA/K is compact. The same holds of course for K n ⊂ K n

A

and K n
A/K n . We can therefore think of a subspace W ⊆ K n of dimension ` as

a rank-`-lattice in K n
A.

Remark 1.2.6. We mention the trivial but rather advantageous fact, that a set{
x1, . . . , x`

}⊂W of linearly independent vectors of an `-dimensional subspace
W , i.e. a rank-`-lattice in K n

A, forms a basis of W ⊆ K n . This is of course not
true for linearly independent points of a lattice in Euclidean space.
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On the other hand, up to isomorphism, there is only one vector space of di-
mension n over K , that is K n . Because of this, we will almost always fix K n

as the lattice. This also means that there are no full-dimensional strict adelic
sublattices of K n .

We shall now define our notion of convexity. As mentioned above, any Ov -
module Cv is in fact free and thus of the form Cv = A−1

v On
v for some matrix

Av ∈ GLn(Kv ), which is unique up to elements of GLn(Ov ). On the other hand
Ov is the unit disc of Kv . This motivates the following definition, where we
think of Ov as convex, even though topologically it is not connected.

Definition 1.2.7. For each v −| ∞ let Av ∈ GLn(Kv ) such that Cv = A−1
v On

v ,
where Av is the identity for all but finitely many v . For v | ∞ let Cv ⊂ K n

v be
a 0-symmetric compact convex body with non-empty interior in K n

v
∼=Rn or

K n
v
∼=Cn ∼=R2n , respectively. Then the set

C = ∏
v −|∞

Cv ×
∏

v |∞
Cv = ∏

v −|∞
A−1

v On
v × ∏

v |∞
Cv

is called a symmetric adelic convex body. Unless stated otherwise, we assume
all adelic convex bodies to be symmetric and thus refer to them simply as
adelic convex bodies. If necessary, we denote C∞ =∏

v |∞Cv . As Cv is com-
pact for all v ∈ M(K ) and Cv = On

v for almost all v −| ∞, C is itself compact
and thus C ∩K n is a finite set.

Example 1.2.8. Let Λ= MZ
n ⊂Rn be a rational lattice, i.e. M ∈ GLn(Q). And

let C∞ ⊂Rn be a 0-symmetric convex body. By the inclusion Q ,→Qp , we can
think of M ∈ GLn(Qp ) for all primes p.

Then
C = ∏

p prime
MZ

n
p ×C∞

is a convex body in Qn
A and conversely every adelic convex body in Qn

A corre-
sponds to a lattice and convex body in Rn . We will see the case for arbitrary
K later in the section on embedding, page 26.

Remark 1.2.9. Please note that our definition of symmetric adelic convex bod-
ies agrees with the one by Bombieri and Vaaler [BV83, p. III.1] and by Gaudron
[Gau09], but is slightly weaker than the one by McFeat [McF71, p. 4.2]. In fact,
McFeat defines convexity not for each finite place v −| ∞ individually, but for
the space K n

p = ∏
v | p K n

v , where p is a prime. In fact, our bodies are convex
in McFeat’s sense, but his notion is more general for ramified primes. Since
the space K n

p does not play a role in our investigations, we restrict to the more
widely used definition above.
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For some results we need a stronger requirement on the symmetry of the
adelic convex body than the one of Definition 1.2.7, which just mirrors the
Euclidean case, i.e. C =−C .

Definition 1.2.10. Let C =∏
v∈M(K ) Cv be an adelic convex body and let v −| ∞

be a complex place of K . Then Cv is c-symmetric if

αCv =Cv for all α ∈C with |α| = 1,

extending the usual symmetry condition for α ∈ {−1,1} ⊂R to complex space.
An adelic convex body is then c-symmetric, if and only if, for all complex
places v −| ∞, the local convex body Cv is c-symmetric.

Example 1.2.11. We now define two adelic bodies, that will play an important
role later on. For a fixed field K , let

BA = ∏
v −|∞

On
v × ∏

v |∞

{
x ∈ K n

v

∣∣∣ (
|x1|2v + . . .+|xn |2v

)1/2 ≤ 1
}

and

CA = ∏
v −|∞

On
v × ∏

v |∞

{
x ∈ K n

v

∣∣∣ max
{ |x1|v , . . . , |xn |v

}≤ 1
}

be the adelic unit ball and adelic unit cube.

The ring KA also has a Haar measure, which can be described as follows.

For v −| ∞ the field Kv has itself a unique local Haar measure volv , which we
normalise to volv (Ov ) = 1, then volv (αOv ) = |α|v or conversely |x|v ≤ volv (J)
for x ∈ J, a fractional ideal in Kv .

For v | ∞ real let volv be the usual Lebesgue measure.

For v | ∞ complex let volv be the usual Lebesgue measure multiplied by 2,
volv

({
x ∈C ∣∣ |x| ≤ 1

})= 2π. We benefit from this normalisation later, e.g. (1.28).

We now get a Haar measure on K n
v by taking the n-fold product measure.

Then volv (AvCv ) = |det(Av )|v ·volv (Cv ) for some measurable Cv ⊂ K n
v and a

matrix Av ∈ GLn(Kv ).

Now let
volA = ∏

v∈M(K )
volv

be the Haar measure or adelic volume on KA or K n
A, respectively. Notice that

by construction, the measure of an adelic convex body will always be a finite
product, as for almost all v we have volv (Cv ) = 1. Finally, cf. [BV93, p. 205],

volA(AC ) = |det A|dA volA(C )
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for any measurable set C and A ∈ GLn(KA).

We remark, that the above normalisation is chosen in precisely that way
in which the compact quotient of KA with respect to our discrete subset
K ⊂ KA can be shown to have measure

√|∆K |, i.e. volA(KA/K ) =√|∆K |. Some
authors, e.g. Bombieri and Vaaler [BV83], normalise it to volA(KA/K ) = 1
instead.

Example 1.2.12. For the bodies BA and CA from Example 1.2.11 we get

volA(BA) = År1
n 2nr2Å

r2
2n and volA(CA) = 2nr1 (2π)nr2 ,

where Åm is the volume of the m-dimensional Euclidean unit ball and r1 the
number of real and r2 the number of complex places of K , since the infinite
parts of the bodies are real balls or cubes of the respective dimensions and
edge-lengths and thus the product follows immediately from the definition of

volA. We note that Åm = πm/2

Γ( m
2 +1) for the gamma function Γ(z) = ∫ ∞

0 e−t t z−1 dt .

For (xv )v ∈ K n
A we define the scalar multiple (yv )v =λ(xv )v for λ ∈R+ by

yv :=
{

xv , if v −| ∞ ,

λxv , if v | ∞ .

Definition 1.2.13. The i -th successive minimum of the adelic convex body C
with respect to the linear subspace L ⊆ K n is

λi (C ,L) = inf
{
λ> 0

∣∣∣ dimK

(
C ∩L

)≥ i
}

for 1 ≤ i ≤ n. We write λi (C ) = inf
{
λ > 0

∣∣ dimK

(
C ∩K n)≥ i

}
for short. Ob-

serve that for any L we have by construction λi (C ,L) ≤λ j (C ,L) for i ≤ j and

λi (C ,L) ≤λi (C ′,L) for C ′ ⊆C and all i .

On account of Example 1.2.8, for K =Q this reduces to the classical case.

Bombieri and Vaaler proved the following adelic variant of Minkowski’s sec-
ond theorem (1.4).

Theorem 1.2.14 (Bombieri-Vaaler [BV83], (McFeat, Thunder [McF71; Thu02])).
Let C be an adelic convex body which is c-symmetric, i.e. satisfies the additional
requirement at the complex places, Definition 1.2.10. Then

(1.22)
2ndπnr2

(n!)r1 ((2n)!)r2
≤λ1(C )d · · ·λn(C )d ·volA(C ) ≤ 2nd (√|∆K |

)n .

The condition of c-symmetry is only required for the lower bound.
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Just as in the classical Euclidean setting, we can define the inhomogeneous
minimum of an adelic convex body.

Definition 1.2.15. The inhomogeneous minimum of an adelic convex body C
is

µ(C ) := inf
{
µ> 0

∣∣∣K n
A = ⋃

ζ∈K n

(
µC +ζ)} .

We further define the adelic field constant

(1.23) ν(K ) =µ(B1
A) ,

where B1
A is the 1-dimensional adelic unit ball of Example 1.2.11. Note that

ν(K ) depends only on K . The constant can be interpreted as expressing how
good an algebraically integral point can be approximated by an arbitrary field
element for all archimedean places simultaneously. In particular, ν(Q) = 1

2 , as
the distance from any real number to the nearest integer is at most 1

2 .

We will calculate ν(Q[
p

2]) = 1+p2
2 in Example 1.2.17 below.

For a general field K , O’Leary and Vaaler [OV93, Thm. 6] showed, if K 6∼=Q[i]
and K 6∼=Q[

p−3], then

ν(K ) ≤ 1

2

(
2

π

)r2 ∣∣∆K

∣∣1/2

and

ν(Q[i]) = 1p
8

∣∣∆Q[i]

∣∣1/2 and ν(Q[
p−3]) = 1

3

∣∣∆Q[
p−3]

∣∣1/2 .

They also proved the adelic variant of Jarník’s inequality, cf. [OV93, Thm. 5].
Let C be an adelic convex body, then

(1.24) 1
2λn(C ) ≤µ(C ) ≤ ν(K )

(
λ1(C )+ . . .+λn(C )

)
.

As before, for K =Q and with ν(Q) = 1
2 , (1.24) reduces to the classical result

(1.8).

Embedding into Euclidean space

Denote by σi , 1 ≤ i ≤ r1, the embeddings of K into R and by σr1+i =σr1+i+r2
,

1 ≤ i ≤ r2, the pairs of embeddings of K into C, so d = r1 +2r2. We call K
totally real, if r2 = 0, and we call K a CM-field, if it is a quadratic extension of
a totally real field with r1 = 0.
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While Q[
p

2] is of course totally real, examples of CM-fields are Q[
p−3] and

Q[i] and in fact Q[ζk ] for any primitive k-th root of unity ζk . The field Q[ζk ] is
an imaginary quadratic extension of the totally real field Q[ζk +ζ−1

k ].

If K is a CM-field, there exists a unique non-trivial automorphism τK of K ,
such that σ(τK (x)) = σ(x) for any embedding σ : K → C, where · denotes
complex conjugation in C, cf. [BL78]. Then

ι : x 7→ (
σ1(x), . . . ,σr1

(x),σr1+1(x), . . . ,σr1+r2
(x)

)
and

ι : x 7→ (
σ1(x), . . . ,σr1

(x),σr1+1(x), . . . ,σr1+r2
(x)

)
are embeddings of K into K∞ =∏

v |∞ Kv .

There is a canonical isomorphism ρ : K∞ →R
d with

(1.25)
ρ
(
x1, . . . , xr1

, xr1+1, . . . , xr1+r2

)=(
x1, . . . , xr1

,R(xr1+1),I(xr1+1), . . . ,R(xr1+r2
),I(xr1+r2

)
)

.

Here R and I denote real and imaginary parts, respectively.

Together we get a map (ρ ◦ ι) : K ,→ R
d , that sends a field element to the

vector whose entries are the images under the real and complex embeddings,
splitting the latter points into real and imaginary part,

x 7→ (
σ1(x), . . . ,σr1

(x),R(σr1+1(x)),I(σr1+1(x)), . . . ,R(σr1+r2
(x)),I(σr1+r2

(x))
)

.

In the rank-n-case let K n
∞ =∏

v |∞ K n
v ,

ιn := (σn
1 , . . . ,σn

r1
,σn

r1+1, . . . ,σn
r1+r2

) : K n → K n
∞ , ιn respectively,

where the σi act component-wise. Similarly ρn : K n
∞ → R

nd . To simplify
notation, we usually write ρ and ι instead of ρn and ιn .

Let C be an adelic convex body and define

(1.26) M := ⋂
v −|∞

(
Cv ∩K n)= ⋂

v −|∞

(
(AvOn

v )∩K n)
,

which is the O-lattice in K n containing all points that lie in all finite factors of
C and thus in some dilate of C , see also Example 1.2.16 below.

In fact, by [Thu02, Lemma], ρ(ι(M)) ⊂Rnd is a lattice of full rank and deter-
minant

(1.27) det(ρ(ι(M))) =
(
2−r2

√|∆K |
)n∏

v −|∞ volv (Cv )
.
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Due to our normalisations above, we then get

volnd

(
ρ(C∞)

)= 2−r2n ∏
v |∞

volv (Cv )(1.28)

= volA
( ∏

v −|∞
Cv ×

∏
v |∞

Cv

)
· det

(
ρ(ι(M))

)(√|∆K |
)n ,

where volnd is the Lebesgue measure on Rnd .

Denote by λ̂i

(
ρ(C∞),ρ(ι(M))

)
, 1 ≤ i ≤ nd , the classical successive minima of

the body ρ(C∞) with respect to the lattice ρ(ι(M)). Then

(1.29) λ̂i

(
ρ(C∞),ρ(ι(M))

)= inf
{
λ> 0

∣∣∣ dimQ(C ∩K n) ≥ i
}

for i = 1, . . . ,nd . This follows directly from the definitions, as ρ is a Q-linear
map and injectively maps K n into Rnd .

We further have for `= 0, . . . ,n −1,

(1.30) λ`+1(C ) ≤ λ̂`d+1

(
ρ(C∞),ρ(ι(M))

)
.

This is a direct consequence of (1.29). Let x1, . . . , x`d+1 be linearly independent
over Q and assume that xi1

, . . . , xi`
is a selection of ` points that are linearly

independent over K . Then

dimQ

(
linK (xi1

, . . . , xi`
)
)≤ `d ,

showing that there must be another point xi`+1 that is K -linearly independent
from the first ` points.

Example 1.2.16. Let K =Q[
p

2] and n = 2. We define a adelic convex body C
locally, i.e. for each place. For v −| ∞ let Cv =O2

v and for v | ∞ let Cv = [−1,1]2.
Thus M=⋂

v −|∞O2
v =O2 and C∞ = [−1,1]4. Now if (a+b

p
2,c +d

p
2) ∈C \{0},

then a +b
p

2,c +d
p

2 ∈O and thus

NK /Q

(
a +b

p
2
)= ∣∣a2 −2b2∣∣ , NK /Q

(
c +d

p
2
)= ∣∣c2 −2d 2∣∣≥ 1.

On the other hand, by definition of the infinite parts of C ,∣∣a +b
p

2
∣∣, ∣∣a −b

p
2
∣∣, ∣∣c +d

p
2
∣∣, ∣∣c −d

p
2
∣∣≤ 1

and this combined∣∣a +b
p

2
∣∣= ∣∣a −b

p
2
∣∣= ∣∣c +d

p
2
∣∣= ∣∣c −d

p
2
∣∣= 1
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or a +b
p

2,c +d
p

2 ∈O∗, implying a =±1, c =±1 and b = d = 0 and therefore

C ∩K 2 = { (0,0), (±1,0), (0,±1), (±1,±1)} .

So obviously λ1(C ) = λ2(C ) = 1. Due to the description (1.29), as (±1,0)
and (0,±1) are also Q-linearly independent, we have λ̂1

(
ρ(C∞),ρ(ι(M))

) =
λ̂2

(
ρ(C∞),ρ(ι(M))

)= 1, but obviously λ̂3

(
ρ(C∞),ρ(ι(M))

)> 1.

As another example, define the adelic body D by Dv = O2
v for v −| ∞ and

Dv = [−1
2 , 1

2

]× [−p2,
p

2
]

for v | ∞. Then

D ∩K 2 = {
(0,0), (0,±1), (0,±p2)

}
,

as NK /Q

(
c +d

p
2
) = ∣∣c2 −2d 2∣∣ ≤ 2 has no other integral solution than c,d ∈

{0,±1} and
∣∣1+p

2
∣∣>p

2. Therefore we get

λ1(D) = 1p
2

, λ2(D) = 2

as we need to dilate with 2 to reach (±1,0). But since (0,±1) and (0,±p2) are
linearly independent over Q, we have

λ̂1

(
ρ(C∞),ρ(ι(M))

)= 1p
2

, λ̂2

(
ρ(C∞),ρ(ι(M))

)= 1, λ̂3

(
ρ(C∞),ρ(ι(M))

)= 2.

These connections between the adelic setting and the situation we get af-
ter the embedding into K∞ are used by Thunder [Thu02, p. 256] and Gau-
dron [Gau09, (12)]. In fact it is also known as the Minkowski-embedding and
has applications in algebraic number theory, e.g. Minkowski’s discriminant
theorem. The construction above reduces to Example 1.2.8 for K =Q.

As ι injects K n into K n
∞ and ρ identifies the latter with Rnd , we also have the

following direct connection between the adelic inhomogeneous minimum
µ(C ) and that of the embedded body and lattice,

(1.31) µ(C ) = µ̂(
ρ(C∞),ρ(ι(M))

)
.

Here µ̂
(
ρ(C∞),ρ(ι(M))

)
is the classical inhomogeneous minimum, (1.7), of

the body ρ(C∞) and the lattice ρ(ι(M)). To see the equality, observe that
to compute the number γ on the left, we have to cover K n

∞ by copies of
γC∞ with the sections of the K n-translates of γC in K n

A corresponding to the
finite places. These are exactly the translates of γC∞ by ι(M). Applying the
isomorphism ρ, we see that this is precisely the number on the right.
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Example 1.2.17. Let again K =Q[
p

2] and consider the embedding into R2.
Figure 1.1 shows the lattice ρ(ι(Z[

p
2])) in R

2 and four copies of the dilate

of C∞ = [−1,1]2 by 1+p2
2 , translated to ρ(0) = (0,0), ρ(1) = (1,1), ρ(

p
2) =

(
p

2,−p2) and ρ(1+p
2) = (

p
2+1,1−p

2).

Evidently, this dilation of the square corresponds to a covering of R2 and any

smaller dilation does not. Thus ν(K ) = 1+p2
2 .

ρ(0)

ρ(1)

ρ(
p

2)

ρ(1+p
2)ρ

(
[−ν(K ),ν(K )]2)

Figure 1.1: ν
(
Q[

p
2]

)

The Notion of Heights

We conclude our preliminary overview with a very brief introduction to the
theory of heights. Heights are an important tool in Diophantine Geometry,
and many results and generalisations in connection with Siegel’s Lemma use
this language, since, by a famous result of Northcott [Nor49], bounding a
height on K n defines a finite set similar to our adelic convex bodies. Heights
do however allow a unified approach, using the same language also for func-
tion fields and varieties or quaternion algebras. The theory has been used to
study questions similar to those we consider in this thesis only for number
fields in more generality and for all global fields in the works of Fukshan-
sky [Fuk06b; Fuk10], Fukshansky and Henshaw [FH13], Gaudron [Gau09],
Gaudron and Rémond [GR12; GR13]. For an in-depth introduction to the
theory of heights, we recommend the book by Bombieri and Gubler [BG06].

Definition 1.2.18. We define the following norms on K n
v : For all v ∈ M(K ) let∣∣(x1, . . . , xn)

∣∣
v = max

{ |x1|v , . . . , |xn |v
}
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and for v | ∞ we also define the standard `2-norm∥∥(x1, . . . , xn)
∥∥

v =
(
|x1|2v + . . .+|xn |2v

)1/2
.

This allows us to define the height

H(x) =
( ∏

v −|∞
|x|dv

v × ∏
v |∞

‖x‖dv
v

)1/d

for x ∈ K n .

We can also define an alternative height, using the maximum norm at the
infinite places,

H(x) =
( ∏

v −|∞
|x|dv

v × ∏
v |∞

|x|dv
v

)1/d

for x ∈ K n .

Heights are projective in the sense that on account of the product formula
(1.19), we have H(ax) = H(x) and H(ax) =H(x) for all x ∈ K n and a ∈ K \ {0}.
Furthermore, using the equivalence of the `2- and max-norms, the two
heights are also equivalent, i.e.

1 ≤H(x) ≤ H(x) ≤p
nH(x) .

Let x ∈ On . Then H(x) ≤ 1 if and only if x is contained in the adelic unit
ball BA, and H(x) ≤ 1 if and only if x is contained in the adelic unit cube
CA. Conversely for y ∈ BA we always have H(y) ≤ 1 and also H(z) ≤ 1 for
z ∈ CA. For the purpose of this thesis, it suffices to consider only the height
H . Notice that for general x ∈ K n with H(x) = 1, there might be a v ∈ M(K )
with ‖x‖v or |x|v arbitrarily large, e.g. let p be a prime and z ∈Z and consider(
pz , pz) ∈ Q2, then H

(
pz , pz) = 1 on account of the product formula (1.19),

but
∣∣(pz , pz)∣∣

p = p−z and
∣∣(pz , pz)∣∣∞ = pz , one of which is large and the

other small. Using the projectivity of H , one might try finding a a ∈ K with
H(ax) = 1 and ‖x‖v , |x|v ≤ z for all v ∈ M(K ) and some constant z ≥ 1, e.g.
a = 1,z= p |z| in the example above. This is however non-trivial in general, if
O is not a principal ideal domain.

We can also define the height of a subspace L ⊆ K n . Let b1, . . . ,br be a basis
of L and similar to (1.1) let

(1.32) Gr(L) = (
detB j

∣∣B j a r × r submatrix of B = (b1, . . . ,br )
) ∈ K (n

r )

be the vector with entries detB j . Then the height of Gr(L) is again inde-
pendent of the chosen basis and thus we call H(L) = H(Gr(L)) the height of
L.



32 Chapter 1 – Fundamentals from Geometry

A more general notion is that of twisted heights introduced by Roy and
Thunder [RT96]. They also play an important role in the work of Rothlis-
berger [Rot10] and have a much closer connection to our approach to Adelic
Geometry than the general definition.

Definition 1.2.19 (Roy-Thunder). Let A ∈ GLn(KA), then the twisted height of
x ∈ K n is defined as

HA(x) =
( ∏

v −|∞
|Av (x)|dv

v × ∏
v |∞

‖Av (x)‖dv
v

)1/d

.

Observe that HI (x) = H(x) for the identity I . For general A ∈ GLn(KA),
by [RT96, Proposition 4.1], there exist constants C1,C2 ∈R, depending only on
A, such that C1H(x) ≤ HA(x) ≤C2H(x) for all x ∈ K n .

We can define successive minima also in terms of twisted heights.

Definition 1.2.20. For any A ∈ GLn(KA) and any i ∈Z with 1 ≤ i ≤ n we define
the i -th successive minimum in terms of heights as

λ̃i (A) = inf
{
λ> 0

∣∣∃x1, . . . , xi ∈ K n lin. indep. over K s.t. HA(x j ) ≤λ for all j
}

.

To avoid confusion, when necessary we refer to the successive minima of
Definition 1.2.13 as successive minima in terms of dilations. The two notions
are related, as we will see below.

Let C =∏
v −|∞ A−1

v On
v ×∏

v |∞Cv be an adelic convex body, and consider v | ∞.

We denote by Bv the unit ball with respect to the `2-norm on R
n or Cn ,

respectively. By John’s Theorem, cf. [Gru07, § 11.1], there is an Av ∈ GLn(Kv )
such that

A−1
v Bv ⊂Cv ⊂

{ p
n A−1

v Bv , v real,p
2n A−1

v Bv , v complex, identifying Cn ∼=R2n .

The convex body A−1
v Bv is an ellipsoid and in fact Av can be chosen, such that

A−1
v Bv is the unique ellipsoid of maximal volume among all ellipsoids con-

tained in Cv . This ellipsoid is known as the Löwner-John-ellipsoid, see [Hen12]
for a detailed account. Define

A = ∏
v −|∞

Av ×
∏

v |∞
Av ∈ GLn(KA) , and recall BA = ∏

v −|∞
On

v × ∏
v |∞

Bv
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from Example 1.2.11. Then

A−1BA = ∏
v −|∞

A−1
v On

v × ∏
v |∞

A−1
v Bv ⊂ ∏

v −|∞
Cv ×

∏
v |∞

Cv =C(1.33)

⊂ ∏
v −|∞

A−1
v On

v × ∏
v |∞

p
2n A−1

v Bv =:
p

2n A−1BA .

Thus A−1BA can be seen the unique maximal adelic ellipsoid contained in C
and we therefore also have an adelic version of John’s Theorem.

The following lemma shows the connection between our notion of successive
minima of convex bodies in terms of dilations and the successive minima in
terms of twisted heights.

Lemma 1.2.21. We have λ̃i (A) ≤λi (A−1BA) for 1 ≤ i ≤ n and every A ∈ GLn(KA).

Proof. Let λ :=λi (A−1BA) and let x1, . . . , xi ∈λA−1BA be linearly independent
points and let x ∈ {x1, . . . , xi }. Then

HA(x)d = ∏
v −|∞

|Av xv |dv
v · ∏

v |∞
‖Av xv‖dv

v .

Consider v −| ∞. From x ∈λA−1BA we get

xv ∈ A−1
v On

v ⇒ Av xv ∈On
v ⇒|Av xv |v ≤ 1.

Now consider v | ∞. Again from x ∈λA−1BA we get

xv ∈λA−1
v Bv ⇒ Av xv ∈λBv ⇒‖Av xv‖v ≤λ .

This gives

HA(x) ≤ 1 · (λd )1/d =λi (A−1BA)

and since the λ̃i are the infima of the heights, the assertion follows.

Finally, we state the following inequality by Roy and Thunder [RT96, Theo-
rem 6.3] for later reference.

Assume n ≥ 2, and let A ∈ GLn(KA), then

(1.34) |det A|A ≤
n∏

i=1
λ̃i (A) ≤ 2n(n−1)/2|det A|A .





2

Restricted Successive Minima

In this Chapter we study a generalisation of Siegel’s Lemma that introduces
additional restrictions, as already described in the introduction. Recall that
in its original form Siegel’s lemma guarantees the existence of a non-trivial
integral solution x ∈ ker(A)∩Zm \ {0} to a given system of linear equations
Ax = 0 with A ∈Zr×m and rank(A) = r < m, such that

‖x‖∞ ≤
⌊

(m‖A‖∞)r /(m−r )
⌋

,

or equivalently it states in terms of successive minima

λ1

(
[−1,1]m , ker(A)∩Zm

)
≤

⌊
(m‖A‖∞)r /(m−r )

⌋
.

Motivated by questions in Diophantine approximation, Fukshansky studied
in [Fuk06a] an inverse problem to that addressed in Siegel’s Lemma, namely
to bound the norm of lattice points which are not contained in the union of
proper sublattices.

In other words, given a lattice Λ ∈ L m and a collection Λ1, . . . ,Λs ⊂ Λ of
sublattices, called restrictions, Fukshansky proved the existence of a point
x ∈Λ\(Λ1∪ . . .∪Λs), whose norm is bounded by a constant depending on the
lattices Λ,Λ1, . . . ,Λs and the dimensions involved.

We now introduce the following functional, that generalises the notion of
successive minima introduced in Section 1.1 to include these restrictions.

Definition 2.0.1. Let Λ ∈L m be a lattice and C ∈K m a convex body.

For a collection of sublattices Λ j ⊂Λ, 1 ≤ j ≤ s, with
⋃s

j=1Λ j 6=Λ we call

λi

(
C ,Λ\

s⋃
j=1

Λ j

)= min
{
λ> 0

∣∣ dimR

(
λC ∩Λ\

s⋃
j=1

Λ j

)≥ i
}

, 1 ≤ i ≤ rankΛ,

the i -th restricted successive minimum of C with respect to Λ\
⋃s

j=1Λ j .

35
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Observe that by the compactness of C and the discreteness of Λ \
⋃s

j=1Λ j
these minima are well-defined.

This naturally extends the classical definition of successive minima to more
general discrete sets, as λi (C ,Λ) = λi (C ,Λ \ {0}) for the trivial restriction.
Furthermore, the properties exhibited by the classical minima are still true,
λi

(
C ,Λ\

⋃s
j=1Λ j

)≤λk

(
C ,Λ\

⋃s
j=1Λ j

)
for i < k and for γ> 0 we have

(2.1) λi

(
γC ,Λ\

s⋃
j=1

Λ j

)=λi

(
C , 1

γ

(
Λ\

s⋃
j=1

Λ j

))= 1
γ
λi

(
C ,Λ\

s⋃
j=1

Λ j

)
.

With the notation as in Section 1.1, Fukshansky proved [Fuk06a, Theorem 1.1]

(2.2) λ1

(
[−1,1]n ,Λ\

s⋃
j=1

Λ j

)
≤

(
3

2

)r−1

r r

(
s∑

j=1

1

‖Gr(Λ j )‖∞
+p

s

)
‖Gr(Λ)‖∞+1,

for proper sublattices Λ j , i.e. rankΛ j < rankΛ= r , 1 ≤ j ≤ s. Here, ‖Gr(Λ)‖∞
and ‖Gr(Λ j )‖∞ are in the light of (1.32) also called the heights of the lattices
Λ and Λ j , respectively.

This result was generalised and improved in various ways by Gaudron [Gau09]
and Gaudron & Rémond [GR12]. In particular, (2.2) has been extended to all
0-symmetric bodies. For instance, the following is a simplified version of
[Gau09, Theorem 6.1] when we assume that rankΛ j = rankΛ−1 = r −1 (see
also [GR12, Theorem 2.2, Corollary 3.3])

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ ν max

1≤ j≤s

{
1 ,

νr−1 vol(C ∩ linΛ j )

År detΛ j
,

(
ν

λ1(C ,Λ∩ linΛ j )

) r−2
2

}
,

(2.3)

where ν= 7r (sÅr detΛ/vol(C ))1/r and År is again the volume of the r -dimen-
sional Euclidean unit ball.

In the first section of this chapter we complement these results on forbidden
lower-dimensional lattices by bounds which take care of the size or the struc-
ture of the individual forbidden sublattices and also ask for more than one
linearly independent lattice point outside of the restrictions.

In Section 2.2 we extend the investigation to the case of restrictions of full
rank.

All results of this chapter were obtained in joint work with Martin Henk [HT13].

Both Fukshansky and Gaudron also gave adelic generalisations of their results.
We will come back to this in Section 5.2.
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2.1 Avoiding Lower-dimensional Sublattices

The central argument, used throughout this section, is that the number of
lattice points of any lattice Λ′ ∈ {

Λ,Λ1, . . . ,Λs

}
in the dilated body λC grows

roughly with the power rankΛ′ of λ for large λ. That is

∣∣λC ∩Λ′∣∣≈λrankΛ′ ·vol
(
C ∩ linΛ′) as λ→∞ .

But in this section we will always assume rankΛ j < rankΛ = m for the for-
bidden lattices Λ1, . . . ,Λs . Therefore the numbers

∣∣λC ∩Λ j

∣∣ grow at most like

λn−1, while the number of points
∣∣λC ∩Λ∣∣ grows like λn .

Thus for very large λÀ 1 we surely get

∣∣λC ∩Λ∣∣> s∑
j=1

∣∣λC ∩Λ j

∣∣ .

The main idea used in the proofs of the results given below is to find a small
λ that satisfies this inequality.

Theorem 2.1.1. Let C ∈ K m
0 and Λ ∈ L m with rankΛ = m ≥ 2. Let further

Λ1, . . . ,Λs ⊂Λ be a non-trivial collection of sublattices with rankΛ j ≤ m −1,
1 ≤ j ≤ s. Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
< 6m−1 detΛ

λ1(C ,Λ)m−2 vol(C )

(
s∑

j=1

1

λ1(C ,Λ j )

)
+ m

√
2m detΛ

vol(C )
.

Observe that if λ1(C ,Λ j ) is very large, which means that the restriction im-
posed by Λ j is of little importance, the first summand of our bound will
become smaller. And in fact it converges to the case of the trivial collection
s = 0 or all Λ j = {0}, for which the strict inequality has to be relaxed and
reduces to Minkowski’s First Theorem (1.3).

Proof. Notice that our bound exhibits the same behaviour as λ1

(
C ,Λ\

⋃s
j=1Λ j

)
under scaling of C , cf. (2.1). Therefore, without loss of generality we may as-
sume that λ1(C ,Λ) = 1, i.e. C contains no non-trivial lattice point in its interior
and by assumption also λ1(C ,Λ j ) ≥λ1(C ,Λ) = 1 for 1 ≤ j ≤ m.
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For all 1 ≤ j ≤ m let m j = rankΛ j < m. By Theorem 1.1.6 for every γ≥ 1 we
now get

∣∣γC \ {0}∩Λ j

∣∣≤ (
γ

2

λ1(C ,Λ j )
+1

)m j

−1(2.4)

≤ γm j

m j∑
k=0

(
m j

k

)(
2

λ1(C ,Λ j )

)k

1m j−k −1

≤ γm j

m j∑
k=1

(
m j

k

)
2k

λ1(C ,Λ j )

< γm j 3m j
1

λ1(C ,Λ j )

≤ γm−13m−1 1

λ1(C ,Λ j )
.

Hence, for γ≥ 1 we have

(2.5)
∣∣∣γC \ {0}∩

( s⋃
j=1

Λ j

)∣∣∣< γm−1 3m−1
s∑

j=1

1

λ1(C ,Λ j )
.

We now combine this bound with van der Corput’s upper bound of Theo-
rem 1.1.3. This leads, again for γ≥ 1, to the estimate∣∣∣γC \ {0}∩Λ\

s⋃
j=1

Λ j

∣∣∣≥ ∣∣∣γC \ {0}∩Λ
∣∣∣− ∣∣∣γC \ {0}∩

( s⋃
j=1

Λ j

)∣∣∣
> γm vol(C )

2m−1 detΛ
−2−γm−1 3m−1

(
s∑

j=1

1

λ1(C ,Λ j )

)

= vol(C )

2m−1 detΛ

(
γm −γm−1β−ρ

)
,(2.6)

where

β= 6m−1 detΛ

vol(C )

(
s∑

j=1

1

λ1(C ,Λ j )

)
> 0, ρ = 2m detΛ

vol(C )
.

Observe that γC contains a non-trivial lattice point of Λ\
⋃s

j=1Λ j if the lower
bound (2.6) is strictly positive. Hence, we have to find γ≥ 1, depending on β

and ρ, such that γm −γm−1β−ρ > 0. To this end let γ=β+ρ1/m . Then

γm −γm−1β= (
β+ρ1/m)m − (

β+ρ1/m)m−1
β(2.7)

= (
β+ρ1/m −β) · (β+ρ1/m)m−1

> ρ1/m ·ρ(m−1)/m

= ρ .
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Finally, we observe that

γ> ρ1/m = (
2m detΛ/vol(C )

)1/m ≥λ1(C ,Λ) = 1

by Minkowski’s First Theorem (1.3) and our assumption. Hence, γ > 1 and
in view of (2.7) we have λ1(C ,Λ \

⋃s
j=1Λ j ) < γ, which by the definition of γ

yields the desired bound of the theorem with respect to our normalisation
λ1(C ,Λ) = 1.

We remark that inequality (2.5) is not optimal if the restricted lattices do inter-
sect non-trivially. However, as we do not know how the sublattices intersect,
taking these intersections into account is beyond the topic of this thesis. In
any case, solving a more general inequality of degree n would still involve
considering the worst case of lattices of degree n −1.

Theorem 2.1.1 can easily be extended inductively to higher restricted succes-

sive minima λi+1

(
C ,Λ\

⋃s
j=1Λ j

)
, 1 ≤ i ≤ m −1, by avoiding, in addition to

Λ1, . . . ,Λs , an i -dimensional lattice containing i linearly independent lattice

points corresponding to the successive minima λk

(
C ,Λ\

⋃s
j=1Λ j

)
, 1 ≤ k ≤ i .

Corollary 2.1.2. Let C ∈ K m
0 and Λ ∈ L m with rankΛ = m ≥ 2. Let further

Λ1, . . . ,Λs ⊂Λ be a non-trivial collection of sublattices with rankΛ j ≤ m −1,
1 ≤ j ≤ s. Then for all i = 0, . . . ,m −1

λi+1

(
C ,Λ\

s⋃
j=1

Λ j

)
< 6m−1 detΛ

λ1(C ,Λ)m−2 vol(C )

(
s∑

j=1

1

λ1(C ,Λ j )

)

+
(

3i

λ1(C ,Λ)i
2m−1 detΛ

vol(C )
+

(
2m detΛ

vol(C )

)m−i
m

) 1
m−i

.

Proof. We proceed by induction. The case i = 0 is a weaker version of Theo-

rem 2.1.1. For i ≥ 1 we proceed as follows. Let zk ∈λk

(
C ,Λ\

⋃s
j=1Λ j

)
·C ∩Λ

for 1 ≤ k ≤ i be linearly independent, and let Λ ⊂ Λ be the i -dimensional
lattice Λ=Λ∩ lin

{
z1, . . . , zi

}
. Then

(2.8) λi+1

(
C ,Λ\

s⋃
j=1

Λ j

)
=λ1

(
C ,Λ\

( s⋃
j=1

Λ j ∪Λ
))

and we now follow the proof of Theorem 2.1.1. In particular, we assume
λ1(C ,Λ) = 1.
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In addition to the upper bounds on
∣∣γC \ {0}∩Λ j

∣∣, 1 ≤ j ≤ s, in (2.4), we also

use for γ≥λ1(C ,Λ) ≥λ1(C ,Λ) = 1 the bound

(2.9)
∣∣γC \ {0}∩Λ∣∣< (

2γ

λ1(C ,Λ)
+1

)i

≤ 3i

(
γ

λ1(C ,Λ)

)i

.

Combining this bound with van der Corput’s Theorem 1.1.3 leads for all
γ≥λ1(C ,Λ) to the estimate∣∣γC \ {0}∩Λ\

( s⋃
j=1

Λ j ∪Λ
)∣∣> ∣∣γC \ {0}∩Λ∣∣− ∣∣γC \ {0}∩ ( s⋃

j=1
Λ j

)∣∣− ∣∣γC \ {0}∩Λ∣∣
> γm vol(C )

2m−1 detΛ
−2(2.10)

−γm−1 3m−1

(
s∑

j=1

1

λ1(C ,Λ j )

)
−3i

(
γ

λ1(C ,Λ)

)i

= vol(C )

2m−1 detΛ

(
γm −γm−1β−γiα−ρ

)
,

with

β= 6m−1 detΛ

vol(C )

(
s∑

j=1

1

λ1(C ,Λ j )

)
, α= 3i

λ1(C ,Λ)i
2m−1 detΛ

vol(C )

and

ρ = 2m detΛ

vol(C )
≥ 1 by (1.3) .

Setting now γ=β+(
α+ρm−i

m
) 1

m−i ≥ ρ 1
m we see, as in the proof of Theorem 2.1.1,

that

γm −γm−1β−γiα−ρ = γi (γm−i −βγm−i−1 −α)−ρ(2.11)

= γiρ
m−i

m −ρ ,

since

γm−i −βγm−i−1 −α

=
(
β+

(
α+ρm−i

m

) 1
m−i

)m−i −β
(
β+

(
α+ρm−i

m

) 1
m−i

)m−i−1 −α

=
m−i∑
k=0

(
α+ρm−i

m

)m−i−k
m−i

βk −β
m−i−1∑

k=0

(
α+ρm−i

m

)m−i−1−k
m−i

βk −α

=
(
α+ρm−i

m

)
+

m−i∑
k=1

(
α+ρm−i

m

)m−i−k
m−i

βk −
m−i−1∑

k=0

(
α+ρm−i

m

)m−i−(k+1)
m−i

βk+1 −α

= ρm−i
m .



2.1 Avoiding Lower-dimensional Sublattices 41

And since ρ ≥ 1 by (1.3) and β> 0 and α> 0, we have γ> ρ 1
m . Thus γiρ

m−i
m >

ρ
i

m ρ
m−i

m = ρ and so with (2.11) we get

(2.12) γm −γm−1β−γiα−ρ > 0.

Since γ>β+ρ 1
m and, as we saw in the proof of Theorem 2.1.1, β+ρ 1

m is itself

an upper bound on λ1(C ,Λ) = λ1

(
C ,Λ\

⋃s
j=1Λ j

)
, we also have γ> λ1(C ,Λ).

Therefore γ satisfies the requirement for (2.10). So with (2.12) we conclude
λi+1

(
C ,Λ\

⋃s
j=1Λ j

)< γ and by definition γ is the required upper bound with
respect to the normalisation λ1(C ,Λ) = 1. The general statement follows
together with λ1(C ,Λ) ≥λ1(C ,Λ).

The bounds given in Theorem 2.1.1 and Corollary 2.1.2 are in terms of the
successive minima. The following variant gives bounds in terms of the de-
terminants of the lattices involved. They also depend on the intersections of
C with hyperplanes spanned by sublattices of Λ and the forbidden lattices
Λ1, . . . ,Λs ⊂ Λ. The dimensions and volumes of these intersections can in
general not be controlled.

Theorem 2.1.3. Let C ∈ K m
0 and Λ ∈ L m with rankΛ = m ≥ 2. Let further

Λ1, . . . ,Λs ⊂Λ be a collection of sublattices with m j = rankΛ j ≤ m−1, 1 ≤ j ≤ s.

Denote λ1 =λ1(C ,Λ). Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ 2m−1 det(Λ)

λ
m−1
1 volm(C )

 s∑
j=1

max
k=1,...,m j

k !Lk (2)λ
k
1 volk

(
C ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

)


+ m

√
2m det(Λ)

volm(C )
,

where
H ( j )

k = lin
{

x1, . . . , xk

}
with

xi ∈
(
λi (C ,Λ j ) ·C)∩Λ j for i = 1, . . . ,m j , dim

(
lin

{
x1, . . . , xm j

})= m j

for k = 1, . . . ,m j and j = 1, . . . , s and Lk (x) = ∑k
`=0

(k
`

) x`

`! is the k-th Laguerre
polynomial.

By construction, for a fixed Λ j , 1 ≤ j ≤ s, the linear spaces H ( j )
k for k =

1, . . . ,m j do in fact form a flag H ( j )
1 Ú H ( j )

2 Ú . . . Ú H ( j )
m j

, corresponding to a
list of vectors x1, . . . , xm j

∈Λ j representing the successive minima of Λ j .
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Proof. The main idea of the argument mirros the proof of Theorem 2.1.1, but
uses different bounds on the number of lattice points. Again, we can assume
λ1 =λ1(C ,Λ) = 1.

So by Henze’s variant of Blichfeldt, Theorem 1.1.5, if γ≥λk (C ,Λ j ),

∣∣γC ∩Λ j ∩H ( j )
k

∣∣≤ k !Lk (2)volk

(
γC ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

) = γk k !Lk (2)volk

(
C ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

) ,

but also for γ<λ1(C ,Λ j ) the inequality

0 = ∣∣γC \ {0}∩Λ j ∩H ( j )
1

∣∣≤ 1!L1(2)vol1

(
γC ∩H ( j )

1

)
21 det

(
Λ j ∩H ( j )

1

)
is still satisfied.

Combining the cases we get for all γ≥ 1 the estimate

|γC \ {0}∩Λ j | ≤ max
k=1,...,m j

γk k !Lk (2)volk

(
C ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

)
≤ γm−1 max

k=1,...,m j

k !Lk (2)volk

(
C ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

) .

The above combined with van der Corput’s Theorem 1.1.3 gives

∣∣γC \ {0}∩Λ\
( s⋃

j=1
Λ j

)∣∣≥ ∣∣γC \ {0}∩Λ∣∣− s∑
j=1

∣∣γC \ {0}∩Λ j

∣∣
≥ γm volm(C )

2m−1 det(Λ)
−2

−
s∑

j=1
γm−1 max

k=1,...,m j

k !Lk (2)volk

(
C ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

)
= volm(C )

2m−1 detΛ

(
γm −γm−1β−ρ)

,(2.13)

where

β= 2m−1 detΛ

vol(C )

 s∑
j=1

max
k=1,...,m j

k !Lk (2)volk

(
C ∩H ( j )

k

)
2k det

(
Λ j ∩H ( j )

k

)
 , ρ = 2m detΛ

vol(C )
.



2.1 Avoiding Lower-dimensional Sublattices 43

Notice that up to the definition of β, (2.13) is exactly the same as (2.6).

Therefore, the rest of the argument from the proof of Theorem 2.1.1 can be
applied verbatim. Thus γ = β+ρ1/m again yields the desired bound with
respect to the normalisation λ1(C ,Λ) = 1.

To conclude this section, we give an upper bound on λ1

(
C ,Λ\

⋃s
j=1Λ j

)
of a

different kind, involving the inhomogeneous minimum µ(C ,Λ), see (1.7), of
C with respect to Λ.

Proposition 2.1.4. Let C ∈K m
0 and Λ ∈L m with rankΛ= m ≥ 2. Let further

Λ1, . . . ,Λs ⊂ Λ be a collection of sublattices with rankΛ j ≤ m − 1, 1 ≤ j ≤ s.
Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ (s +1)µ(C ,Λ)

and hence, λi

(
C ,Λ\

⋃s
j=1Λ j

)≤ (s +2)µ(C ,Λ) for 2 ≤ i ≤ m.

Proof. Observe that on account of (2.8) the bound for i ≥ 2 follows from the
one for λ1

(
C ,Λ \

⋃s
j=1Λ j

)
. For the proof in the case i = 1 let H j = linΛ j for

1 ≤ j ≤ s, and for short we write µ instead of µ(C ,Λ). By Ball’s [Bal91] solution
of the affine plank problem for 0-symmetric convex bodies, applied to µC ,
we know that there exists a z ∈Rm such that(

z + 1
s+1µC

)⊂µC and int
(
z + 1

s+1µC
)∩H j =; for 1 ≤ j ≤ s ,

where int( ·) denotes the interior. Thus, for any ε> 0 the body (s +1+ε)µC
contains a translate zε +µC having no points in common with H j for all
1 ≤ j ≤ s.

Hence, together with the definition of the covering radius, we have

(zε+µC )∩Λ\
s⋃

j=1
Λ j 6= ;

and so

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ (s +1+ε)µ .

By the arbitrariness of ε and the compactness of C the assertion follows.

Notice that in contrast to the previous results, this bound depends only on
C and Λ and the number s of restrictions, but not the forbidden lattices
Λ1, . . . ,Λs themselves. We also get the following consequence.
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Corollary 2.1.5. Let C ∈ K m
0 and Λ ∈ L m with rankΛ = m ≥ 2. Let further

Λ1, . . . ,Λs ⊂ Λ be a collection of sublattices with rankΛ j ≤ m − 1, 1 ≤ j ≤ s.
Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ 1

2 (s +1)
m∑

i=1
λi (C ,Λ) ≤ 1

2 m (s +1)λm(C ,Λ)

and hence, λi

(
C ,Λ\

⋃s
j=1Λ j

)≤ 1
2 m (s +2)λm(C ,Λ) for 2 ≤ i ≤ m.

Proof. The result is a direct consequence of Proposition 2.1.4 and Jarník’s
inequality (1.8), i.e.

µ(C ,Λ) ≤ 1
2

m∑
i=1

λi (C ,Λ) ≤ 1
2 mλm(C ,Λ) .

Comparison to Previous Results

As already mentioned, our bounds all share the property of reducing to
Minkowski’s First Theorem (1.3) for vanishing restrictions, i.e. λ1(C ,Λ j ) →∞
or det(Λ j )/volk (C ∩H ( j )

k ) →∞ for all j and k. In this case the bounds of Fuk-
shansky in (2.2) and Gaudron in (2.3) still have a dependency on s of orderp

s and s1/r , respectively.

In the case of Theorem 2.1.1, the dependence on λ1(C ,Λ j ) for all j instead of
the respective determinants also better reflects the restriction imposed by Λ j .
In general, the determinant of Λ j can be arbitrarily large, while it contains a
small lattice point. But this is the case exactly if λ1(C ,Λ j ) is small.

We remark that restricted successive minima have also been investigated
from an algorithmic point of view. Blömer and Naewe [BN09] studied the

complexity of computing λ1

(
C ,Λ\

⋃s
j=1Λ j

)
for s = 1 and when C is the unit

ball of an lp -norm. Among other things, they show that some of the well-
known lattice problems, like the shortest or closest lattice vector problem, are
polynomial reducible to computing/approximating λ1

(
C ,Λ\Λ1

)
. Moreover,

as in the case of these lattice problems an LLL-reduced basis (cf. [GLS93,
Chap. 5]) can be used to find in polynomial time a lattice vector b which
approximates λ1

(
Bm ,Λ\Λ1

)
up to a factor of 2m−1 [BN09, Theorem 3.9]. Here

Bm is again the unit ball of the Euclidean norm. Hence, Theorem 2.1.1 implies
(cf. [GLS93, Thm. 5.3.13 a)] for a similar result in the standard setting, s = 0)
the following algorithmic result.

Corollary 2.1.6. Let Λ ∈L m with rankΛ= m ≥ 2 and let Λ1 ⊂Λ be a sublat-
tice with rankΛ1 ≤ m −1. Then there exists a polynomial time algorithm for
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computing a lattice point b ∈Λ\Λ1 of Euclidean length

‖b‖ < 2m−1

(
6m−1 detΛ

λ1(Bm ,Λ)m−2 vol(Bm)

1

λ1(Bm ,Λ1)
+ m

√
2m detΛ

vol(Bm)

)
.

It seems to be a challenging problem to extend this result to more than one
forbidden sublattice.

We also mention a closely related problem, namely to cover the lattice points
C ∩Λ of a body C ∈K n

0 and a lattice Λ ∈L m by a minimal number γ(C ,Λ)
of lattice hyperplanes. Obviously, given ν> 0 with γ(νC ,Λ) ≥ s +1 we get

λ1

(
C ,Λ\

s⋃
i=1

Λi

)
≤ ν

for any collection Λ1, . . . ,Λs of lower dimensional sublattices. Bárány et
al. [BHPT01] showed

γ(C ,Zm) ≥ 1−λm(C ,Zm)

16m2 min
0<r<m

(
λr (C ,Zm) · · ·λm(C ,Zm)

) −1
m−r

and thus, if

min
0<r<m

(
ν−(m−r+1)λr (C ,Zm) · · ·λm(C ,Zm)

) −1
m−r ≥ 16m2(s +1)ν

ν−λm(C ,Zm)
,

we can ensure γ(νC ,Λ) ≥ s +1, which for the cube C = Cm reduces to

ν
m

m−1 −ν 1
m−1 ≥ 16m2(s +1) ,

not improving the bound of Proposition 2.1.4. Further bounds, also in terms
of other functionals from the Geometry of Numbers, have been studied by
Bezdek and Hausel [BH94] and Bezdek and Litvak [BL09].

2.2 Avoiding Full-dimensional Sublattices

In contrast to the last section, we will now assume that rankΛ j = rankΛ for
all forbidden Λ j . Therefore, we can no longer use the techniques applied
before.

The tool we are using in this full-dimensional case is the torus group Rm/Λ
for a certain lattice Λ. For a more detailed discussion we refer to [Gru07,
Section 26].
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As Λ⊂Rm is an additive subgroup, Rm/Λ, equipped with the quotient topol-
ogy is a compact abelian topological group. We may identify Rm/Λ with a
fundamental parallelepiped P of Λ, i.e.

R
m/Λ∼= P = {

α1 b1 +·· ·+αm bm

∣∣0 ≤αi < 1
}

,

where b1, . . . ,bm form a basis of Λ. Via this identification the set X ⊂Rm maps
to X modulo Λ, written X /Λ, and can be described (thought of) as

X /Λ= {
y ∈ P

∣∣∃b ∈Λ s.t. y +b ∈ X
}= (Λ+X )∩P

and we can think of X ⊆Rm/Λ as its image under inclusion into Rm . In the
same spirit we may identify the addition ⊕ in Rm/Λ with the corresponding
operation in Rm , i.e. for X 1, X 2 ⊂Rm/Λ we have

X 1 ⊕X 2 =
((

X 1 +X 2

)+Λ)∩P .

As T = R
m/Λ is a compact abelian group, it has a unique Haar measure

volT ( ·), normalised to volT (Rn/Λ) = detΛ. For a measurable subset X ⊂Rm

or X ⊂Rm/Λ we have

volT (X /Λ) = vol((Λ+X )∩P ) and volT (X ) = vol((Λ+X )∩P ) .

Regarding the volume of the sum of two sets X 1, X 2 ⊂ Rm/Λ we have the
following classical so-called sum theorem of Kneser and Macbeath.

Theorem 2.2.1 (Kneser-Macbeath [Gru07, Theorem 26.1]). Let X 1, X 2 ⊂Rm/Λ,
such that X 1, X 2 and X 1 +X 2 are measurable, then

volT

(
X 1 ⊕X 2

)≥ min
{

volT

(
X 1

)+volT

(
X 2

)
, detΛ

}
.

As we have established in (1.10), for 0 ≤λ≤λ1(C ,Λ)/2, λC is a packing with
respect to Λ and therefore

(2.14) volT ((λC )/Λ)) = vol((λC +Λ)∩P ) =λm vol(C ) .

Furthermore, we also need a version of van der Corput’s result, Theorem 1.1.3,
for a convex body in the torus group.

Lemma 2.2.2. Let C ∈K m
0 , Λ ∈L m , rankΛ= m and let ΛÚΛ be a sublattice

with rankΛ= m, and let k ∈N with k detΛ< detΛ.

If volT

(1
2C /Λ

)≥ k detΛ then ∣∣C /Λ∩Λ∣∣≥ k +1,

i.e. C contains at least k +1 lattice points of Λ belonging to different cosets
modulo Λ.
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C and Zm with Λ (crosses) in Rm

P

C and Zm in Rm/Λ∼= P

Figure 2.1: the torus group

Proof. First, as C is compact and the lattice Λ discrete, without loss of gen-
erality we may assume volT

(1
2C /Λ

)> k detΛ. Let P be a fundamental paral-

lelepiped of the lattice Λ. Then, equivalently, vol X > k detΛ for the measur-
able set X = (1

2C +Λ)∩P . According to van der Corput’s original result (1.16)
there exist pairwise different xi ∈ X , 1 ≤ i ≤ k +1, such that xi −x j ∈Λ. By the

0-symmetry and convexity of C , we have (X −X ) = (C +Λ)∩ (P −P ) and since
(P −P )∩Λ= {0} we conclude

xi −x j ∈
((

C +Λ)∩Λ)
\Λ , for i 6= j .

Hence the k points xi − x1 ∈ C +Λ, i = 2, . . . ,k +1, belong to different non-
trivial cosets of Λ modulo Λ. Together with the trivial coset represented by
the origin,

∣∣C /Λ∩Λ∣∣≥ k +1.

The next lemma states some simple facts on the intersection of full-dimen-
sional sublattices.

Lemma 2.2.3. Let Λ ∈ L m , Λ j ⊆ Λ, 1 ≤ j ≤ s, rankΛ j = rankΛ = m, and let

Λ=⋂s
j=1Λ j . Then Λ ∈L m with rankΛ= m, and

max
1≤ j≤s

detΛ j ≤ detΛ≤ (detΛ)1−s detΛ1 · . . . ·detΛs .

Moreover, with k =
s∑

j=1

detΛ

detΛ j
− s +1 we have

i) The union
⋃s

j=1Λ j is covered by at most k cosets of Λ modulo Λ.
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ii) If
detΛ

detΛ
≥ k +1, then Λ 6=⋃s

j=1Λ j .

Proof. In order to show that Λ is a full-dimensional lattice, it suffices to
consider the case s = 2, the general statement then follows inductively.

Obviously, Λ1 ∩Λ2 is a discrete subgroup of Λ and it also contains m linearly
independent points, e.g. (detΛ2)a1, . . . , (detΛ2)am , where a1, . . . , am is a basis
of Λ1. Hence Λ is a full-dimensional lattice, cf. [GL87, Theorem 2, Sec 3.2].

The lower bound on detΛ is clear from the inclusion Λ⊆Λ j for all 1 ≤ j ≤ s.

For the upper bound we interpret the determinants as group indices, cf. (1.2),
and count the cosets of Λ′ ∈ {

Λ,Λ1, . . . ,Λs

}
modulo Λ. These are

[
Λ′ :Λ

]= [
Z

m :Λ′ ][
Z

m :Λ′ ][
Λ′ :Λ

]= [
Z

m :Λ
]

detΛ′ = detΛ

detΛ′ .

Now observe that two points g ,h ∈Λ belong to different cosets modulo Λ if
and only if g and h belong to different cosets of Λ modulo at least one Λ j .
Therefore

detΛ

detΛ
≤ detΛ1

detΛ
· · · detΛs

detΛ
.

For i) we note that each Λ j is the union of
[
Λ j :Λ

]= detΛ/detΛ j many of its

cosets modulo Λ. The union of all Λ j is certainly covered by the union of all
of these cosets and so there are no more than

s∑
j=1

[
Λ j :Λ

]= s∑
j=1

detΛ

detΛ j

many cosets of Λ modulo Λ covering
⋃s

j=1Λ j . But here we have counted the
trivial coset at least s times.

Finally, ii) is a direct consequence of the above, as detΛ/detΛ= [
Λ :Λ

]≥ k+1
implies that at least one coset of Λ and thus one of its elements must be
outside of

⋃s
j=1Λ j .

Lemma 2.2.3 ii) implies, in particular, that the union of two strict sublattices
can never be the whole lattice. This is no longer true for three sublattices, as
we see in the next example, which also shows that Lemma 2.2.3 ii) is not an
equivalence.
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Example 2.2.4. Let Λ=Z2, and let Λ1, . . . ,Λ4 ⊂Z2 be the sublattices

Λ1 =
(
1 0
0 2

)
Z

2 , Λ2 =
(
2 0
0 1

)
Z

2 ,

Λ3 =
(
1 0
0 3

)
Z

2 , Λ4 =
(
1 1
1 −1

)
Z

2 ,

so Λ4 =
{

(z1, z2)ᵀ ∈Z2 ∣∣z1 ≡ z2 mod 2
}

. Then by construction Λ1∪Λ2∪Λ4 =Λ,
but Λ1∪Λ2∪Λ3 6=Λ. Furthermore detΛ= 1, while detΛ1 = detΛ2 = detΛ4 = 2,
detΛ3 = 3 and

Λ=Λ1 ∩Λ2 ∩Λ3 =
(
2 0
0 6

)
Z

2 ,

with detΛ= 12, while
3∑

j=1

detΛ

detΛ j
−1 = 15.

We now proceed to the main theory of this section.

Theorem 2.2.5. Let C ∈ K m
0 and Λ ∈ L m with rankΛ = m ≥ 2. Let further

Λ1, . . . ,Λs ⊂Λ be a collection of sublattices with rankΛ j = m, 1 ≤ j ≤ s, such
that

⋃s
j=1Λ j 6=Λ. Then

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
< 2m detΛ

λ1(C ,Λ)m−1 vol(C )

( s∑
j=1

detΛ

detΛ j
− s +1

)
+λ1(C ,Λ) ,

where Λ=⋂s
j=1Λ j .

Proof. Let

k = min

{
s∑

j=1

detΛ

detΛ j
− s +1,

detΛ

detΛ

}
.

We first assume that λ> 0 satisfies

(∗) volT

((
λ 1

2 K
)
/Λ

)≥ k detΛ

and show that this implies

(2.15) λ1

(
K ,Λ\

⋃s
j=1Λ j

)≤λ .

In order to verify this claim, we start with the case

k =
s∑

j=1

detΛ

detΛ j
− s +1 < detΛ

detΛ
.
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Then, by Lemma 2.2.2, λC contains k + 1 lattice points of Λ belonging to
different cosets with respect to Λ. But by Lemma 2.2.3 i), the union

⋃s
j=1Λ j is

covered by at most k cosets of Λ modulo Λ. Thus λC contains a lattice point
of Λ\

⋃s
j=1Λ j .

Next suppose that k = detΛ/detΛ. Then

volT

((
λ 1

2C
)

/Λ
)
= detΛ= volT

(
R

m/Λ
)

and, in particular, λC contains a representative of each coset of Λ modulo
Λ. By assumption there exists a coset containing a point a ∈Λ\

⋃s
j=1Λ j and

hence, all points of this coset, i.e. a +Λ, lie in Λ\
⋃s

j=1Λ j .

This verifies (2.15) and it remains to compute a λ that satisfies (∗).

To this end we set λ1 =λ1(C ,Λ) and we write an arbitrary λ> 0 modulo λ1 in
the form

λ=λ1

(⌊
λ

λ1

⌋
+ λ

λ1
−

⌊
λ

λ1

⌋)
=λ1

(⌊
λ

λ1

⌋
+ρ

)
with ρ ∈ [0,1) .

Here bxc denotes the greatest integer smaller than or equal to x.

By the packing property (2.14) of λ1 with respect to 1
2C ,

volT

(
λ1
2 C

/
Λ

)
= vol

(
λ1
2 C

)
=

(
λ1
2

)m
vol(C )

and

volT

(
ρλ1

2 C
/
Λ

)
= vol

(
ρλ1

2 C
)
=

(
ρλ1

2

)m
vol(C ) .

Hence, in view of the sum theorem of Kneser and Macbeath, Theorem 2.2.1,
we may write

volT

((
λ 1

2C
)
/Λ

)
= volT

(((⌊
λ

λ1

⌋
λ1

2
+ρ λ1

2

)
C

)
/Λ

)
(2.16)

= volT

((
λ1

2
C

)
/Λ⊕·· ·⊕

(
λ1

2
C

)
/Λ︸ ︷︷ ︸

bλ/λ1c

⊕
(
ρλ1

2
C

)
/Λ

)

≥ min

{⌊
λ

λ1

⌋
vol

(
λ1

2
C

)
+vol

(
ρλ1

2
C

)
, detΛ

}
= min

{⌊
λ

λ1

⌋(
λ1

2

)m

vol(C )+
(
ρλ1

2

)m

vol(C ) , detΛ

}
= min

{(⌊
λ

λ1

⌋
+ρm

)(
λ1

2

)m

vol(C ) , detΛ

}
.
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Therefore, (∗) is certainly satisfied for a λ with(⌊
λ

λ1

⌋
+ρm

)(
λ1

2

)m

vol(C ) =
(

s∑
j=1

detΛ

detΛ j
− s +1

)
detΛ .

Using 0 < ρm < 1 and thus

(2.17)

⌊
λ

λ1

⌋
+ρm > λ

λ1
−1 = λ−λ1

λ1
,

we find

λ−λ1 <
2m detΛ

λm−1
1 vol(C )

( s∑
j=1

detΛ

detΛ j
− s +1

)
,

proving λ1(C ,Λ\
⋃s

j=1Λ j ) ≤λ.

In the special case s = 1 the theorem above can be formulated as

Corollary 2.2.6. Let C ∈K n
0 , Λ ∈L m with rankΛ= m ≥ 2 and let Λ1 ÚΛ be

a strict sublattice with rankΛ1 = m. Then

λ1

(
C ,Λ\Λ1

)≤ 2m detΛ

λ1(C ,Λ1)m−1 vol(C )
+λ1(C ,Λ).

Indeed, the corollary is just an immediate consequence of Theorem 2.2.5,
since in this case Λ=Λ1 and we may assume λ1(C ,Λ1) = λ1(C ,Λ), as other-
wise λ1(C ,Λ\Λ1) =λ1(C ,Λ) is a trivial bound.

The following example shows that the bound in Theorem 2.2.5 as well as the
one of the corollary above cannot be improved in general by a multiplicative
factor.

Example 2.2.7. Let C ∈ K 2
0 be the rectangle C = [−1,1]× [−α,α] of edge-

lengths 2 and 2α for some α ≤ 1. Then vol(C ) = 4α. Let Λ = Z
2, and let

Λ1,Λ2 ⊂Z2 be the sublattices

Λ1 =
(
1 0
0 2

)
Z

2 and Λ2 =
(

p 0
0 1

)
Z

2

where p > 2 is a prime. Then detΛ= 1, detΛ1 = 2, detΛ2 = p, and

Λ=Λ1 ∩Λ2 =
(

p 0
0 2

)
Z

2
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with detΛ= 2p.

For α ≤ 2/p we therefore have λ1(K ,Λ) = p. Regarding the set Λ \ (Λ1 ∪Λ2)
we observe that the lattice points on the axes are forbidden, but not (1,1)ᵀ

and so λ1(K ,Λ\ (Λ1 ∪Λ2)) = 1/α. Putting everything together, the bound in
Theorem 2.2.5 evaluates for α≤ 2/p to

1

α
=λ1(Λ\ (Λ1 ∪Λ2)) < 4

p 4α
(p +1)+p = 1

α
+ 1

pα
+p.

Hence for α = 2/p2 and p →∞ the bound cannot be improved by a multi-
plicative factor. The following picture shows the body C and the lattice Λ=Z2,
as well as the restriction Λ as crosses.

2α

In the situation of Corollary 2.2.6, i.e. we consider only the forbidden lattice
Λ1, the upper bound in the corollary evaluates to 1

α +1, whereas, as before,
λ1(C ,Λ\Λ1) = 1/α.

The example holds in any dimension m, by taking the body C × [−1,1]m−2

and the lattices Λi ×Zm−2 for i = 1,2.

Remark 2.2.8. The bound in Theorem 2.2.5 can slightly be improved in small
dimensions by noticing that in (2.17) we may replace

λ−λ1

λ1
by

λ

λ1
−ρ+ρm .

Since ρ−ρm takes its maximum at ρ = (1/m)1/(m−1) with value

m
−1

m−1 −m
−m

m−1 = m
−1

m−1
(
1−m

−m+1
m−1

)= m
−1

m−1
(m

m − 1
m

)
,
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we get

λ1

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ 2m detΛ

λ1(C ,Λ)m−1 vol(C )

( s∑
j=1

detΛ

detΛ j
− s +1

)
+m

−1
m−1

(
m −1

m

)
λ1(C ,Λ) .

Now m
−1

m−1
(m−1

m

) ≥ 1
4 for m ≥ 2 and it converges to 1 from below as m →∞,

improving the previous bound for small m.

There is a straightforward way to extend Theorem 2.2.5 to higher successive
minima which we will first present in the special case s = 1.

Corollary 2.2.9. Under the assumptions of Corollary 2.2.6, for all 1 ≤ i ≤ m we
have

λi

(
C ,Λ\Λ1

)≤ 2m detΛ

λ1(C ,Λ1)m−1 vol(C )
+λ1(C ,Λ)+λi (C ,Λ) .

Proof. In view of Corollary 2.2.6 it suffices to show

λi

(
C ,Λ\Λ1

)≤λ1(C ,Λ\Λ1)+λi (C ,Λ) for i = 2, . . . ,m .

To this end let a ∈ λ1(C ,Λ \Λ1) ·C ∩ (Λ \Λ1) and let b1, . . . ,bm be linearly
independent with bk ∈λk (C ,Λ)C ∩Λ for k = 1, . . . ,m. Since a 6∈Λ1, not both
of bk and a +bk can belong to the forbidden sublattice Λ1. Therefore we can
select from each such pair bk and a +bk (1 ≤ k ≤ m) one contained in Λ\Λ1.
Let these points be denoted by bk for k = 1, . . . ,m. Then

a,bk ∈ (
λ1(C ,Λ\Λ1)+λk (C ,Λ)

)
C for 1 ≤ k ≤ m .

Now choose ` such that a ∉ lin({b1, . . . ,bm } \ {b` }). Then the lattice points
b1, . . .b`−1, a,b`+1, . . . ,bm are linearly independent and we are done.

For the general case, i.e. for a collection of s ≥ 2 forbidden sublattices, we
have the following result.

Corollary 2.2.10. Under the assumptions of Theorem 2.2.5, we have for 1 ≤
i ≤ m,

λi

(
C ,Λ\

s⋃
j=1

Λ j

)
≤ 2m detΛ

λ1(C ,Λ)m−1 vol(C )

( s∑
j=1

detΛ

detΛ j
− s +1

)
+λ1(C ,Λ)+λi (C ,Λ) ,

where again Λ=⋂s
j=1Λ j .
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Proof. The argument is similar to that used for Corollary 2.2.9. But as for s ≥ 2
the set

⋃s
j=1Λ j is in general not a lattice, we choose the vectors bk , 1 ≤ k ≤ m

from the lattice Λ=⋂s
j=1Λ j instead. Then for a ∈Λ\

⋃s
j=1Λ j we have

a, a +b1, a +b2, . . . , a +bm ∈Λ\
s⋃

j=1
Λ j ,

and we can choose m linearly independent points among them and argue as
before.

Remark 2.2.11. It is also possible to extend lower-dimensional lattices to lat-
tices of full rank by adjoining “sufficiently large” vectors, i.e. for each Λ j of rank
m j < m choose linearly independent z j ,m j+1, . . . , z j ,m ∈Λ\Λ j and consider the

lattice Λ j spanned by Λ j and z j ,m j+1, . . . , z j ,m .

If z j ,i are such that λi (C ,Λ j ) is very large for i > m j , one can apply the results

from this section to the collection Λ j , 1 ≤ j ≤ s.

However, the bounds obtained in this way are in general weaker, with one
exception in the case s = 1 for the bound on λ1(C ,Λ\Λ1). Here we get

λ1

(
C ,Λ\Λ1

)≤ 2m detΛ

λ1(C ,Λ1)m−1 vol(C )
+λ1(C ,Λ)

for Λ1 ÚΛ with rankΛ1 < m, which improves on Theorem 2.1.1.
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Adelic Lattice Point Problems

In Section 1.1 we introduced the problem of bounding the number of lattice
points contained within a convex body C , cf. (1.14), in terms of the volume or
successive minima of C .

In this chapter, we will generalise this problem to the rank-n module over the
adeles, K n

A. Using an adelic convex body C =∏
v Cv , cf. Definition 1.2.7, we

can, similarly to the classical Geometry of Numbers, ask for elements of the
discrete subset K n ⊂ K n

A contained in C , i.e. investigate bounds of the number

(3.1)
∣∣C ∩K n∣∣ .

We remark that in spite of the nice connection between adelic successive
minima in terms of dilations and in terms of heights, Lemma 1.2.21, there is
no direct connection between the number (3.1) and the number of algebraic
points of bounded heights, mentioned in the introduction to heights on
page 30. While the motivation is very similar, the latter counts 1-dimensional
subspaces and not single elements of K n .

Throughout the chapter, we use the following notation as introduced in Sec-
tion 1.2

C∞ = ∏
v |∞

Cv and M= ⋂
v −|∞

(
Cv ∩K n)

.

Observe that our standard embedding ρ◦ι : K n ,→R
nd , cf. (1.25) and thereafter,

is injective, and therefore

(3.2)
∣∣C ∩K n∣∣= ∣∣∣ρ( ∏

v |∞
Cv

)
∩ρ(ι(M))

∣∣∣ .

We will use this important connection for some of the proofs below.

The chapter is organised as follows. In Section 3.1 we introduce different
notions of convex hull. We will in particular discuss the differences between
the real and complex spaces Rn and C

n . In Sections 3.2 and 3.3 we give

55
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bounds on the number (3.1) analogous to the classical bounds by van der
Corput and Blichfeldt and its improvements and generalisations by Henze
and Betke, Henk, Wills, i.e. Theorems 1.1.3, 1.1.4, 1.1.5 and 1.1.6.

3.1 The Adelic Convex Hull

Remark 3.1.1. The condition of 0-symmetry at the infinite places in Defini-
tion 1.2.7 can be dropped in favour of a more general definition as follows.

Let Cv be a Kv -lattice in K n
v for v −| ∞ and for v | ∞ let Cv be any compact

convex body with non-empty interior in K n
v . Then

C = ∏
v −|∞

Cv ×
∏

v |∞
Cv

is a general adelic convex body.

Dropping the assumption of symmetry now allows us to introduce several
notions of convex bodies that are in some sense minimal.

We start by giving local definitions of convex hull of points a0, . . . , am ∈ K n
A . To

exclude degenerate cases, we require that for all v ∈ M(K ) we have

linKv

{
ak,v

∣∣0 ≤ k ≤ m
}= K n

v ,

and for all but finitely many v −| ∞, the entries of ak,v are in O∗
v . Here ak,v is

the v-entry of ak .

For v −| ∞ define the module

(3.3) Cv = convv

{
a0,v , . . . , am,v

}=Ov a0,v + . . .+Ov am,v .

Note that Cv is an Ov -module in K n
v of full rank. In fact, we have Cv =

linOv

{
a0,v , . . . , am,v

}
, the minimal Ov -module in K n

v containing all the points.

Since the Kv are local fields, there exist Av ∈ GLn(Kv ), such that Cv = AvOn
v .

For v | ∞ real, let

Cv = convR
{

a0,v , . . . , am,v

}
(3.4)

=
{

m∑
i=0

λi ai ,v

∣∣∣∣∣λi ∈R , 0 ≤λi ≤ 1,
m∑

i=0
λi = 1

}
⊂Rn
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and

C ¦
v = convR

{±a0,v , . . . ,±am,v

}
(3.5)

=
{

m∑
i=0

λi ai ,v

∣∣∣∣∣λi ∈R , 0 ≤ |λi | ≤ 1,
m∑

i=0
|λi | ≤ 1

}
⊂Rn .

These are the standard convex hull of points in real space and its symmetric
variant. They are equivalent to defining the bodies as the intersection of all
(symmetric) convex bodies containing the points a0,v , . . . , am,v .

For v | ∞ complex, we only define the symmetric body

C ¦
v = convC

{
a0,v , . . . , am,v

}
(3.6)

=
{

m∑
i=0

λi ai ,v

∣∣∣∣∣λi ∈C , 0 ≤ |λi | ≤ 1,
m∑

i=0
|λi | ≤ 1

}
⊂Cn .

By construction, this is the intersection of all c-symmetric convex bodies
containing the points a0,v , . . . , am,v . We are not aware of any more general

notion of convex hull in complex spaces. When identifying Cn ∼=R2n , we can
use the definitions used in the real case, but the bodies obtained in this way
lie in a real (affine) subspace of R-dimension n in R2n and do thus not define
an adelic convex body.

Using our constructions of convex hull, we can now define the following
special classes of adelic convex bodies.

Definition 3.1.2. Given a0, . . . , am ∈ K n
A as before, we define

C ¦ = conv¦A
{

a0, . . . , am

}= ∏
v −|∞

AvOn
v × ∏

v |∞
C ¦

v

with Av implicitly defined by (3.3) above and C ¦
v as in (3.5) and (3.6), as the

symmetric adelic convex hull of a0, . . . , am . If K is totally real, we define the
adelic convex hull of a0, . . . , am as

C = convA
{

a0, . . . , am

}= ∏
v −|∞

AvOn
v × ∏

v |∞
Cv ,

where Cv is defined as in (3.4). In case m = n, we speak of the adelic cross-
polytope and adelic simplex respectively. All of these bodies will also be
called adelic polytopes and if C is an adelic polytope, it can be written as
C =∏

v∈M(K ) Cv with local bodies Cv defined as above.
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Not surprisingly, only the symmetric convex hull defines an adelic convex
body in the sense of Definition 1.2.7. The more general convex hull defines a
general adelic convex body in the sense of Remark 3.1.1.

Denote by σv : K → Kv the inclusion of K into Kv and by abuse of notation
also σv : K n → K n

v for all places v of K .

Definition 3.1.3. Given points a0, . . . , am ∈ K n that span K n , identify

ak = ak = (
σv (ak )

∣∣v ∈ M(K )
)

.

Then

C = convA
{

a0, . . . , am

}
and C ¦ = conv¦A

{
a0, . . . , am

}
are the adelic lattice polytope and symmetric adelic lattice polytope contain-
ing a0, . . . , am , respectively. The body C is of course again only defined for
K totally real. Again, for m = n we call C an adelic lattice simplex and if
additionally a0 = 0, call C ¦ an adelic lattice cross-polytope.

Remark 3.1.4. The intersection of two adelic polytopes is again an adelic
polytope, since this property holds for all v and two adelic polytopes differ only
for finitely many v and for arbitrary sets X , Y and Z we have

(X ×Y )∩ (X ×Z ) = {
(x, y)

∣∣x ∈ X , y ∈ Y , y ∈ Z
}= X × (Y ∩Z ) .

The intersection of two adelic lattice polytopes however is of course not an
adelic lattice polytope in general, see Example 3.3.3 below.

Remark 3.1.5. Adelic polytopes are not as nice as their classical counterparts.
In Euclidean space, a polytope P ∈ K m can be written as both the convex
hull of a finite number of points or as the intersection of a finite number of
closed half-spaces. Given a linear functional ` : Rm → R, the kernel of ` is
a hyperplane H and using the ordering of R, we decide whether two points
x1, x2 ∈Rm lie on the same side of H by comparing the signs of `(x1) and `(x2)
and thereby also defining two half-spaces.

Such a construction is not possible in the adelic setting, as we do not have an
ordering on KA.

Given a polytope P = conv{ v1, . . . , vs } ∈K m with vertices v1, . . . , vs ∈Λ, where
Λ ∈ L m is a lattice of rank m, by a famous result of Ehrhart [Ehr62], the
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number of lattice points in the dilate kP for a positive integer k is given by a
polynomial of degree m, the Ehrhart polynomial

∣∣kP ∩Λ∣∣= m∑
i=1

Gi (P,Λ)k i , k ∈N .

The polynomial is unique and the coefficients depend only on P and Λ. The
behaviour and properties of this polynomial for given polytope and lattice
have been studied intensively, see Beck and Robins [BR07] for an overview as
well as e.g. McMullen [McM79] and Linke [Lin11] for more specific results.

Now consider an adelic lattice polytope C =∏
v Cv , and let C∞ and M be as

before, cf. (1.26). Then ρ(C∞) is a polytope in Rnd , as the factors of C∞ are
polytopes. On account of (3.2), the number

∣∣kC ∩K n∣∣ has to grow like knd .
On the other hand, the body ρ(C∞) is in general not a lattice polytope with
respect to the lattice ρ(ι(M)).

Consider for example K =Q[
p

2] for n = 1 and the body C =∏
v −|∞Ov×[−1,1]2,

which is an adelic lattice polytope in the sense above, as C = convA{±1}.
Observe, that M=O . Figure 1.1 on page 30 shows the embedding of a dilate
of C . It is evident from the figure, that of the four vertices of ρ

(
[−1,1]2) only

(1,1) and (−1,−1) are lattice points but not (1,−1) and (−1,1) and thus ρ(C∞)
is not a lattice polytope with respect to ρ(ι(O )). However, the infinite part of
any adelic convex body has to be of the form C∞ = [−a, a]×[−b,b] for a,b ∈R.
But since ρ(ι(O )) is generated by (1,1), (−p2,

p
2) ∈R2, no box can have only

lattice points as vertices. The image of C under embedding into R2 can thus
not be a lattice polytope. We can therefore not find an adelic analogue of the
classical Ehrhart polynomial.

Lemma 3.1.6. Let e1, . . . ,en be any basis of K n , then the volume of the adelic
lattice cross-polytope C ¦ = conv¦A{e1, . . . ,en } is

volA(C ¦) = 2dnπr2n

(n!)r1 ((2n)!)r2
.

Observe, that this body gives the equality case for the lower bound in the
Bombieri-Vaaler version of Minkowski’s second theorem, Theorem 1.2.14. The
additional requirement of c-symmetry there guarantees the inclusion C ¦ ⊆C .

Proof. Without loss of generality we can assume e1, . . . ,en is the standard
basis of unit vectors, as |det M |A = 1 for the corresponding change-of-basis
matrix M ∈ GLn(K ), and volA(MC ¦) = |det M |A volA(C ¦).
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As volv (On
v ) = 1 for all v −| ∞, we only have to consider the infinite places.

Let v | ∞ be a real place, then

volv (Cv ) = vol

({
x ∈Rn

∣∣∣ n∑
i=1

|xi | ≤ 1
})

= 2n
∫ 1

0

∫ 1−x1

0
· · ·

∫ 1−x1−...−xn−1

0
1dxn · · ·dx1

= 2n
∫ 1

0

∫ 1−x1

0
· · ·

∫ 1−x1−...−xn−2

0
(1−x1 − . . .−xn−1)dxn−1 · · ·dx1

= 2n
∫ 1

0

∫ 1−x1

0
· · ·

∫ 1−x1−...−xn−3

0

1
2 (1−x1 − . . .−xn−2)2 dxn−2 · · ·dx1

= 2n
∫ 1

0

∫ 1−x1

0
· · ·

∫ 1−x1−...−xn−4

0

1
2

1
3 (1−x1 − . . .−xn−3)3 dxn−3 · · ·dx1

...

= 2n · 1

n!
.

Let v | ∞ be a complex place, then, using the standard transformation
(ϑ,ϕ) 7→ (ϑcosϕ,ϑsinϕ) to polar coordinates, we get

volv (Cv ) = 2n vol

({
z ∈Cn

∣∣∣ n∑
i=1

|zi |C ≤ 1
})

= 2n
∫ 1

0

∫ π

−π

∫ 1−ϑ1

0

∫ π

−π
· · ·

∫ 1−...−ϑn−1

0

∫ π

−π
ϑ1 · · ·ϑn dϑn dϕn · · ·dϑ1 dϕ1

= (2π)n2n
∫ 1

0

∫ 1−ϑ1

0
· · ·

∫ 1−...−ϑn−1

0
ϑ1 · · ·ϑn dϑn · · ·dϑ1

= (4π)n
∫ 1

0

∫ 1−ϑ1

0
· · ·

∫ 1−...−ϑn−2

0

1
2ϑ1 · · ·ϑn−1(1− . . .−ϑn−1)2 dϑn−1 · · ·dϑ1

= (4π)n
∫ 1

0

∫ 1−ϑ1

0
· · ·

∫ 1−...−ϑn−3

0

1
2

1
3

1
4ϑ1 · · ·ϑn−2(1− . . .−ϑn−2)4 dϑn−2 · · ·dϑ1

...

= (4π)n 1

(2n)!
.

The conclusion follows, as 2r1 4r2 = 2r1+2r2 = 2d .

The proof includes the following special case.
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Corollary 3.1.7. Let K be totally real and let S =∏
v∈M(K ) Sv be an adelic lattice

simplex. Then

volv (Sv ) = 1

n!
for v | ∞ real.

Proposition 3.1.8. Let K be totally real and S = convA{ a0, . . . , an } an adelic
lattice simplex. Then

volA(S) ≥ 1

(n!)d
.

Proof. Notice that for v −| ∞, in general

convv

{
a0 + t , . . . , an + t

} 6= convv

{
a0, . . . , an

}+ t

for t ∈ K n , but if t ∈ {
a0, . . . , an

}
, certainly

convv

{
a0 + t , . . . , an + t

}⊆ convv

{
a0, . . . , an

}
,

as the points on the left are contained in the Z-span of the points on the
right.
For v | ∞, i.e. v real, however

convv

{
a0 + t , . . . , an + t

}= convv

{
a0, . . . , an

}+ t

for any t ∈ K n . So we may assume w.l.o.g. a0 = 0, possibly switching to a
subset at some finite places.

Denote by A = (a1 . . . an) the matrix whose columns are a1, . . . , an . In fact,
just as in Lemma 3.1.6, we may assume that a1, . . . , an is the standard basis,
|det A|A = 1.

For v | ∞ we get from Corollary 3.1.7 that

volv

(
convR

{
σv (a1, ), . . . ,σv (an)

})= ∣∣det
(
σv (a1) . . .σv (an)

)∣∣∞
n!

=
∣∣σv

(
det(a1 . . . an)

)∣∣∞
n!

.

On the other hand, for v −| ∞, we have

Cv =Ovσv (a1)+ . . .+Ovσv (an) = (
σv (a1) . . .σv (an)

)
On

v

and thus
volv (Cv ) = ∣∣det

(
σv (a1) . . .σv (an)

)∣∣
v .
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Therefore

volA(C ) = ∏
v −|∞

volv (Cv ) · ∏
v |∞

volv (Cv )

= ∏
v −|∞

|det(a1 . . . an)|v ·
1

(n!)d

∏
v |∞

|det(a1 . . . an)|v

= 1

(n!)d
·1.

For a0 6= 0, this is in fact an inequality and not necessarily tight.

3.2 Adelic van-der-Corput-type Inequalities

We start by giving our adelic generalisation of the classical van der Corput
inequality of Theorem 1.1.3.

Theorem 3.2.1. Let n ≥ 2 and C be a symmetric adelic convex body, then

∣∣C ∩K n∣∣≥⌊
volA(C )

2nd−1(√|∆K |
)n

⌋
> volA(C )

2nd−1(√|∆K |
)n −1.

Proof. Using M and C∞ as before, cf. (1.26), we consider the lattice ρ(ι(M)) ⊂
R

nd and the body ρ(C∞) ⊂ Rnd . On account of (3.2), we apply the classical
Theorem 1.1.3 together with (1.27) and (1.28). Thus∣∣C ∩K n∣∣= ∣∣∣ρ( ∏

v |∞
Cv

)
∩ρ(ι(M))

∣∣∣
= |ρ(

C∞
)∩ρ(ι(M))|

≥
⌊

volnd

(
ρ
(
C∞

))
2nd−1|det(ρ(ι(M)))|

⌋

=
⌊

volA(C )

2nd−1(√|∆K |
)n

⌋
.

The second inequality is obvious.

It is apparent from the construction of the proof that on account of Exam-
ple 1.2.8, this result reduces to the classical statement for K =Q.

We now give an alternative lower bound on
∣∣C ∩K n∣∣, replacing the volume of

the adelic convex body C by its successive minima. The approach used for
the proof was inspired by a visit of Lenny Fukshansky to Magdeburg.
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Theorem 3.2.2. Let n ≥ 2 and C be a symmetric adelic convex body, then

∣∣C ∩K n∣∣≥⌊
2 ·πnd/2

(2n)nd ·∏n
i=1λi (C )d (√|∆K |

)n

⌋
.

Proof. Let BA be the adelic unit ball and A ∈ GLn(KA) such that A−1BA is the
adelic John ellipsoid for C , i.e. A−1BA ⊆C is volume maximal, cf. (1.33). Then

∣∣C ∩K n∣∣≥ ∣∣A−1BA∩K n∣∣ and volA
(

A−1BA
)= 1

|det A|dA
volA(BA) .

We now apply (1.34) and Lemma 1.2.21 and get

1

|det A|A
≥ 1∏

i λ̃i (A)
≥ 1∏

i λi (A−1BA)
= 1∏

i (2n)1/2λi

(p
2n A−1BA

) .

Combining this with the properties of λi , cf. Definition 1.2.13, and the adelic
John’s Theorem (1.33) we have

1

|det A|A
≥ 1

(2n)n/2 ∏
i λi (C )

.

With M as before, (1.26), using A−1BA in place of C , we get

∣∣A−1BA∩K n∣∣≥⌊
volA(A−1BA)

2nd−1(√|∆K |
)n

⌋
=

⌊
volA(BA)

2nd−1|det(A)|dA
(√|∆K |

)n

⌋

≥
⌊

volA(BA)

2nd−1 (2n)nd/2 ∏
i λi (C )d (√|∆K |

)n

⌋
(3.7)

=

ÌÌÌÌÌÌÊ
(

πn/2

Γ
( n

2 +1
))r1

(
π2n/2

Γ
( 2n

2 +1
))r2

2nr2

2nd−1 (2n)nd/2 ∏
i λi (C )d (√|∆K |

)n

ÍÍÍÍÍÍË .

Using Γ(x +1) ≤ xx for x ≥ 1, cf. [Gau09, Lemma 2.20], we get

∣∣A−1BA∩K n∣∣≥⌊
πn(r1+2r2)/2 2nr2

2nd−1(2n)nd/2 (n
2

)r1n/2 (2n
2

)2r2n/2 ∏
i λi (C )d (√|∆K |

)n

⌋

=
⌊

πnd/2 22nr2/2

2nd−12nd/2nnd/22−r1n/2nr1n/2 n2r2n/2 ∏
i λi (C )d (√|∆K |

)n

⌋



64 Chapter 3 – Adelic Lattice Point Problems

=
⌊

2 ·πnd/2 2dn/2

2nd 2nd/2 nnd/2ndn/2 ∏
i λi (C )d (√|∆K |

)n

⌋

=
⌊

2 ·πnd/2

(2n)nd ∏
i λi (C )d (√|∆K |

)n

⌋
.

This establishes the Theorem.

If K is totally real, i.e. Kv
∼= R for all v | ∞, we can take

p
n A−1B instead ofp

2n A−1B in (1.33) and therefore replace (2n)n/2 in (3.7) with nn/2 and of
course also in the bound of Theorem 3.2.2.

Corollary 3.2.3. In the situation of Theorem 3.2.2 for the special case of K =Q
we get ∣∣C ∩Qn∣∣≥⌊

2

nn

(p
π

2

)n n∏
i=1

1

λi (C )

⌋
.

Remark 3.2.4. Let C be a c-symmetric adelic convex body. Then, instead of
applying the adelic John’s Theorem (1.33), we can use the Bombieri-Vaaler
version of Minkowski’s second theorem, Theorem 1.2.14 and get

∣∣C ∩K n∣∣≥⌊
volA(C )

2nd−1(√|∆K |
)n

⌋
≥

⌊
2 ·πnr2(√|∆K |

)n
(n!)r1 ((2n)!)r2

∏
i λi (C )d

⌋
.

The right-hand side of the inequality is greater than our bound in Theo-
rem 3.2.2.

3.3 Adelic Blichfeldt-type Inequalities

For this section, we assume that K is totally real, i.e. Kv =R for all v | ∞.

Given n +m lattice points a1, . . . , an+m ∈ K n , fix an embedding v : K n → R
n .

Then

Pv = conv
{

v(a1), . . . , v(an+m)
}⊂Rn

is a polytope and there exists a triangulation T1, . . . ,Tk of Pv with k ≥ m full-
dimensional simplices, whose vertices are among the v(ai ), see e.g. [DLRS10,
Sec. 2.2]. An element T j of this triangulation, i.e. an (n +1)-element set from
the n +m points, gives rise to an adelic simplex

S j = convA
{

ai

∣∣ i ∈ T j

}= convA
{

ai

∣∣v(ai ) is a vertex of T j

}
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with S j ,v = T j . Since the triangulation fulfills dim(T j ∩Ti ) < n for j 6= i , we get
vol(S j ,v ∩Si ,v ) = 0 and thus vol(S j ∩Si ) = 0 for i 6= j . On the other hand,

P = convA{ a1, . . . , an+m } ⊃ S1 ∪ . . .∪Sk

and therefore, by Proposition 3.1.8,

(3.8) volA(P ) ≥ k · 1

(n!)d
≥ m

(n!)d
.

From this, we immediately get the following adelic Blichfeldt-type inequality,
generalising the classical Theorem 1.1.4.

Theorem 3.3.1. Let K be a totally real number field of degree d = [K :Q]. Let
C be an adelic convex body with dimK (C ∩K n) = n. Then∣∣C ∩K n∣∣≤ (n!)d volA(C )+n .

However, this construction does not give a triangulation of P , since in general

S1 ∪ . . .∪Sk Ú P ,

see Examples 3.3.4 and 3.3.5 below. Example 3.3.5 does also show that the
dependence on m can not be improved in general, whereas a minimal tri-
angulation of Pv does not necessarily give rise to a minimal set of adelic
simplices, as Example 3.3.4 shows.

Remark 3.3.2. Recall that an adelic convex body C in Qn
A can be realised as a

rational lattice Λ⊂Qn ⊂Rn and a convex body C∞ ⊂Rn , cf. Example 1.2.8.

Consider elements a0, . . . , am ∈Qn , m arbitrary, that span Rn . Now the adelic
convex hull C of a0, . . . , am ∈Qn can be interpreted as the convex hull

C∞ = convR{ a0, . . . , am } ⊂Rn

together with the lattice
Λ=Za0 + . . .+Zam .

Then vol(C ) = det(Λ)−1 vol(C∞).

Example 3.3.3. Let K =Q and n = 1. Consider the points 2,3,4 ∈Q and

S1 = convA{2,3} = ∏
p prime

Zp × [2,3] , S2 = convA{3,4} = ∏
p prime

Zp × [3,4]
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and

S3 = convA{2,4} = 2Z2×
∏
p>2

Zp×[2,4] , P = convA{2,3,4} = ∏
p prime

Zp×[2,4] .

Now vol(S1) = vol(S2) = vol(S3) = 1, vol(P ) = 2 and 3 6∈ S3. We get

S1 ∩S2 =
∏

p prime
Zp × [3,3]

and

S1 ∩S3 = 2Z2 ×
∏
p>2

Zp × [2,3] , S2 ∩S3 = 2Z2 ×
∏
p>2

Zp × [3,4] .

Thus vol(S1 ∩S2) = 0 = vol(S1 ∩S2 ∩S3). Further

vol(P ) = vol(S1 ∪S2) = vol(S1)+vol(S2)−vol(S1 ∩S2) = 1+1−0

and

vol(P ) = vol(S1 ∪S2 ∪S3)

= vol(S1)+vol(S2)+vol(S3)−vol(S1 ∩S2)−vol(S1 ∩S3)−vol(S2 ∩S3)

+vol(S1 ∩S2 ∩S3)

= 1+1+1−0− 1
2 − 1

2 +0 = 2.

However, even though these sets satisfy inclusion-exclusion, S1∩S3 and S2∩S3
are no adelic lattice polytopes.

Example 3.3.4. Let K =Q[
p

2] and n = 2. Let P be the adelic convex hull of

a = (
p

2,1) , b = (1,3) , c = (2,3) and d = (1,
p

2) ∈ K 2 .

Then for v −| ∞ we get Pv = O2
v and the two convex bodies at the infinite

places v1 and v2 with corresponding real embeddings σ1 and σ2 are

Pv1

σ1(a)

σ1(b)σ1(c)

σ1(d)

z1

Pv2

σ2(a)

σ2(b)σ2(c)

σ2(d)

z2
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The adelic simplices

S1 = convA{ a,b,c } S2 = convA{ a,b,d }

S3 = convA{ a,c,d } S4 = convA{b,c,d }

all satisfy S j ,v =O2
v for v −| ∞ and vol(S j ∩Si ) = 0 for all j 6= i since the inter-

section at one infinite place is always lower-dimensional. Therefore (3.8) is
not optimal in this case as P contains four disjoint simplices, even though
the indicated triangulations of Pv1

and Pv2
are minimal.

The point z = (z1, z2) indicated in the picture is not contained in any S j .

Example 3.3.5. Consider again K =Q[
p

2] and let P be the adelic convex hull
of

a = (1,1) , b = (2,1) , c = (2,2) and d = (1,2) ∈ K 2 .

Then for v −| ∞ we get Pv = O2
v and the two convex bodies at the infinite

places v1 and v2 with corresponding real embeddings σ1 and σ2 are

σ1(a) σ1(b)

σ1(c)σ1(d)

z1

σ2(a) σ2(b)

σ2(c)σ2(d)

z2

As before, for an adelic simplex S with vertices from a,b,c,d it still holds
Sv = O2

v for v −| ∞. Any selection of more than two simplices will contain
a pair whose infinite parts have non-trivial intersection, thus (3.8) is best
possible. Again, the point z = (z1, z2) indicated in the picture is not contained
in any of the four adelic simplices.

The Symmetric Case

In this section, K is again an arbitrary algebraic number field.

We now prove our adelic version of Henze’s symmetric Blichfeldt-inequality,
Theorem 1.1.5.

Theorem 3.3.6. Let K be an algebraic number field of degree d and let C be a
symmetric adelic convex body with dimQ(C ∩K n) = nd. Then

∣∣C ∩K n∣∣≤ (nd)!

2nd
Lnd (2)

volA(C )(√|∆K |
)n ,
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where Lnd is the (nd)-th Laguerre polynomial, Lnd (x) =∑nd
k=0

(nd
k

) xk

k ! .

Proof. Again, we use ρ ◦ ι : K n → R
nd and (3.2). By Henze’s Blichfeldt-type

inequality of Theorem 1.1.5, with

dimQ

(
C ∩K n)= dimR

(
ρ(C∞)∩ρ(

ι(M)
))≥ nd ,

we get

∣∣ρ(
ι(M)

)∩ρ(C∞)
∣∣≤ (nd)!

2nd
Lnd (2)

volnd

(
ρ(C∞)

)
det

(
ρ
(
ι(M)

))
= (nd)!

2nd
Lnd (2)

volA(C )(√|∆K |
)n .

As Lnd (2)/2nd < 1 for nd ≥ 8, and in all cases Lnd (2)/2nd < nd
p

9, we directly
get the following consequence.

Corollary 3.3.7. Let C be a symmetric adelic convex body and assume further,
that dimQ(C ∩K n) = nd, then

∣∣C ∩K n∣∣< 9(1/nd) (nd)!
volA(C )(√|∆K |

)n .

Another adelic Blichfelt-type inequality was proved by Gaudron, [Gau09,
p. 173], using the language of heights and vector bundles. Let C be a symmet-
ric adelic convex body and let dimK (C ∩K n) = n, then

(3.9)
∣∣C ∩K n∣∣< (5n)nd volA(C ) .

While for d ≤ 5 or very large n, the dimensional constant is bigger in Gaudron’s
result, the assumption dimQ(C ∩K n) = nd in our Corollary 3.3.7 is a very
technical one and not as nice as we would like. In the same spirit we can, of
course, directly apply Blichfeldt’s original result and get the following variant.

Corollary 3.3.8. Let C be a symmetric adelic convex body and assume further
that dimQ(C ∩K n) = nd, then

∣∣C ∩K n∣∣≤ (nd)!
volA(C )(√|∆K |

)n +nd .

The corollary has again the assumption dimQ(C ∩K n) = nd , but is stated for
all fields K , while our previous Theorem 3.3.1 only works for K totally real.
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Proof. Again using the notation of the proof of Theorem 3.2.1, by assumption
there are x1, . . . , xnd ∈C ∩K n such that

ρ
(
ι(x1)

)
, . . . ,ρ

(
ι(xnd )

) ∈ ρ(
ι(M)

)∩ρ(C∞)

are linearly independent over Q. Since 0 ∈C we can apply Theorem 1.1.4 and
get ∣∣C ∩K n∣∣= ∣∣∣ρ(

ι(M)
)∩ρ(

C∞
)∣∣∣

≤ (nd)!

(
volnd

(
ρ
(
C∞

))∣∣det
(
ρ
(
ι(M)

))∣∣
)
+nd

= (nd)!
volA(C )(√|∆K |

)n +nd .

This can alternatively be formulated in an affine way as follows.

Corollary 3.3.9. Let C be a general adelic body that contains nd +1 elements
x1, . . . , xnd+1 of K n , affinely independent over Q, then∣∣C ∩K n∣∣≤ (nd)!

volA(C )(√|∆K |
)n +nd .

Proof. Without loss of generality we may assume the elements

x1 −xnd+1 , . . . , xnd −xnd+1

to be linearly independent. Using the same notation and argument as before,
their images under ρ are distinct and linearly independent. Therefore

ρ(x1), . . . ,ρ(xnd+1) ∈ ρ(M)∩ρ(C∞)

are affinely independent over Q and we apply Theorem 1.1.4.

Finally we give the following straight-forward generalisation of the Betke-
Henk-Wills-bound in Theorem 1.1.6.

Proposition 3.3.10. Let C be a symmetric adelic convex body, then∣∣C ∩K n∣∣≤ ⌊
2

λ1(C )
+1

⌋nd

.

Proof. As∣∣C ∩K n∣∣= ∣∣ρ(C∞)∩ρ(ι(M))
∣∣ and λ1(C ) =λ1

(
ρ(C∞),ρ(ι(M))

)
,

the result follows directly from Theorem 1.1.6 for the body ρ(C∞) and the
lattice ρ(ι(M)).
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Symmetrisation

A famous result by Rogers and Shephard relates the volume of an arbitrary
convex body to that of its symmetrisation.

Theorem 3.3.11 (Rogers, Shephard [RS57]). Let v | ∞ and Cv ⊂ K n
v be any

compact convex body with non-empty interior, then

volv (Cv ) ≤ volv

(
1
2 (Cv −Cv )

)
≤


1

2n

(
2n

n

)
volv (Cv ) , v real,

1

22n

(
4n

2n

)
volv (Cv ) , v complex,

where D(Cv ) = 1
2 (Cv −Cv ) is called the central symmetrisation or difference

body with D(Cv ) =Cv for 0-symmetric Cv .

This notion of symmetrisation can also be used in the adelic case.

Definition 3.3.12. Let C be a general adelic convex body. Then

D(C ) = 1
2 (C −C ) = ∏

v −|∞

(
Cv −Cv

)× ∏
v |∞

1
2

(
Cv −Cv

)
is called the adelic central symmetrisation or adelic difference body of C . This
is an adelic convex body in the original sense, Defintion 1.2.7, as Cv −Cv =Cv
for the Ov -modules at v −| ∞. And D(C ) =C for symmetric C .

Using this definition, we immediately get the following adelic generalisation
of the Rogers-Shepard bound of Theorem 3.3.11.

Corollary 3.3.13. Let C be a general adelic convex body. Then

volA(C ) ≤ volA
(1

2 (C −C )
)≤ 1

2nd

(
2n

n

)r1
(

4n

2n

)r2

volA(C ) ,

since r1 +2r2 = d.
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Adelic Polarity

In this Chapter, we generalise the notion of polarity, introduced for the Eu-
clidean space in Section 1.1, to adelic geometry. This allows a generalisation
of the Mahler inequality of Theorem 1.1.1 to the adelic setting.

Sections 4.1 and 4.2 have been previously published in [Thi12]. Only after
publication, I have been made aware of the work by Burger [Bur92], which
also contains a notion of adelic polarity and its application to the Mahler
inequality. His notion is however different from the one considered here, as
we will see below.

Our common approach is to directly generalise the classical notion of polarity
for each place and thus construct a polar body that is contained in the same
space as the primal body. Recall that in the Euclidean setting of Section 1.1,
the polar body and lattice were defined as subsets of the same space as the
primal set, which is often very convenient for geometrical interpretations.
But they can also be seen as sets in the dual space

(
R

m)? of Rm , which is
isomorphic to the space itself.

In the adelic setting, however, we are not working in a finite-dimensional
vector space and we thus do not have an isomorphism of this kind. We
therefore employ a more algebraic approach to introduce an adelic polar
body and prove some transference results.

Further adelic formulations in terms of twisted heights have been formulated
by Roy and Thunder [RT96; RT99] and improved by Rothlisberger [Rot10].
Comparisons of these results will be provided.

For completeness, we also briefly mention the work by Gillet and Soulé [GS91],
who use a very different approach, involving the language of Hermitian mod-
ules. Our adelic convex bodies can be translated into Hermitian modules as
used by Gillet and Soulé. However, their polar set lives in the dual space of
K n
A, i.e. the module of KA-linear maps from K n

A to KA. We will therefore not

71
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include it in the discussion below. We also exclude a recent generalisation of
the problem to general abelian varieties by Gaudron and Rémond [GR13].

4.1 The Notion of Adelic Polarity

In order to define our notion of adelic polarity we first recall some further
background from Algebraic Number Theory. We refer to the standard refer-
ences [Kna06], [Kna07], [Neu92] or [Wei95] for details.

It is well known that
T (x, y) := TrK /Q(x y)

is a non-degenerate symmetric Q-bilinear form on K . Here TrK /Q denotes the
field trace, i.e. TrK /Q(a) is the trace of the Q-linear map ma : K → K , given by
multiplication with a ∈ K . This allows to define

(4.1) ?O = {
x ∈ K

∣∣ TrK /Q(x y) ∈Z ∀ y ∈O
}

,

the codifferent, sometimes also referred to as complementary module. This
is a fractional ideal in K , its inverse is the so-called different d. Note that
we write the codifferent ?O with the star on the left, to distinguish it from
the group O∗ of units of O . The same construction can of course be applied
locally, i.e., for all v −| ∞ we get

?O v = {
x ∈ Kv

∣∣ TrKv /Qv
(x y) ∈Z ∀ y ∈Ov

}
and its inverse ideal, the local different dv . Then by construction

(4.2) volv

(?O v

)= volv

(
dv

)−1 = ∣∣Dv

∣∣−1
v ,

where Dv is the local discriminant of Kv . The bilinear form above can be
extended to yield a bilinear form on K n given by

Tn(x, y) =
n∑

j=1
TrK /Q(x j y j ) .

The following Lemma is a special case of 1.21.

Lemma 4.1.1. We have
?O = ⋂

v −|∞

(?O v ∩K
)

.

For all but finitely many v −| ∞, we have ?O v =Ov .
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Proof. By their definitions (cf. [Kna07, p. 377 (?)]) we have

?O v ∩K = ?O (v) := { a
b

∣∣a ∈ ?O ,b ∈O \ (v)
}⊇ ?O ,

where ?O (v) is the localisation of ?O at the ideal (v) corresponding to v .

For the converse inclusion we follow an idea suggested to us by Jörg Jahnel.
Let M =⋂

v −|∞
?O (v) and x ∈ M , and consider the “ideal of denominators”

I = {
b ∈O

∣∣bx ∈ M
}

.

Since x ∈ K ∩?O v = ?O (v), we have I 6⊂ (v) for the ideal in K corresponding to
the finite place v . Since this holds for all v , we have I =O . Therefore x ∈ ?O .

The second statement follows from [Kna07, Lemma 6.48], since only finitely
many primes are ramified in K . Furthermore, if p is not ramified in K , we get
Dv = 1 for all v | p.

The following lemma shows that the construction of the codifferent, (4.1), is
compatible with the rank-n-case and the form Tn in the expected sense.

Lemma 4.1.2. Let A ∈ GLn(K ) and Av ∈ GLn(Kv ) for any finite v. Then

?(
AOn)= A−ᵀ(?O)n and ?(

AvOn
v

)= A−ᵀ
v

(?O v

)n ,

where A−ᵀ and A−ᵀ
v are the transpose of A−1 and A−1

v , respectively.

Proof. Notice that

?(
On)

:= {
x ∈ K n ∣∣Tn(x, y) ∈Z ∀ y ∈On }⊇ (?O)n .

Suppose they are not the same, i.e. ∃a ∈ ?(
On)

\
(?O)n . Then for some i we

must have ai 6∈ ?O . So there is some bi ∈O , such that TrK /Q(ai bi ) 6∈Z by defi-
nition of ?O . But then Tn

(
a , (0, . . . ,0,bi ,0, . . . ,0)

) 6∈Z giving a contradiction.

Now let (ai j )i j = A ∈ GLn(K ) and x, y ∈ K n . Then

Tn

(
x, Ay

)=∑
i

TrK /Q

(
xi (Ay)i

)=∑
i

TrK /Q

(
xi

(∑
j ai j y j

))
=∑

i

∑
j

TrK /Q

(
xi (ai j y j )

)=∑
j

∑
i

TrK /Q

(
(ai j xi )y j

)
=∑

j
TrK /Q

((
Aᵀx

)
j y j

)= Tn

(
Aᵀx, y

)
.

For the second statement we can apply the above argument verbatim for
x, y ∈ K n

v and Av ∈ GLn(Kv ) using TrKv /Qv
instead.
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We now define a scalar product on Rd =Rr1+2r2 by

(4.3) (x, y) =
r1∑

j=1
x j y j +2

2r2∑
j=r1+1

x j y j .

Since ρ : K∞ ∼= Rd , (1.25), we can also express this in terms of the following
scalar product, see also [Neu92, p. III.3],

(4.4) (x, y) = (ρ(x),ρ(y)) = ∑
v real

xv yv +
∑

v complex
(xv y v +xv yv )

on K∞. Here xv is the complex conjugate of xv ∈C. To see the equivalence,
observe that

(a +bi)(c +d i)+ (a +bi)(c +d i) = (a +bi)(c −d i)+ (a −bi)(c +d i)

= ac −ad i+bci−bd i2 +ac +abi−bci−bd i2 = ac +bd .

We now proof the vital Lemma, establishing the link between the bilinear
forms on K and on Rd .

Lemma 4.1.3. For all x, y ∈ K

TrK /Q(x y) = (
ρ(ι(x)),ρ(ι(y))

)
.

Proof. Let x, y ∈ K , then(
ρ(ι(x)),ρ(ι(y))

)
=

r1∑
j=1

σ j (x)σ j (y)+
r2∑

j=1
2
(
R

(
σr1+ j (x))R(σr1+ j (y)

)+I
(
σr1+ j (x))I(σr1+ j (y)

))
=

r1∑
j=1

σ j (x)σ j (y)+2
r2∑

j=1

(
R

(
σr1+ j (x))R(σr1+ j (y)

)−I
(
σr1+ j (x))I(σr1+ j (y)

))
.

Recall that TrK /Q(x) = ∑
σσ(x), where the sum ranges over all embeddings

σ : K ,→Q. And since all complex embeddings appear in conjugate pairs,

TrK /Q(x y) =
r1∑

j=1
σ j (x y)+

r2∑
j=1

σr1+ j (x y)+
r2∑

j=1
σr1+ j (x y)

=
r1∑

j=1
σ j (x)σ j (y)+2

r2∑
j=1

R
(
σr1+ j (x)σr1+ j (y)

)
.

Finally, we apply the relation R(ab) =R(a)R(b)−I(a)I(b) for a,b ∈C, to see
that both expressions do in fact coincide.
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Alternatively, we express this link in terms of polarity.

Corollary 4.1.4. For any algebraic number field K with ring of integers O and
embeddings ρ and ι as above, we have

ρ
(
ι
(
O

))? = ρ(
ι
(?O))

,

where ( · )? on the left is the polar with respect to the form in (4.3).

Example 4.1.5. We consider again the field K =Q[
p

2] with O =Z[
p

2]. Con-
sider x = a +b

p
2 ∈Q[

p
2] and y = c +d

p
2 ∈Z[

p
2]. Then

x y = (a +b
p

2)(c +d
p

2) = ac +2bd + (ad +bc)
p

2.

Therefore

Tr(x y) = Tr

(
ac +2bd 2ad +2bc
ad +bc ac +2bd

)
= 2ac +4bd

and this is an integer if a ∈ 1
2Z and b ∈ 1

4Z. Therefore ?O = 1
2Z+

p
2

4 Z.

Now ρ(ι(O )),ρ(ι(?O )) ⊂R2 are lattices of rank 2, more precisely

ρ(ι(O )) =
(
1

p
2

1 −p2

)
Z

2 , ρ(ι(?O )) =
(

1
2

p
2

4
1
2 −

p
2

4

)
Z

2 ,

and we see that ρ(ι(O ))? = ρ(ι(?O )). This follows easily from the fact, that the
matrices are the inverse transpose of one another.

As we want to work in the rank-n-case over the adeles, we extend the scalar
product from (4.3) to Rnd in the obvious way: The scalar product ( · , ·) on
R

nd is also defined as the sum of the components of each copy of Rd . Notice
that we get the standard scalar product at the real places and the real scalar
product multiplied by 2 at the complex places. By direct consequence of
Lemma 4.1.2, Corollary 4.1.4 and (1.21) this leads to the following generalisa-
tion.

Corollary 4.1.6. For any algebraic number field K with ring of integers O and
embeddings ρn and ιn as above, we have for all n ∈N

ρn(
ιn

(
A−1On))? = ρn(

ιn
(

Aᵀ(?O)n))
and

ρn
(
ιn

( ⋂
v −|∞

(
A−1

v On
v ∩K n)))? = ρn

(
ιn

( ⋂
v −|∞

(
Aᵀ

v

(?O v

)n ∩K n)))
,

where A ∈ GLn(K ) and Av ∈ GLn(Kv ) for all v −| ∞.
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Proposition 4.1.7. Consider a finite number d of 0-symmetric convex bodies
Ci ⊂Rmi . Then, using the classical notion of polarity, see (1.5),

( d∏
i=1

Ci

)? ⊆
d∏

i=1
C?

i ⊆ d
( d∏

i=1
Ci

)?
.

Proof. Let x ∈ (∏
i Ci

)?, then 〈x, y〉 ≤ 1 for all y ∈∏
i Ci . So especially for any

1 ≤ i ≤ d we have 〈x, (0, . . . ,0, yi ,0, . . . ,0)〉 ≤ 1 for all yi ∈ Ci . But that implies
〈xi , yi 〉 ≤ 1 for all i , which defines the middle set in the chain of includions.
Summing over all d components we get the second inclusion.

Using polarity as defined by the scalar product ( · , · ) instead of 〈 · , · 〉, we get
〈x, (0, . . . ,0, yi ,0, . . . ,0)〉 ≤ 1

2 and 〈xi , yi 〉 ≤ 1
2 for the complex places (xi , yi ∈C),

so inclusions hold as well.

Due to Corollary 4.1.6, we are now in the situation to define our notion of
adelic polarity.

Definition 4.1.8. Let C =∏
v −|∞ A−1

v On
v ×∏

v |∞Cv be a symmetric adelic con-
vex body. The polar adelic body of C is

C? := ∏
v −|∞

Aᵀ
v

(?O v

)n × ∏
v |∞

C?
v ,

where for v −| ∞ we let C?
v be the polar body of Cv with respect to the restric-

tion of (4.3). In other words, for real v −| ∞ we take the classical polar body in
R

n , but for complex v −| ∞ we take the usual polar body in R2d and scale it by
2. Since Ov = ?O v for almost all v −| ∞ by Lemma 4.1.1, C? is again an adelic
convex body.

From the description of C? we immediately we get the following consequence,
mirroring the classical statement.

Corollary 4.1.9. For an adelic convex body C and A ∈ GLn(KA) we get

(A−1C )? = AᵀC? .

Lemma 4.1.10. Let C be an adelic convex body, then
(
C?)? =C .

Proof. For the convex bodies at the infinite places, the statement follows from
the classical result, page 11.

For a finite place v −| ∞, notice that
?(?O v

)=Ov by definition.
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4.2 The Adelic Mahler inequality

We now apply the results of the previous section, especially Corollary 4.1.6, to
prove the main results on adelic polarity. We start with the following upper
bound.

Theorem 4.2.1. Let C be an adelic convex body and C? its polar. Then for
1 ≤ `≤ n

λ`(C )λn−`+1(C?) ≤ (nd)3/2 .

Proof. Let

M= ⋂
v −|∞

(
A−1

v On
v ∩K n)

and M? = ⋂
v −|∞

(
Aᵀ

v (?O v )n ∩K n)
.

Then, cf. (1.27), ρ(ι(M)) and ρ(ι(M?)) are lattices of full rank in R
nd . By

Corollary 4.1.6, they are polar to each other.

Denote by C∞ and C?
∞ the infinite parts of C and C?, respectively. By Propo-

sition 4.1.7 we have

(4.5) (ρ(C∞))? ⊂ ρ(C?
∞) .

Denote by λ`(C ) and λ`(C?) the adelic successive minima of C and C?, re-
spectively and by λ̂i (D,Λ) the classical successive minima of the convex body
D and the lattice Λ in Rnd . Then, by (1.30), for `= 1, . . . ,n

λ`(C ) ≤ λ̂(`−1)d+1

(
ρ(C∞),ρ(ι(M))

)
and

λ`(C?) ≤ λ̂(`−1)d+1

(
ρ(C?

∞),ρ(ι(M?))
)≤ λ̂(`−1)d+1

(
ρ(C∞)?,ρ(ι(M?))

)
,

where the last inequality follows from (4.5).

Finally

λ`(C )λn−`+1(C?) ≤ λ̂(`−1)d+1

(
ρ(C∞),ρ(ι(M))

)
λ̂((n−`+1)−1)d+1

(
ρ(C∞)?,ρ(ι(M?))

)
≤ λ̂(`−1)d+1

(
ρ(C∞),ρ(ι(M))

)
λ̂(n−`)d+d

(
ρ(C∞)?,ρ(ι(M?))

)
≤ (nd)3/2 ,

applying the classical Mahler inequality, Theorem 1.1.1.

Corollary 4.2.2. Let C and C? be as in Theorem 4.2.1 and let µ(C?) be the
inhomogeneous minimum of C?. Then

λ1(C ) ·µ(C?) ≤ znd(1+ lognd) ,

where z is a universal constant.
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Proof. As in the proof of Theorem 4.2.1, we have λ1(C ) = λ̂1(ρ(ι(M)),ρ(C∞))
and by (4.5) we get

µ̂(ρ(C?
∞),Λ) ≤ µ̂(ρ(C∞)?,Λ)

for any lattice Λ⊂Rnd .

Therefore

λ1(C ) ·µ(C?) ≤ λ̂1(ρ(C∞),ρ(ι(M))) · µ̂(ρ(C∞)?,ρ(ι(M?))) ≤ znd(1+ lognd) ,

by [Ban96, Corollary 1] with some universal constant z.

In view of the classical result of Theorem 1.1.1 we are also interested in a
lower bound. While the classical bound is comparatively easy to prove, this
is not the case in the adelic setting, and we also cannot prove our bound in
full generality. For a special class of adelic convex bodies and for K totally
real or a CM-field (i.e. a field of complex multiplication) we get the following
estimate.

Theorem 4.2.3. Let K be totally real or a CM-field, and let C be an adelic
convex body which is c-symmetric, Definition 1.2.10, and let C? be its polar.
Then for 1 ≤ `≤ n

1
d
p|∆K | ≤λ`(C )λn−`+1(C?) .

Proof. We use the standard bilinear form on K n :

b(x, y) =
n∑

i=1
xi y i ,

where · is the identity for K totally real and if K is a CM-field, it is the unique
non-trivial automorphism of K , that corresponds to complex conjugation in
C.

Let u1, . . . ,un and v1, . . . , vn be K -bases of K n such that ui ∈ λi (C )C and
v j ∈ λ j (C?)C? for all i , j . Notice that for ui ∈ On and v j ∈ (?O )n , we have

b(A−1u j , Aᵀv j ) = b(u j , v j ) ∈ ?O , using that ?O is a fractional ideal in K . On

account of Lemma 4.1.1, we can also view b(u j , v j ) ∈ ?O v . Now since ?O v is
the inverse fractional ideal of dv , on account of (4.2) and the definition of the
local volume, we have |x|v ≤ |Dv |−1

v for x ∈ ?O v .



4.2 The Adelic Mahler inequality 79

Since b is non-degenerate, there are i ∈ {
1, . . . ,`

}
and j ∈ {

1, . . . ,n −`+1
}

such that b(ui , v j ) 6= 0. Then by the product formula (1.19)

1 =∏
v

∣∣∣b(ui , v j )
∣∣∣dv

v
·
(
λi (C )λ j (C?)

λi (C )λ j (C?)

)d

= ∏
v −|∞

∣∣∣b(ui , v j )
∣∣∣dv

v
·
(
λi (C )λ j (C?)

)d · ∏
v |∞

∣∣b( 1
λi (C ) ui , 1

λ j (C?)
v j

)∣∣dv
v .

Now for any finite v we have b(ui , v j ) ∈ ?O v , therefore
∣∣b(ui , v j )

∣∣dv
v ≤ |Dv |−dv .

Finally
∏

v −|∞|Dv |−dv = |∆K | by (1.20).

To conclude the proof, we consider the factors at the infinite places. By
assumption they are either all real or all complex. Fix some v | ∞. Let
x := 1

λi (C ) ui and y := 1
λ j (C?)

v j . If K is totally real, i.e. v is real, we have

∣∣b(x, y)
∣∣dv

v = ∣∣b(x, y)
∣∣1

v = ∣∣σv

(∑
i xi yi

)∣∣= ∣∣∑
iσv (xi )σv (yi )

∣∣≤ 1,

by definition of C?
v .

If K is a CM-field, i.e. v is complex, we get∣∣b(x, y)
∣∣dv

v = ∣∣σv

(∑
i xi y i

)∣∣2 = ∣∣∑
iσv (xi )σv (yi )

∣∣2

≤ (∣∣R(
∑

iσv (xi )σv (yi ))
∣∣+ ∣∣iI(

∑
iσv (xi )σv (yi ))

∣∣)2 ≤ (∣∣1
2

∣∣+1
∣∣1

2

∣∣)2 = 1,

by definition of C?
v , since iI(x) = iR(ix) for all x ∈C and from (σv (xi ))i ∈Cv

we get i(σv (xi ))i ∈Cv by c-symmetry.

The conclusion follows from the monotonicity of the minima.

Example 4.2.4. We continue our Example 4.1.5. Thus again K =Q[
p

2], with

O =Z[
p

2] =Z+p
2Z and ?O = 1

2Z+
p

2
4 Z. The field discriminant is |∆K | =

p
8.

We consider the case n = 1, and define our adelic body by taking Cv =Ov for
v −| ∞ and Cv = [−1,1], the 1-dimensional unit ball, at both infinite places.
We see that

C = ∏
v −|∞

Ov ×
∏

v |∞
[−1,1] and C? = ∏

v −|∞
?O v ×

∏
v |∞

[−1,1]

are polar. Obviously λ1(C ) ≤ 1 and we determine the first minimum of [−1,1]2

with respect to the lattice

ρ(ι(?O )) =
(

1
2

p
2

4
1
2 −

p
2

4

)
Z

2 .
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Since
p

2
4 < 1

2 , we have λ1(C?) ≤
p

2
4 . This gives equality for the lower bound

in Theorem 4.2.3. The following picture shows the images of the embedded
bodies C and C?, similar to Figure 1.1.

ρ(1)

ρ(C∞) and ρ(ι(O ))

ρ(1)

ρ(C?
∞) and ρ(ι(?O ))

Comparison to Previous Results

The adelic variant of Mahler’s inequality was already studied by Roy and Thun-
der [RT96] using the successive minima in terms of heights, Definition 1.2.20.
For A ∈ GLn(KA) and 1 ≤ `≤ n their result reads

λ̃`(A)λ̃n−`+1(A−ᵀ) ≤ 2n(n−1) ,

which was improved by Rothlisberger [Rot10, Theorem 4.6], using an adelic
generalisation of so-called Korkin-Zolotarev-reduced bases. He showed for
A ∈ GLn(KA) and 1 ≤ `≤ n

λ̃`(A)λ̃n−`+1(A−ᵀ) ≤ d3(K )
(
1+ n−1

2 τ2
K

)
γ∗K (n) ,

for some implicit constants d3(K ) and τK depending only on the field K , and
γ∗K (n) is a generalised Hermite constant, which can be bounded linearly in
n. Therefore the bound is essentially of order n2, up to constants. However,
combining Lemma 1.2.21 and Theorem 4.2.1, we get

λ̃`(A)λ̃n−`+1(A−ᵀ) ≤λ`(A−1BA)λn−`+1(AᵀBA) ≤ (nd)3/2 .

Thus for a fixed field K , our bound is a slight improvement. A direct gen-
eralisation of Banaszczyk’s appraoch to the adelic setting, as proposed by
Rothlisberger [Rot10, Section 1.1], is still to be considered.

An approach to adelic polarity more closely related to our version was first
studied by Burger [Bur92]. His definition of the polar body C∨ of the adelic
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convex body C is however not compatible with our Definition 4.1.8, as for the
finite places v −| ∞ he defines the local polar body of Cv as

C∨
v =

{
x ∈ Kv

∣∣∣∣ ∣∣∣ n∑
i=1

xi yi

∣∣∣
v
≤ 1 for all y ∈Cv

}
.

Then, [Bur92, Theorem 3.7], for 1 ≤ `≤ n

1 ≤λ`(C )λn−`+1(C∨) ≤
(
n!

)2r1
(
(2n)!

)2r2 |∆K |n
4nr2

.

4.3 More Adelic Transference Results

We now briefly turn to some results in connection with the Mahler volume,
i.e. the product

volm(C )volm(C?)

for C ∈K m
0 .

The Blaschke-Santaló inequality [San49] gives the upper bound

(4.6) volm(C )volm(C?) ≤ Å2
m ,

where Åm is the volume of the m-dimensional Euclidean ball. On the other
hand, Bourgain and Milman established, [BM87],

(4.7) volm(C )volm(C?) ≥ zm

m!

for some absolute constant 0 < z≤ 4. Observe, that for the cube C = Cm we
have volm(Cm)volm(C?

m) = 4m/m! and this is the conjectured optimal value.
More recently Kuperberg [Kup08] established (4.7) with z= π and also gave
an asymptotic improvement, replacing z by a constant depending on m.

Proposition 4.3.1. Let C be an adelic convex body. Then

znd 4nr2 |∆K |n
(n!)r1 ((2n)!)r2

≤ volA(C )volA(C?) ≤ Å2r1
n 4nr2Å

2r2
2n ,

where r1 is the number of real, r2 the number of complex places of K and
π≤ z≤ 4 is an absolute constant.

Proof. We compare the factors locally, i.e. for all v ∈ M(K ).
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Let v | ∞, then Cv ,C?
v ⊂Rndv and (4.7) yields

volv (Cv )volv (C?
v ) = voln(Cv )voln(C?

v ) ≥ zn

(n)!

for v real, and

volv (Cv )volv (C?
v ) = 2n vol2n(Cv )2n vol2n(C?

v ) ≥ z2n 4n

(2n)!

for v complex. On the other hand, (4.6) gives

volv (Cv )volv (C?
v ) ≤ Å2

n and volv (Cv )volv (C?
v ) ≤ 4n Å2

2n

for real and complex v respectively. Now for v −| ∞ we get

volv (Cv )volv (C?
v ) = volv (On

v )volv (?On
v ) = 1 · (|Dv |−1

v

)n .

The assertion follows with (1.20).

A similar result has also been proven by Burger [Bur92, Theorem 3.6] for his
polar body C∨ with slightly different constants.

An immediate consequence is the following adelic variant of a pair of inequal-
ities by Kannan and Lovász [KL88, Lemma 1.2].

Their inequalities for any C ∈K m
0 and Λ ∈L m are

λ1(C ,Λ)λ1(C?,Λ?) ≤ z0m

and
m
√
λ1(C ,Λ) · · ·λm(C ,Λ)

m
√
λ1(C?,Λ?) · · ·λm(C?,Λ?) ≤ z0m

for some absolute constant z0.

Our adelic variant is the following.

Proposition 4.3.2. Let C be adelic convex body. Then

λ1(C )λ1(C?) ≤
(

8

z

)
n2

4r2/d

and
n
√
λ1(C ) · · ·λn(C ) · n

√
λ1(C?) · · ·λn(C?) ≤

(
8

z

)
n2

4r2/d
,

where π≤ z≤ 4 is an absolute constant and r2 the number of complex places of
K . The factor n2 can be replaced by n if K is totally real or a CM-field.
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Proof. First, by the Bombieri-Vaaler-Theorem 1.2.14, we get

λ1(C ) ≤ 2
(
volA(C )

)−1/nd (√|∆K |
)1/d

λ1(C?) ≤ 2
(
volA(C?)

)−1/nd (√|∆K |
)1/d

and
n
√
λ1(C ) · · · n

√
λn(C ) ≤ 2

(
volA(C )

)−1/nd (√|∆K |
)1/d

n
√
λ1(C?) · · · n

√
λn(C?) ≤ 2

(
volA(C?)

)−1/nd (√|∆K |
)1/d .

Now we apply Theorem 4.3.1 to the respective products,

λ1(C )λ1(C?) ≤
(

4

z

)
nd

√
(n!)r1 ((2n)!)r2

4nr2 |∆K |n
(√|∆K |

)1/d ≤
(

4

z

)
nd

√
(n!)r1 ((2n)!)r2

4nr2

and similarly

n
√
λ1(C ) · · ·λn(C ) · n

√
λ1(C?) · · ·λn(C?) ≤

(
4

z

)
nd

√
(n!)r1 ((2n)!)r2

4nr2
.

Finally

(n!)r1/nd ≤ (n!)1/n ≤ n

and

((2n)!)r2/nd ≤ ((2n)!)1/2n ≤ 2n

as r1 ≤ d and 2r2 ≤ d . In the special cases either r1 = 0 or r2 = 0.

We now generalise a result by Gillet and Soulé [GS91], see also [GS09]. For any
C ∈K m they showed

(4.8)
1

6m ≤
∣∣C ∩Zm∣∣∣∣C?∩Zm∣∣ ·volm(C )

≤ 6m

zm
0 Å

2
m

,

where Åm = volm(Bm) is again the volume of the m-dimensional Euclidean
unit ball and and 0 < z0 some absolute constant.

This pair of inequalities can also be directly extended to the adelic setting.

Proposition 4.3.3. Let C be an adelic convex body. Then

1

(6d)nd
≤

∣∣C ∩K n∣∣ · (√|∆K |
)n∣∣C?∩K n∣∣ ·volA(C )

≤ 6nd

zndÅ2
nd

,

where 1
2 ≤ z≤ 2

π is an absolute constant.
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Proof. First, we remark that by (1.15), for any C ∈K m
0 and Λ ∈L m , Λ= AZm ,∣∣C ∩Λ∣∣= ∣∣A−1C ∩Zm∣∣ and

∣∣C?∩Λ?∣∣= ∣∣(A−1C )?∩Zm∣∣
and on account of vol(A−1C ) = vol(C )/detΛ we can replace (4.8) by

(4.9)
1

6m ≤
∣∣C ∩Λ ∣∣ ·detΛ∣∣C?∩Λ?∣∣ ·volm(C )

≤ 6m

zm
0 Å

2
m

.

Further, the constant z0 of Gillet and Soulé is such that volm(C )volm(C?) ≥
z0Å

2
m and Kuperberg [Kup08] showed that it can be replaced by 1

2 ≤ z≤ 2
π .

With the notations as always,∣∣C ∩K n∣∣= ∣∣ρ(C∞)∩ρ(ι(M))
∣∣≥ ∣∣( 1

d ρ(C∞)
)∩ρ(ι(M))

∣∣
and ∣∣C?∩K n∣∣= ∣∣ρ(C?

∞)∩ρ(ι(M?))
∣∣ .

With Proposition 4.1.7 we get∣∣ρ(C∞)?∩ρ(ι(M?))
∣∣≤ ∣∣ρ(C?

∞)∩ρ(ι(M?))
∣∣≤ ∣∣dρ(C∞)?∩ρ(ι(M?))

∣∣ .

Now these combined with (4.9) give∣∣ρ(C∞)∩ρ(ι(M))
∣∣∣∣ρ(C?

∞)∩ρ(ι(M?))
∣∣ ≤

∣∣ρ(C∞)∩ρ(ι(M))
∣∣∣∣ρ(C∞)?∩ρ(ι(M))?
∣∣ ≤ 6nd volnd

(
ρ(C∞)

)
zndÅ2

nd det
(
ρ(ι(M))

)
and ∣∣ρ(C∞)∩ρ(ι(M))

∣∣∣∣ρ(C?
∞)∩ρ(ι(M?))

∣∣ ≥
∣∣( 1

d ρ(C∞)
)∩ρ(ι(M))

∣∣∣∣( 1
d ρ(C∞)

)?∩ρ(ι(M))?
∣∣ ≥ volnd

( 1
d ρ(C∞)

)
6nd det

(
ρ(ι(M))

) .

Thus

1

(6d)nd

volnd

(
ρ(C∞)

)
det

(
ρ(ι(M))

) ≤
∣∣ρ(C∞)∩ρ(ι(M))

∣∣∣∣ρ(C?
∞)∩ρ(ι(M?))

∣∣ ≤ 6nd

zndÅ2
nd

volnd

(
ρ(C∞)

)
det

(
ρ(ι(M))

) .

The statement follows with (3.2), i.e.,∣∣C ∩K n∣∣∣∣C?∩K n∣∣ =
∣∣ρ(C∞)∩ρ(ι(M))

∣∣∣∣ρ(C?
∞)∩ρ(ι(M?))

∣∣ ,

and volA(C )/
(√|∆K |

)n = volnd

(
ρ(C∞)

)/
det

(
ρ(ι(M))

)
by (1.28).
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Further Adelic Generalisations

In this final chapter we generalise two problems we already discussed in the
classical setting to the Adelic Geometry of Numbers.

In Section 5.1 we deal with the generalisation of the results by Kannan and
Lovász on the covering minima (1.11). We therefore extend the definition to
the adelic setting and prove an adelic version of Theorem 1.1.2. While in the
classical case Kannan and Lovász proved a direct connection between the
first covering minimum and the first successive minimum of the polar body
and lattice, a full adelic analogue is not provided. This is due to the fact that
in Euclidean space polar lattice points describe lattice hyperplanes for the
primal lattice, which does not hold in K n

A. We will however prove a partial
connection.

Section 5.2 then constitutes the adelic generalisation of our own results from
Chapter 2 on restricted successive minima. Here, the restrictions will of
course be strict linear subspaces of K n that correspond to lower-dimensional
discrete subsets of K n in K n

A. This topic has originally been considered by
Fukshansky [Fuk06b] and Gaudron [Gau09], both recently generalised by Fuk-
shansky and Henshaw [FH13] and Gaudron and Rémond [GR12], respectively.
In analogy to the classical case, our approach removes the dependence on
the number of restrictions.

5.1 Adelic Covering Minima

Let W ⊆ K n be a subspace of dimension ` and let u1, . . . ,u` be a basis. We
think of W as an adelic lattice in K n

A. Let U = (u1 . . .u`) be the matrix with
columns ui . For a set I ⊂ {

1, . . . ,n
}

with |I | = `, denote by IU the `× `-
submatrix of U with rows indexed by I . For v −| ∞ fix Jv ⊂ {

1, . . . ,n
}
, |Jv | = `,

such that ∣∣det Jv
U

∣∣
v = max

|I |=`
∣∣det IU

∣∣
v .

85
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We now define the map Pv as

Pv =U (Jv
U )−1

Jv
(1n) v −| ∞ ,

Pv =U (U∗U )−1U∗ v | ∞ ,

where U∗ is the complex conjugate transpose of U and 1n is the identity.
By construction, Pv is a projection of K n

v onto Wv = linKv
(W ) ⊆ K n

v for all
v ∈ M(K ), hence Pv (x) ∈Wv for all x ∈ K n

v and Pv (y) = y for y ∈Wv . If v | ∞
is a real place, this is just the orthogonal projection onto Wv as we saw before,
page 13. See [Vaa87, Section 4] for more details on Pv for all v ∈ M(K ).

Finally let P v = (1n −Pv ) for all v ∈ M(K ) and we define PW = ∏
v Pv and

PW = ∏
v P v . Then PW is a projection of K n

A onto the adelic lattice plane
linKA

(W ) and PW is the complementary projection.

Our adelic version of the covering minima introduced by Kannan and Lovász
(1.11) is the following.

Definition 5.1.1. Let C be an adelic convex body, L ⊆ K n an adelic lattice.
The i -th adelic covering minimum is

µi (C ,L) = sup
{
µ(C |W,L|W )

∣∣W ⊆ L , dimW = n − i
}

, 1 ≤ i ≤ dimL ,

where C |W = PW (C ) and L|W = PW (L) are the images of C and L under the
projection PW as defined above. We write µi (C ) =µi (C ,K n) for short.

This allows us to give the following adelic generalisation of Theorem 1.1.2.

Theorem 5.1.2. Let C be a symmetric adelic convex body. Then for 1 ≤ j < n

µ j+1(C ) ≤µ j (C )+ν(K )λn− j (C ) ,

where ν(K ) is the adelic field constant (1.23).

Proof. We mirror the proof of Theorem 1.1.2 and start with the case j = n −1.
Let x ∈ K n

A be arbitrary.

Let w ∈ λ1(C ) ·C ∩K n and denote W = linK (w) and V = PW

(
K n
A

)
. Then we

have x = PW (x)+PW (x) with PW (x) ∈V and PW (x) =αw for some α ∈ K n
A as

well as PW (x) ∈µn−1(C ) ·C +K n by definition.

By definition of ν(K ), there exists dαc ∈ K , such that

|dαc−α|v ≤ ν(K ) v | ∞ ,

|dαc−α|v ≤ 1 v −| ∞ .
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Then

x = PW (x)+αw = PW (x)+dαcw︸ ︷︷ ︸
∈µn−1(C )·C+K n

+ (α−dαc)w︸ ︷︷ ︸
∈ν(K )λ1(C )·C

∈ (
µn−1(C )+ν(K )λ1(C )

)
C +K n ,

which proofs this case.

For general j let W be a ( j +1)-dimensional adelic lattice, i.e. W ⊆ K n with
dimK W = j +1. Then by the first part

µ j+1(C |W,K n |W ) ≤µ j (C |W,K n |W )+ν(K )λ1(C |W,K n |W ) .

But since µ j (C |W,K n |W ) ≤µ j (C ) and λ1(C |W,K n |W ) ≤λn− j (C ), we have

µ j+1(C |W,K n |W ) ≤µ j (C )+ν(K )λn− j (C ) .

for any W and so the statement follows.

Finally, we prove one part of the adelic equivalent of (1.13).

Theorem 5.1.3. Let C be an adelic convex body and C? its polar. Then

µ1(C )λ1(C?) ≤ z

(
d +1

2

)
,

where z is some absolute constant.

For the opposite inequality, in the classical case Kannan and Lovász use the
fact that a point from Λ?, the polar of the lattice Λ, naturally defines a linear
function Rm →R, whose kernel is a (n−1)-dimensional lattice plane of Λ, see
also the discussion following (1.13). No such relation exists in the adelic case
and we were not able to find an alternative approach.

Proof. Let W be a 1-dimensional subspace of K n . Then W = linR
(
ρ(ι(W ))

)
is

a d-dimensional subspace of Rnd and

µ
(
C |W,K n |W )=µ(

ρ(C∞)
∣∣W ,ρ(ι(M))

∣∣W )
by (1.31). Thus by definition of µd ,

µ
(
ρ(C∞)

∣∣W ,ρ(ι(M))
∣∣W )≤µd

(
ρ(C∞),ρ(ι(M))

)
.

And since the inequality holds for all W , it is also true for the supremum,

µ1(C ) ≤µd

(
ρ(C∞),ρ(ι(M))

)
.
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Further, by [KL88, Theorem 2.7],

µd

(
ρ(C∞),ρ(ι(M))

)≤ z′
(

d +1

2

)
µ1

(
ρ(C∞),ρ(ι(M))

)
for some absolute constant z′ and, by (1.13),

µ1

(
ρ(C∞),ρ(ι(M))

)= 1

2λ1

(
ρ(C∞)?,ρ(ι(M))?

) .

Now by Corollary 4.1.6 and (4.5)

λ1

(
ρ(C∞)?,ρ(ι(M))?

)≥λ1

(
ρ(C?

∞),ρ(ι(M?))
)=λ1(C?) .

The assertion follows with z= z′/2.

5.2 Adelic Restricted Successive Minima

In this Section we will generalise the results of Chapter 2 to the adelic setting.

Analogously to Definition 2.0.1 we define the adelic restricted minima.

Definition 5.2.1. Let K be algebraic number field and let L1, . . . ,Ls Ú K n be
linear subspaces. Let C be an adelic convex body. Then

λi

(
C ,K n \

s⋃
j=1

L j

)= min
{
λ> 0

∣∣ dimK

(
λC ∩K n \

s⋃
j=1

L j

)≥ i
}

, 1 ≤ i ≤ n,

is the i -th restricted successive minimum of C with respect to K n \
⋃s

j=1 L j .

We start with the following adelic version of Theorem 2.1.1.

Theorem 5.2.2. Let C be an adelic convex body and L1, . . . ,Ls ⊂ K n linear
subspaces with n j = dimK L j < n. Then

λ1

(
C ,K n \

s⋃
j=1

L j

)≤ 6nd−1 (√|∆K |
)n

3d−1 λ1(C )nd−2 volA(C )

(
s∑

j=1

1

λ1(C ,L j )

)
+2

(√|∆K |
)1/d

nd
√

volA(C )
.

Proof. The proof follows the same argument as that of Theorem 2.1.1. In
particular, we can assume λ1(C ) = 1. We need to find γ> 0 such that there
exists x ∈ γC ∩ (

K n \ (L1 ∪ . . .∪Ls)
)
.
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We apply our adelic version of Theorem 1.1.6, Proposition 3.3.10, in the same
way as in (2.4). So for γ≥ 1 we again get

(5.1)
∣∣γC \ {0}∩L j

∣∣≤ γn j d 3n j d 1

λ1(C ,L j )
≤ γ(n−1)d 3(n−1)d 1

λ1(C ,L j )

for all j .

For the lower bound we use our van der Corput-type result of Theorem 3.2.1.

This, combined with (5.1), gives us for γ≥ 1

∣∣γC \ {0}∩K n \
s⋃

j=1
L j

∣∣≥ ∣∣γC \ {0}∩K n∣∣− s∑
j=1

∣∣γC \ {0}∩L j

∣∣
≥ γnd volA(C )

2nd−1(√|∆K |
)n −2−γ(n−1)d 3(n−1)d

s∑
j=1

1

λ1(C ,L j )

= volA(C )

2nd−1(√|∆K |
)n

(
γnd −γ(n−1)d β−ρ)

where

β= 6nd−1 (√|∆K |
)n

3d−1 volA(C )

(
s∑

j=1

1

λ1(C ,L j )

)
, ρ = 2nd

(√|∆K |
)n

volA(C )
.

By Bombieri-Vaaler’s Theorem 1.2.14 and our assumption, ρ ≥ (√|∆K |
)n ≥ 1.

Similarly to the proof of Theorem 2.1.1, for γ=β+ρ1/nd , we have

γnd −γ(n−1)dβ=
(
β+ρ1/nd

)nd −
(
β+ρ1/nd

)(n−1)d
β

=
((
β+ρ1/nd

)d −β
)
·
(
β+ρ1/nd

)(n−1)d

> ρd/nd ·ρ(n−1)d/nd

= ρ .

and thus
∣∣γC \{0}∩K n \

⋃s
j=1 L j

∣∣≥ 1, establishing the Theorem for our special
case λ1(C ) = 1.

We can also extend Corollary 2.1.2 to the adelic setting, using the same line of
argument as in the classical case. We then get the following statement.
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Corollary 5.2.3. Let C be an adelic convex body and L1, . . . ,Ls ⊂ K n linear
subspaces with n j = dimK L j < n. Then for all i = 0, . . . ,n −1

λi+1

(
C ,K n \

s⋃
j=1

L j

)≤ 6nd−1 (√|∆K |
)n

3d−1 λ1(C )nd−2 volA(C )

(
s∑

j=1

1

λ1(C ,L j )

)

+
(

2nd−1

(√|∆K |
)n

volA(C )

3i d

λ1(C ,L)i d
+

(
2nd

(√|∆K |
)n

volA(C )

) (n−i )d
nd

) 1
(n−i )d

.

Proof. As in the classical case, we proceed by induction. The case i = 0 follows

directly from Theorem 5.2.2. Let zk ∈λk

(
C ,K n \

⋃s
j=1 L j

)
C ∩K n for 1 ≤ k ≤ i

be linearly independent, and let L = linK

{
z1, . . . , zi

}
. Then

(5.2) λi+1

(
C ,K n \

s⋃
j=1

L j

)
=λ1

(
C ,K n \

( s⋃
j=1

L j ∪L
))

and we follow the proof of Theorem 5.2.2 just as we did in the proof of Corol-
lary 2.1.2. We assume λ1(C ) = 1, and for γ≥ 1 in addition to the inequalities
of (5.1) we use for γ≥λ1(C ,L) ≥λ1(C )=1 the bound from Proposition 3.3.10

∣∣γC \ {0}∩L
∣∣< (

2γ

λ1(C ,L)
+1

)i d

≤ γi d 3i d

λ1(C ,L)i d
.

This, combined with the adelic van der Corput inequality of Theorem 3.2.1,
gives for γ≥λ1(C ,L) the estimate

∣∣γC \ {0}∩K n \
( s⋃

j=1
L j ∪L

)∣∣≥ ∣∣γC \ {0}∩K n∣∣− s∑
j=1

∣∣γC \ {0}∩L j

∣∣− ∣∣γC \ {0}∩L
∣∣

≥ γnd volA(C )

2nd−1(√|∆K |
)n −2(5.3)

−γ(n−1)d 3(n−1)d
s∑

j=1

1

λ1(C ,L j )
− γi d 3i d

λ1(C ,L)i d

= volA(C )

2nd−1(√|∆K |
)n

(
γnd −γ(n−1)d β−γi dα−ρ)

,

where

β= 6nd−1 (√|∆K |
)n

3d−1 volA(C )

(
s∑

j=1

1

λ1(C ,L j )

)
, α= 2nd−1

(√|∆K |
)n

volA(C )

3i d

λ1(C ,L)i d
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and

ρ = 2nd

(√|∆K |
)n

volA(C )
.

Setting now γ=β+ (
α+ρ (n−i )d

nd
) 1

(n−i )d ≥ ρ 1
nd ≥ 1, we observe

γnd −γ(n−1)d β−γi dα−ρ = γi d (
γ(n−i )d −βγ(n−i−1)d −α)−ρ(5.4)

≥ γi d (
γ(n−i )d −βγ(n−i )d−1 −α)−ρ

= γi dρ
(n−i )d

nd −ρ ,

since

γ(n−i )d −βγ(n−i )d−1 −α

=
(
β+

(
α+ρ (n−i )d

nd

) 1
(n−i )d

)(n−i )d −β
(
β+

(
α+ρ (n−i )d

nd

) 1
(n−i )d

)(n−i )d−1 −α

=
(n−i )d∑

k=0

(
α+ρ (n−i )

nd

) (n−i )d−k
(n−i )d

βk −β
(n−i )d−1∑

k=0

(
α+ρ (n−i )d

nd

) (n−i )d−1−k
(n−i )d

βk −α

=
(
α+ρ (n−i )d

nd

)
+

(n−i )d∑
k=1

(
α+ρ (n−i )d

nd

) (n−i )d−k
(n−i )d

βk

−
(n−i )d−1∑

k=0

(
α+ρ (n−i )d

nd

) (n−i )−(k+1)
(n−i )d

βk+1 −α

= ρ (n−i )d
nd .

Now γi d ≥ ρ i d
nd , and thus

γi dρ
(n−i )d

nd −ρ > ρ i d
nd ρ

(n−i )d
nd −ρ = 0.

Therefore, the left-hand side of (5.4) is strictly positive and thus also the left-
hand side of (5.3) if γ ≥ λ1(C ,L) holds. But since γ > β+ρ1/nd , which we
established in the proof of Theorem 5.2.2 to be an upper bound on λ1

(
C ,K n \⋃s

j=1 L j

)
, this is true by construction of L. Thus γ is the required upper bound

with respect to the normalisation λ1(C ) = 1.

We now also give an adelic variant of our Theorem 2.1.3.
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Theorem 5.2.4. Let C be an adelic convex body and L1, . . . ,Ls ⊂ K n linear
subspaces with n j = dimK L j < n, then

λ1

(
C ,K n \

s⋃
j=1

L j

)≤ (10n)nd−1

λ1(C )nd−1 volA(C )

(
s∑

j=1
max

k=1,...,n j

(5k)kdλ1(C )k vol(k)
A

(
C ( j )

k

))

+2

(√|∆K |
)1/d

nd
√

volA(C )
,

where for each j{
x j ,k ∈λk (C ∩L j ) ·C ∣∣1 ≤ k ≤ n j

}
is a basis of L j

and (
Cv

)( j )
k =Cv ∩ linKv

{
x j ,1, . . . , x j ,k

}
and C ( j )

k =∏
v

(
Cv

)( j )
k .

Here vol(k)
A

denotes the appropriate adelic measure on the k-dimensional adelic

lattice plane containing C ( j )
k .

Proof. The proof combines the arguments of the proof of Theorem 5.2.2 with
those of Theorem 2.1.3. Again we assume λ1(C ) = 1.

We will use the adelic variant on the Blichfeldt-bound by Gaudron, (3.9). For
a fixed L j we have for all 1 ≤ k ≤ n j∣∣C ( j )

k \ {0}∩K n∣∣< (5k)kd vol(k)
A

(
C ( j )

k

)
.

For the lower bound we again use our van der Corput-type result of Theo-
rem 3.2.1.

This gives for γ≥ 1

∣∣γC \ {0}∩K n \
s⋃

j=1
L j

∣∣≥ ∣∣γC \ {0}∩K n∣∣− s∑
j=1

∣∣γC \ {0}∩L j

∣∣
≥ γnd volA(C )

2nd−1(√|∆K |
)n −2

−
s∑

j=1
γ(n−1)d max

k=1,...,n j

(5k)kd vol(k)
A

(
C ( j )

k

)
= volA(C )

2nd−1(√|∆K |
)n

(
γnd −γ(n−1)dβ−ρ)

,
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where

β= 2nd−1(√|∆K |
)n

volA(C )

(
s∑

j=1
max

k=1,...,n j

(5k)kd vol(k)
A

(
C ( j )

k

))
, ρ = 2nd

(√|∆K |
)n

volA(C )
.

We finish the proof by the same argument as in the proof of Theorem 5.2.2.
We have ρ ≥ (√|∆K |

)n ≥ 1, and for γ=β+ρ1/nd , with

γnd −γ(n−1)dβ−ρ > 0,

we establish the bound for λ1(C ) = 1.

We also have an adelic version of Proposition 2.1.4.

Proposition 5.2.5. Let C be an adelic convex body and L1, . . . ,Ls ⊂ K n linear
subspaces with n j = dimK L j < n. Then

λ1

(
C ,K n \

s⋃
j=1

L j

)
≤ (s +1)µ(C )

and hence, λi

(
C ,K n \

⋃s
j=1 L j

)≤ (s +2)µ(C ) for 2 ≤ i ≤ n.

Proof. As in the classical case, the bound for i ≥ 2 follows from the first one
on account of (5.2).

The bound on λ1

(
C ,K n \

⋃s
j=1 L j

)
itself can be inferred directly from the clas-

sical result. Denote as always

M= ⋂
v −|∞

(
Cv ∩K n)

and L j =
⋂

v −|∞

(
Cv ∩L j

)
as well as C∞ = ∏

v |∞
Cv .

Using our standard embedding ρ ◦ ι : K n ,→ R
nd , cf. (1.25) and thereafter,

the forbidden submodules L j map to sublattices of ρ(ι(M)) of rank at most
(n −1)d . Then, by Proposition 2.1.4, we have

λ̂1

(
ρ
(
C∞

)
,ρ

(
ι
(
M

))
\

s⋃
j=1

ρ
(
ι
(
L j

)))≤ (s +1) µ̂
(
ρ(C∞),ρ(ι(M))

)
.

By the injectivity of the embedding, any point corresponding to this restricted
minimum corresponds also to the adelic restricted minimum. The statement
follows on account of (1.31).
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Comparison to Previous Results

Similar to Definition 1.2.20 we can also define restricted successive minima
in terms of heights for A ∈ GLn(K ) and linear subspaces L1, . . . ,Ls Ú K n as

λ̃i

(
A,K n \

s⋃
j=1

L j

)
= inf

{
λ> 0

∣∣∣∃x1, . . . , xi ∈ K n \
s⋃

j=1
L j lin. indep. over K

s.t. HA(x j ) ≤λ for all j
}

.

We get the following immediate connection between the two notions.

Corollary 5.2.6. We have

λ̃i

(
A , K n \

s⋃
j=1

L j

)
≤λi

(
A−1BA , K n \

s⋃
j=1

L j

)
for every A ∈GLn(KA).

Proof. In the proof of Lemma 1.2.21 we showed that x ∈ λ · A−1BA always
implies HA(x) ≤λ.

Fukshansky also proved an adelic extension of his Euclidean result (2.2). In
a simplified form, where we assume max j

(
dimK L j

)= n −1, [Fuk06b, Theo-
rem 1.2] (see also [Fuk10, Theorem 1.3]) states

(5.5) λ̃1

(
I ,K n \

s⋃
j=1

L j

)
≤CK ,n

(( s∑
j=1

1

H(L j )d

) 1
d + s

1
d+1

)
,

where

CK ,n = 2n(d +1)
(√|∆K |

)n
(
(nd)n

(
nd

`d

) 1
2d )

for the identity I ∈ GLn(KA) and ` = ⌊n
2

⌋
. This has most recently been ex-

tended to higher restricted minima in [CFH13, Appendix A], with a refined
dimensional dependence but introducing several further algebraic properties
of K .

Fukshansky’s proof uses a similar technique, employing a counting argu-
ment, [Fuk06b, Lemma 3.2], similar to our van der Corput-type bound of
Theorem 3.2.1. However, on account of Corollary 5.2.6, our bound of Theo-
rem 5.2.2 yields an improved dimensional dependence compared to (5.5).
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Fukshansky’s result has also been improved and generalised to arbitrary bod-
ies by Gaudron [Gau09, Theorem 1.1], which, again for max j

{
n j

} = n − 1,
where n j = dimK L j , states

(5.6) λ1

(
C ,K n \

s⋃
j=1

L j

)
≤ ν max

1≤ j≤s

1 ,

(
νni

H(L j )

) 1
n−n j

,

(
ν

λ1(C ,L j )

) n j −1

n−n j +1


where ν = (41n)d/2√|∆K | s1/n and the fractions in the curly brackets are re-
placed by 1 for n j = 0. Recently, Gaudron and Rémond [GR12, Corollary 3.3]
gave a more refined bound, which is however not explicit, as it is expressed
in terms of a minimum over all subfields K ′ ⊆ K . We therefore exclude it from
the discussion here.

Remark 5.2.7. Observe that for vanishing restrictions, i.e. all λ1(C ,L j ) →∞,
just as in the classical case of Section 2.1, see the remarks on page 44, our
bound reduces to

λ1(C ) ≤ 2
(√|∆K |

)1/d

nd
√

volA(C )
.

This can be seen as the adelic version of Minkowski’s first theorem and is a
weaker variant of the upper bound in the Bombieri-Vaaler Theorem 1.2.14.
Fukshansky’s bound (5.5), however, still has the dependence on s1/(d+1) if all
H(L j ) →∞. The same is true for Gaudron’s bound (5.6) with a dependence on

s1/n if all H(L j ) →∞ and all λ1(C ,L j ) →∞.

Full-dimensional Restrictions

To conclude the section, we turn to the adelic generalisation of full-dimen-
sional restrictions as in Section 2.2. Since there are no full-dimensional sub-
spaces of K n apart from K n itself, see Remark 1.2.6, a direct adelic analogue
of Theorem 2.2.5 is not feasible. In fact, by Definition 5.2.1, the adelic restric-
tions are automatically of lower dimension, on account of the requirement
L j 6= K n for all j .

We can apply the results of Section 2.2 to get the following variant, however.

Proposition 5.2.8. Let C ,D be adelic convex bodies with D ÚC and C∞ = D∞.
Then for

γ≥ 2nd (√|∆K |
)n

λ1(D)nd−1 volA(C )
+λ1(C )

there exists
x ∈ (γC \γD)∩K n .
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Proof. Denote

M= ⋂
v −|∞

(
Cv ∩K n)

and N= ⋂
v −|∞

(
Dv ∩K n)

.

Then by construction, ρ
(
ι(N)

) Ú ρ
(
ι(M)

) ⊂ Rnd are lattices of full rank, and

we have the convex body ρ(D∞) = ρ(C∞) ⊂Rnd . So by Corollary 2.2.6

λ1

(
ρ(C∞),ρ(ι(M)) \ρ(ι(N))

)≤ 2nd det
(
ρ(ι(M)

)
λ1

(
ρ(C∞),ρ(ι(N)

)nd−1 volnd

(
ρ(C∞)

)
+λ1

(
ρ(C∞),ρ(ι(M))

)
.

Using (1.30), which is an equality for `= 0, we can express the upper bound
in terms of the adelic minima and adelic volume, (1.28), as

λ1

(
ρ(C∞),ρ(ι(M)) \ρ(ι(N))

)≤ 2nd (√|∆K |
)n

λ1(D)nd−1 volA(C )
+λ1(C ) .

Finally, any point corresponding to this restricted minimum has the desired
property.
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Notation

C convex body in Rm or K n
A

C? polar body of C
Λ lattice in Rm

Λ? polar lattice of Λ

K algebraic number field
O ring of integers of K
?O codifferent
∆K discriminant of K
NK /Q field norm of K /Q
TrK /Q field trace of K /Q
KA the adele ring of K

m dimension of the Euclidean space
n rank of the adele-module
d degree of the field extension K /Q
r1, r2 numbers of real and complex places of K

K m
0 set of m-dimensional origin-symmetric convex bodies in Rm

K m set of m-dimensional convex bodies in Rm

L m set of lattices of rank at most m

conv convex hull
lin linear hull

Bm m-dimensional Euclidean unit ball
Åm volume of Bm

λi ( · ) i -th successive minimum
µ( · ) inhomogeneous minimum
µi ( · ) i -th covering minimum
ν(K ) adelic field constant, cf. (1.23)
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v | ∞ archimedean place
v −| ∞ non-archimedean place
M(K ) set of all places of K
| · |v absolute value at place v
Kv completion of K with respect to | · |v
I Imaginary part of a complex number
R Real part of a complex number

C∞ infinite part of the adelic convex body C
M O-submodule of K n induced by finite part of adelic convex body C
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