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1 Introduction

1.1 Motivation

The quantity of information continues accumulating ababtHtillion gigabyte per year
in numerous repositories [Durfee|08]. To analyse such big the research area "Data
mining” has developed many different methods. Documenbsipries are a special
form of such data repositories. A very large percentage sinass and academic data
is stored in textual format, like document collections ot @@rchives. People grouping
documents together on the basis of a priori unknown critéiae of the most common
and successful method of organising such huge amounts oftlnts is to hierarchically
categorise documents according to topics or keywords [Kon Caused by the rapid
growth of the document collections, manually analysis eftiéxt data becomes nearly
impossible. The usage of data mining, especially text ngimmethods were developed
to fulfil the users information needs [Chung 05]. So automaticedures are needed for
grouping documents according to criteria which are not kmavpriori.

Parallel to data mining, which finds new patterns and trendsumerical data, text
mining is the process to discover unknown patterns in freieiéd data/[Kroeze 05]. Na-
sukawa and Nagano state that text mining "is a text versiageagralised data mining”
[Nasukawa 01]. A special property of text data is that thids not overtly structured
data like standard (mainly numerical) data in relationahdases, except the meta data
like author, date, publisher and so on. Clustering texts,sadbgpart of text mining, con-
sists of grouping text documents together in a cluster, vare very homogeneous in the
group and the groups should be very heterogeneous. Edpecikdrge text collections
it is easier to assign labels to get an overview about theecomif the clusters. Labels
can also be helpful at the categorisation process of a datucediection, because the
documents of a cluster are similar to each other and therefdabel can represent a
category point for example.

Those different categorisation problems in the documelit¢coons demonstrate dif-
ferent research problems on the collection categoris@eif and at the problem of the
actuality of such a categorisation of document collections

As the Internet grows, document collections become biggedragger [Dvorsk 04,
Kroeze 05]. They are no static collections, they evolve owee. The existing categori-
sation represent the collection of one time point. If overgj new documents are added
to the document collection and a good category for the newmieats does not exist,
we have a problem at the adding process. One solution candmidtthe documents to
another existing category, instead of creating a new cagegait now we have to update
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the category itself, so that it represents correctly alluhoents in it. Another solution
can be to create a new category for the new documents. Withdossibilities we have
to update the existing categorisation, so that they reptdbe correct content of the
document collection.

In many applications the users are interested in seeing revdg evolving in the
document archives. For example researchers are inteliestedv research areas which
are showing up during the years or which ones gain fewertaitethroughout the years.

In some application areas, reading such documents for thpope of detecting new
useful information is a very demanding task. For examplep-aadled database user
in bio-informatics must be familiar with the linguistic cgentions and acronyms used
and also has to possess up-to-date knowledge about thiedestesveries in this domain
in order to be able to distinguish between the state-ofatthe&nd new contributions in
any specific document. Similarly, a business analyst musiclhjeainted with the latest
facts and activities in the market to be monitored and needsetable to distinguish
between already known facts and emerging trends. Anotrenpbe for the growth of
a text collection and the need to find changes in this cotleds that research advances
provide several examples to this end; topics like ambidstligence or galaxy dynamics
are rather young disciplines, while alchemy is not as papagait used to be during
the middle ages. As a collection of documents grows, theiteriwmgy may change as
well. For example, made-up words like bubble sort and acralyke Structured Query
Language[(SQL) and Extendet Markup Langudge (XML) have getein computer
science, while words like PASCAL or COBOL have recently lost sashtheir earlier
popularity. The effective acquisition of information fraimne whole of a growing archive
requires the discovery and monitoring of topics that déscthe archive contents at
different points in time.

For example, business analysts are likely to be interestietirole that carbon dioxide
emissions will play in strategic decisions in the yearsdme. It is reasonable
to expect that concepts likemission environmental protectiomnd|[C'O, will become
increasingly important in relation to concepts likgisticsandtransportation However,

a central question remains: Whitdrmsandterm combinationare going to emerge and
in which contexts? Even the simple concéfid, is associated with different terms in
different contexts, and thus, searching in documents wita-priori defined list of terms
seems too restrictive for such amergingsubject. For the search tel@o2, Wikipediﬂ
returns an article onar bon di oxi de.

The search terroar bon di oxi de itself returns several articles; the “list of coun-
tries by carbon dioxide emissions” is on position 11, thet“bf countries by ratio of
GDP to carbon dioxide emissions” is on position 16, follovibyd‘photosynthesis” and
then by the “list of countries by carbon dioxide emissions ¢epita” on position 18.
The search termar bon di oxyd (sic!) returns a warning (because of the misspelled
term) and three articles: the “Energy policy of China”, “Egyein Japan” and the “En-
ergy policy of the United States”, in that order respectivel

len.wikipedia.org, 27.01.2008, approx. 15:00 GMT+1
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Both examples above show that it is not easy to handle withgihgrvocabulary in
document collections over time. Problems are, how to detl ghianges in the usage of
the language or the importance of some terms or through neelafenents as the vo-
cabulary used changes over time. The contents of documerdesoinclude text written
in natural language, mostly in a domain-specific jargon. &aldvith these problems,
text clustering and label the clusters on the documentrasean be one solution for it.

Much of this copiously extracted knowledge is stored in togal resources, in-
cluding collections of entities (genes, proteins, comesnpatents, products, etc.), tax-
onomies of concepts and their relations (e.g. “X immedyadetivates Y”, “A and B are
involved in a research alliance”, “F has submitted a patenZ’y. The document col-
lections are ordered along side such a taxonomy. The valseabf resources cannot be
overestimated. However, the importance of specific costerty vary over time, as new
subjects emerge and old ones may fade away in this categjonisa

To this purpose, we perform topic monitoring upon the doauinsream in this work,
taking into account emerging and disappearing words therdee the topics [Schult 08].
For example topics in a text collection to one time point cariimaging”, "mining” and
"knowledge discovery”. At a later time point the topics cam llmage mining” and
"knowledge mining”. This show, that the words describingpit can change and also
merged to an evaluation of a topic.

This leads to the following research questions about mongdopics and their evo-

lution over time in document archives as described in theé sigx-chapter.

1.2 Research Questions

As discussed in the previous section, the categorisatiasoofiment collections con-
sists of different problems. In the following we proposeeash problems for which a
solution is presented in the next chapters.

e Building a method for creation and adaptation of clusters ameevolving feature
space and label these clusters:

A problem during the clustering of an actual document ctilbecis the actuality
of the clustering. Normally new documents are inserted endbcument collec-
tion. All incoming documents can be ordered by the incomimgetstamp and can
be observed as a stream of documents. A clustering processhm document
streams must be created under the condition that an evalemgnology exists,
resulting in an evolving feature space over the documeeastr

e Creating a method for label adaptation at clustering overalvimg feature space:

Clustering labels of a document collection can be createdkasdaof summary
of the clusters. The problem here is the selection of theteluabel because
such cluster label should be intuitive understandable hodld be able to give an
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overview about the content of the documents inside a clusterthermore, such
cluster label should also be persistent over a number obg&riOne option for
selecting a cluster label is to create common topics ovedtitgments in a clus-
ter or to select the frequently used words within the docuseha cluster. The
usefulness of the cluster used at the document collectioredses and should be
updated, equally a self designed cluster or a taxonomy carséx for the group-
ing of the document collection. The interesting researastan at this step is to
select the right point in time for updating of the labels anthwhich word the
used label should be adapted.

¢ Finding a method for tracing clusters and their labels akegime axis:

The interesting research question at this point is how canragee clusters and
their labels over time before and after an update step. Aespomts in time the
existing clusters and labels can be updated (see problescsiloled before). But
also conditions exist which cause a new clustering andbailliag step at the given
time point. At this point problems exist, in tracing the ¢krs and labels from the
previous point in time to the actual point in time.

e Defining an evaluation methodology for cluster and label iaoimg:

The research area about cluster and label monitoring ovecandent stream is a
new area, no evaluation standard exists for it. An evalodt@s to be defined, a
method to evaluate the quality of the monitoring process.

In this thesis we developed a solution to solve the problentis @uster and label
adaptation, tracing labels over time and evaluating thditgyuzf this label monitoring
process over document collections. In the following suaptar we briefly introduced
our solution.

1.3 Research Methodology

How can labels of document clusters in a document stream betoned to find out
changes in topics of the documents, arising topics and a@sshing topics? This in-
teresting research question can be used to summarise dacleproblem of this work.
This overall research objective is henceforth addresse) egtablishing a conceptual
framework for cluster adaptation and monitoring labelsafument clusters over a doc-
ument stream, the "ThemeFinder”, (ii) developing a rede@rototype that implements
the monitoring algorithm and an user interface, to createoafpof-concept also sup-
porting the evaluation step and (iii) evaluating the qyaditthe monitoring process by a
real-world text archive.

To answer these research questions, different researab are addressed like adap-
tive clustering, stream clustering, incremental clusggrcluster labelling methods, label
adaptation, label monitoring, frameworks for cluster cangon, evolving feature spaces

10
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and updating feature spaces too. This shows the interpdirsaiity of our research and
the necessity to combine those areas to create a solutiareeng these research ques-
tions.

In the conceptual framework, a document collection oveetisimodelled as a docu-
ment stream, where each document has an incoming time simgdocument stream
is divided into time slices and the documents of each tineesire clustered. A new
paradigm for document stream clustering is developed,idensg (1) accumulating
data and (2) sliding windows, as alternative strategiesl&a forgetting.

For the application of clustering algorithms, the docuradnats to be transformed into
a vector representation so that the clustering algorithmuesa the data. The feature space
can change over time because new documents can be addeditactiraent collection
or the taxonomy of the documents changes over time. If theoveepresentation should
be a good representation of the content of the documentiedh#re space must adapted
to the new features. Otherwise the changes in the documamit®tbe recognised. For
example if a new topic arises in new documents, but the wadirtlseonew topic are not
represented in the feature space, the clustering anditadp@llocess cannot detect this
new topic at the document collection. That is why we haveuidetl a solution for the
adaptation of the feature space over time in our researciicol

So a set of cluster labels for each time slice is created. Nmaset of labels for
each time slice can be compared and similar labels or deteciges of labels between
different time slices can be found. This process is calledaitaring process at cluster
labels. This fits in the problem with tracing labels. Durihg tadaptation of the feature
space, which has an influence to the adaptation of the latglgvhich fits in the problem
about adaptation of labels. As one result of the monitorirag@ss of the cluster labels
new emerging labels, vanished labels but also a change @itlaspecially the changes
of a label reflect the different evolution of the authors laage can detected.

Labels or sub-labels, which are present at a number of tirnesstan be candidates
for adaptation of the existing categories, create new caiteg) or adapt the taxonomy
used. Here the domain expert has to define how many time slitasel or sub-label
should be present so that it can be a candidate for such categ@mxonomy adaptation.

For this label monitoring process we have developed the rfidt@nder” to handle
the cluster labels at different time slices and monitorimg ¢luster labels especially to
recognise the changes of the cluster labels at the diff@a@nts in time.

The developed process which takes as input an archive ohtstis described by a
(small) set of terms and associated to a single topic of tkentamy. We cluster these
documents on term similarity and derive topics that canesarycluster labels. Then,
as new documents are added, we re-consider the clustersafehture space of terms,
upon which the clusters are built. Topics persisting oveess periods of time, sev-
eral re-clusterings and feature spaces are good candigatibe taxonomy. Groups of
words associated to a given topic during a given period aoel gandidate keywords for
searching on this topic in this period, independently ontiwbiethe topic is later added
to the taxonomy or not.

11
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Now we give a short overview about the structure of this work.

1.4 Outline

Chapter [2 (Relevant Topics)gives an overview of clustering and text mining. We de-
cide to use clustering the solution of this work and give atsintroduction to clustering
algorithms, which we have used during the experimentsoviotlg the knowledge dis-
covery basics in chaptéf 2. Different methods exist to ereatabel for a document
cluster. After the clustering part an overview about sutieliing methods is given. Af-
ter this basics about knowledge discovery and the methodshwie have used in our
framework, we give an overview about other methods at thgetainresearch areas like
evolving topics in text clusters and monitoring of clusteolations at non-textual data.
This gives an overview about relevant research in this area.

AfterwardsChapter [3 (A Framework for Monitoring Cluster Labels over a Doc-
ument Stream) defines the fundamental terminology and definitions necggeaun-
derstand the "ThemeFinder”. After this we present a detafiew of our monitoring
framework for cluster labels in document streams, the "Téleimder”. This includes the
solution to handle changes at the taxonomy and the vocabaldahe document collec-
tion by methods for updating the feature space and doingdhbptation of the clusters
and the labels over the time. The monitoring framework idekialso a method for com-
paring cluster labels as part of the label monitoring pre@e®r the given time periods.

Ultimately, the evaluation of our framework can only be devith experiments with
real-world datasets, especially document archives. ThweregChapterd (Experiments)
covers different experiments to show the evaluation paéshe whole framework.
Here we describe the experiments with different forgetstrgtegies including experi-
ments to compare the framework results to different clusgealgorithms or different
labelling methods. This chapter includes also a compatisdhe FOCUS framework,
which is a well known framework for cluster comparison.

As dataset for the experiments, we use a public availablerdeat archive, a sub-
archive of the ACM archive.

For the experimentally evaluation of the framework "ThemeEr” specified in chap-
ter[3, a functional prototype system needs to be implemethatl supports all features
of "ThemeFinder”. Chapter B (TheMoT - the Theme Monitoring Tool) gives an
overview of the prototype system developed as an integpdadf this research. Chap-
ter[8 outlines the system requirements and describes théewture of the prototype
developed, the Theme Monitoring Tool. Subsequently, thegpter includes a descrip-
tion of the core functionalities of Theme Monitoring Toolhi§ tool supports not only
the evaluation of our framework, it supports also the usdglei®framework, because it
is developed from the perspective of the user of this franmkewo

Chapter[6 (Conclusion and Outlook)summarises the contribution of this work and

12
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indicates promising research challenges to enhance thmedvark and improve the ca-
pabilities of "ThemeFinder” and Theme Monitoring Tool.

13



2 Relevant topics

2.1 Basic Literature

In this chapter we will present shortly the basic literaitioeghe main domain of the topic
of this work, like data mining, text mining clustering or Elng methods. After this we

give a more detailed overview of the relevant research toitmamng changes at streams
and specially document streams.

2.1.1 Data Mining

Data mining as term is often used as synonym for knowledgeodesy in databases
[Roiger 03]. As Fayyad et al. define in [Fayyad 96] "knowledggcdvery in databases
is the non-trivial process of identifying valid, novel, patially useful and ultimately un-
derstandable patterns in data”. A similar definition candanfl in Giudici [Giudici 03]
but they use the term data mining. This shows very clear tbét terms are very often
used as synonyms. This research area is a very interdisipltopic at the interface
of statistic, machine learning and database systems [B@}erlt can also be seen as
Knowledge Discovery in Databasés (KDD) process, illusttah figure 2.11.

It 1terpretaﬂ of /.

IlI
-
= Transtormed
Preprocessed Data Data

{ ot
=

Transformation

Preprocessing

Figure 2.1: The Data Mining Process [Fayyad 96]

The KDD process consists of the steps selection, preprocgssansformation, data
mining and interpretation/evaluation. At this processttiggc data mining alone is the

14
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usage of the specific methods to extract the knowledge frend#ta as one part of the
whole KDD process. It can be seen that this process is anivienarocess and results
from one step can also influence decisions at previous stejpsisthe process go further
at this previous step. For a detailed description at eaghl s&fer to the cited references.

At the data mining step the actual data mining or data analiiebe done with
the specific data mining methods. This methods are groupsgtance in association
rules, classifications and clustering [Petersohn 05]. isittiesis clustering is used at the
datasets and explained later in chapter 2.1.3 the clugtarid some algorithms.

A special application part of data mining is the new researela text mining.

2.1.2 Text Mining

Text mining is the process of finding unknown patterns froeeftexts. Parallel to the
data mining process, which finds patterns and trends in noateata[Kroeze 05]. Most
of the knowledge at business is normally stored at text ctdias and to find the needed
information from this collections text analysis is very fusdDurfee 08]. Text mining
is more than only searching through meta data and full-taxatthses to find existing
informations. Nasukawa & Nagano say that text mining shéiddus on finding valu-
able patterns and rules in text that indicate trends andfisignt features about specific
topics” [Nasukawa Q1]. Text mining can be used for instartcgcademic research for
scanning large numbers of literature to order the most aaesiocuments or to extract
the important topics from a huge document collection to otde documents.

One basic difference from the text mining process to thedstathdata mining or KDD
process are the tasks at the data preparation phase. Causieel dgta which should
be analysed the free texts need to be transformed to a commderstandable repre-
sentation. These preprocessing operations centre onehgéfidation and extraction of
representative features for natural language documeaeldrffan 07]. These data prepa-
ration steps are for instance the removing of punctuationsgmove words which are
not very informative like stop words or expletive words [Ménic 05]. Another step is
the so called stemming which is the process of reducing thginabogical variants of
the words to their stem or root like transform plural formsaodvord to their singular
form [Moens 00]. The last step after cleaning up the text frashso useful words and
punctuations is to transform the texts to one representtimt enable applications of the
desired text-mining methods. The word-vector represemaintroduced by Salton in
[Salton 89] as vector space model, is one of the simplest avsd frequently used rep-
resentation of texts. It is also called the bag-of-word espntation. The idea behind is
simple, for each word in the text, ignoring their orderinglamy other textual structure,
the word-vector contains a weight proportional to the nundféts occurrences in the
text [Mladenic 05]. One example of such a weight is the teragdiency or combined
with the inverse document frequency. To create these wectbys as representation of
the text it is needed a feature space which consist of all svaittich are important for
the collection and define so the length of the word-vectorsindple possibility to create
such feature space is to use all words of the document doltecdne other possibility is
to define a list of important words to the domain of the textezilon by a domain expert.

15
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This has the advantage of a much shorter feature space, véddabe automatically the
size of dimensions and so save time at the usage with the textgralgorithms. The
disadvantage is the need of an domain expert which mears@dts to select the right
words for the feature space. A mixture of both approachéwisisage of the dominant
words of an automatic generated feature space, so the doihwoads are used but the
size of dimensions is not so high compared to the first approac

2.1.3 Clustering

The learning from data comes in two flavours the supervisaghieg and the unsuper-
vised learningl[Gentle 04]. Unsupervised learning is aldeahe exploratory spirit of

data mining. One unsupervised group of mining methods isteting. The goal of a
clustering is that the objects within a group be similar te another and different from
the objects in other groups. If the homogeneity in a groupthadheterogeneity to other
groups is greater, the clustering is better [Tan 06, GiuBciEster 00, Kruschwitz 05].
Clustering is a relative old research at the data mining rekeaSo it exists different

types of clustering algorithms. One typecast of the diffieidustering algorithms can
be the partition into hierarchical cluster algorithms,tpi@ning algorithms and density
based algorithms.

At the hierarchical algorithms a cluster can have sub-ehssand so a set of nested
clusters can be build as an organised sub-tree [Tan 06]. iEnarbhical clustering al-
gorithms build a cluster hierarchy known as dendogram [lgu#i]. The partitioning
algorithms divide the data set into non overlapping subsethat each data point is ex-
actly in only one subset. The most known algorithm of thigtigithe k-means clustering
algorithm [Hand 01]. Later I will explain this algorithm shly. The third type of cluster
algorithms is the group of density based algorithms. Théchdea of this algorithm
is that the data points are group at regions with a high deasidl other regions with a
lower density of the data points. The local point densityaathedata point at a cluster is
not over a threshold. The local point density of a point isriEdias the number of data
points in a defined region around the data object [Ester 06 Well known DBScan
algorithm from Ester et al. in [Ester 96] is one example of ttuster type.

At the following I will shortly introduce the cluster algdiim k-means and bisecting
k-means as an example of the partitioning algorithms and®8can algorithm as an
example of the density based algorithm because later atxjerienents we have used
both algorithms.

2.1.3.1 K-Means and bisecting K-Means

The most used partitioning clustering algorithm is the kanmgealgorithm because it is a
very simple and easy to use algorithm. The core idea of the&na®is that each cluster
is assigned by a centroid and each data point is assigned teetirest centroid.

The pseudo code of this algorithm is shown in table 2.1 [Tgn A6Step 1 the algo-
rithm selectK’ data points as initial centroids for th€ clusters. Than each data point is

16
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assigned to the nearest centroid (step 3). After this thaerof each cluster is recom-
pute in step 4. Step 3 and 4 now will repeat till the centroidsidt change or another
stopping criteria like maximum iterations is reached.

Step Action

1 SelectK points as initial centroids

2 repeat

3  FromK clusters by assigning each point to its closest centroid
4  Recompute the centroid of each cluster

5 until Centroids do not change

Table 2.1: basic k-means algorithm

The k-means algorithm has different problems. One is thélpno how to set the
initial value for K and which data points should be selected as starting panthé
initial centroids. A selection of poor starting centroids Example could lead to a non
global optima of clusters of the data [Berkhin 02].

The bisecting k-means algorithm is a straightforward esitamof the k-means algo-
rithm. It is based on the idea to split the data set into twatelts and then select one
cluster and split again, and so on, till the selected numbéf s reached. So it produce
a hierarchical tree over the dataset and the cut of the triéd@&idone at the selected
number of clusters.

In table[2.2[Tan 06, Karypis 00b] the algorithm is shown.

Step Action

1 Select a cluster to split

2 find 2 sub-clusters using the basic K-Means algorithm ¢lise step)

3 repeatstep 2 (bisecting step) for ITER times and take the split
which produce the clustering with the highest overall samity/

4 repeatstep 1-3until the selected numbers of clusters is reached

Table 2.2: bisecting k-means algorithm

To find the cluster to split it exists different ways. One plo#isy is to use the largest
cluster or the cluster with the least overall similarjty figis 00b].

At the experiments described in Chapter 4 we used the bigdctineans as one cluster
algorithm.

2.1.3.2 DBScan

In contrast to the partitioning cluster algorithm, now trensity based DBScan cluster
algorithm from Ester et al. [Ester O6] will be introduced imare detailed view. This
algorithm is based on the number of points in a defined regionral one data point.

17
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The minimum number and the radius of the region has to be dblfip¢he user. This are
theminPts value and theps region value. Informally described the algorithm checks
for each point if it is a core point or not. A core point is a gawvhich have minimum
minPts data points in higps region. Two core points that are close enough, means the
distance is maximum theps distance, are put into the same cluster. All points which are
no core points but they are in aps region of a core point are put to the same cluster as
their core point and are called border points. Points whiemat in anyeps region of a
core point are called noise points [Ester[96, Tan 06].

A formal detail of the algorithm is given at talile P[3 [Tan 06]

Step Action

Label all points as core, border or noise points

Eliminate noise points

Put an edge between all core points that are withinof each other
Make each group of connected core points into a separatteciu
Assign each border point to one of the clusters

if its associated core points

O b~ WNPEF

Table 2.3: DBScan cluster algorithm

The advantage of this cluster algorithm is that it is a venypde and effective density
based algorithm. It can find clusters with large density alsd alusters with lower
density. Also this algorithm has no problems to handle npats, like the k-means
algorithm.

2.2 Monitoring Changes at Text Streams

In the book about data streams from Aggarwal [Aggarwal 0%g,author introduced the
problems of handling data streams and the different typatgokithms on data streams,
like clustering, classification or frequent patterns. Adgggarwal gives an overview of
data preparation steps and forgetting strategies to haadéestreams. The more recent
book of Joao Gama [Gamal10] has similar intension to the bbéiggarwal including

a detailed description of some algorithms.

2.2.1 Topic Tracking and Detection — TDT

The subjects of Topic Detection and Topic Tracking are ddfindAllan 02], where the
five tasks of TDT are enlisted. As stated in that book, TDT eoiates on the detection
and tracking of stories (a "topic” is a story) and encompaske tasks of (1) story seg-
mentation, (2) first story detection, (3) cluster detecti@) tracking and (5) story link
detection. There is a conceptual similarity between TDTtheddentification of emerg-
ing topics in a (noisy) document stream, in the sense thaemherging classes to be

18
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discovered are "topics”. However, these classes are no¢stio the TDT sense. Itis not
of interest to detect a story and then track it across doctsnasin tasks (2) and (4), but
rather to identify documents across different time periedsch, when taken together,
contribute to the same, a priori unknown but statisticaityportant "topic”. This sepa-
ration has been elaborated first in the survey of Kontostahal. ([Kontostathis 03]),
where the new task of topic trend discovery was introducexivév¥er, we have explained
in [Schult 06b], the methods presented under this task im{&stathis 03], including
Pottenger & Yang [Pottenger 01] and Roy, Gevry & Pottenger [B2)y rely on cross-
references among documents, i.e. on task (5) of the oridibdl agenda, and thus do
not transfer to a stream of independent documents that dateatach other.

Instead of the usage of typical classification methods likiné TDT project, Anaya-
Sanchez et al. use clustering methods to detect topics atanwmt collection in
[Anaya-Sanchez 10].

Anaya-Sanchez et al. developed a different document clogtmethod to detect and
describe topics of document clusters. They make the assumipat each topic can be
created by pairs of words from the document collection aadl tiere is no knowledge
about the document collection. Which is very typical for dmeunt streams for example.
For a given document collectiaht = {d;, ds, ..., d,,} their algorithm creates a set of clus-
tersG’ = {(d1,G1),...(6m, Gm) } Where a clustei; C C represents a topic with topic
descriptiond;. Starting with the most probable word pairtthey calculate a set'|r. If
this set is homogeneous to the content of the cluster, thmesitreate a cluster with the
relevant documents = Rel(w) for the givenr and create also the descriptiofr). If
a cluster is created, its documents are deleted frorf the cluster is not homogeneous,
the word pair is rejected. This procedure is repeated gldibicument collection is empty
or no relevant word pairs exist. For each document of the miecu collection, which is
not a member of a cluster, a single set with the most frequend ywair is created. This
method is a static method to find topics at a document catlectihe created clusters
are not overlapping. The authors show at evaluation that thethods produce better
results as the Frequent Itemset-based Hierarchical Ciugt@HQO) [Fung 03] or the
Clustering based on Frequent Word Sequerices (CFWS) [Li 08].

The TDT methods and the methods from Anaya-Sanchez arel osedtatic datasets,
but in this work we concentrate on dynamic datasets here.

In contrast to classification and clustering at a documelfgécioon, Kontostathis et al.
present/[Kontostathis 04] a new emerging trend detectigarehm which is based on
Latent Semantic Indexin@ (LISI). They used LSI for dimengieduction. They perform
the singular value decomposition process of the LSI, tha t&y document matrix into
three matrices: T, a term-by-dimension matrix, S a singudme-matrix (dimension by
dimension) and D, a document-by-dimension matrix. Theiaigterm-by-document
matrix can be obtained through matrix multiplication of Tai&d D. The LSI method is
adapted in the way that only thelargest singular values at T and D are used. The goal
of this step is to reduce the noise inside the data. Afterstieig, the authors compute the
term-term similarity. They consider two possible ways ttcgkate it, create the term-
term matrix using TS or use the term-dimension matrix andyagppector similarity like
the cosine similarity. The authors preferred the cosinelaiity because it had a better
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performance at different experiments. The cosine sinfl@ompute results in the range
[—1,1]. Kontostathis et al. developed a sparcification algoritbrretiuce the values of
this similarity results. They delete all values which abgselvalue is near zero, because
this values give relative small informations. So they redoearly70% of the values
without any degradation in retrieval effectiveness. Aftes step the authors start with
the term clustering algorithm. A cluster is created for e@emi in the collection: terms
similar to it are put into a cluster. The complete processisealy two input parameters,
k for the LSI process and a threshold which determines theafiitee clusters. The au-
thors show that their solution produces better recall \s&ahrel comparative at precision
values as the sLog algorithm, also an emerging trend deteatgorithms with cluster
creation.

Another topic detection method on text documents was dpeeldy Whithney et al
in [Whitney 09]. In contrast to the methods before, they doauotcentrate on detecting
all topics at the document collection, but on finding suipgsevents at the topic lists
i.e. they detect only topics that are different from thossedted before. The approach
of Whitney et al. [Whitney 09] analyses a text stream to deteqirssing events. They
define three different types of surprising events, (1) thatpdiscontinuity, where the
event appears only once, (2) the jump discontinuity, wheserarising change in all
text documents arises (3) as third the slope discontinwitygre the change is slow. To
detect this three types of events in a text stream, Whitnel; elassify the documents
of the text stream and develop different surprise stasishased on thg?-test to detect
unexpected events based on the words of the classifier. @odthim of the surprise
statistics is the Pearson-method. Given,ias the number of documents which contains
the word in time point t andV; as the number of documents at the same time point. The
authors compare the relative numbergfin N; with the number ofz, in all previous
time windows. Another method is likelihood ratio: the likedod ratio for a hypothesis
is the ratio of a maximum value of the likelihood function ottee subspace represented
by the hypothesis, to the maximum value of the likelihoodction over the entire pa-
rameter space. Another option is the Gaussian statisticempares the observed value
x; with the average of the previous values;, normalized by the standard deviation of
the previous values im_,(s). As fourth and fifth method Whitney et al. combine the
Gaussian statistics with one of thé methods. At the experiments they show that the
Gaussian statistics and their combinations withtheest have very similar results. Both
other methods (the Pearson and the likelihood ratio) reesults of lower quality.

All methods are able to detect topics at a document collect®ut their process is
very different, apart from the basic methods classificattustering and LSI, because at
some of Whitheys methods you need values from the reality tgpeoe with the results
of the algorithms and adjust it. The second point of diffeesnis the different definition
of a topic or that is directly the goal to find out as topics. Bar research goal all this
methods are not helpful, caused by different reasons, onlgtatic datasets or different
definitions of a topic or not the monitoring goal behind théed&on.

The next chapter takes a more detailed look to different waydefining a topic.
Mentioned before it has an influence to the results at topieatien, how to define the
topics. As examples a topic can be the dominant words of apgoduhe most used
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words, or the most describing words of a document or a grogileciments. Ultimately,
a topic is a non-empty label over a set of documents, e.q. decllabel. At the next
chapter we discuss about some methods for cluster labeiamea

2.2.2 Cluster labels

If a text collection is processed as data set and clustelyugithms are used, clusters of
documents will be the result. A fundamental goal of textt@tiag is the identification of
topics present in the text corpus. A second objective istouthte human interpretation
of the clustering results [Greene!07]. This leads to thetitieation of the clusters’
meaning. A widespread practice is to present labels thactdfie semantic content of
each cluster [Sanfilippo 04].

The easiest and most used method for label creation is theatdqgd method. It
produces a term weight for each document and term. Aherms with the highest
values at the term weights are used as terms for the labelcbf @aster [[Greene 07].
These labels provide a summary of the cluster content. Alpnois that the same terms
may be selected as labels for multiple clusters. Furthes¢h®f chosen terms may be
too generic in nature, not very specific for a topic.

Hence, Greene [Greenel07] proposes two further labellindpods that interpret the
task of selecting discriminative terms for each cluster tesature selection task.

1) x% measure (CHI): The Chi-square test as labelling method is tasiei@ntify terms
that occur frequently in one cluster but rarely in other s Based on the stan-
dard y2 formula the matrixiW € R™** is calculated with following equation:

W = n o (aidi; — cijbij)?

T (it cy) * (b + dig) * (ai; + big) * (i3 + dij)
wheret; is thei-th term and”; is a clustera,; is the number of documents in clus-
ter C; that contains the terry. b;; is the number of documents in other clusters
that contair;. ¢;; is the number of documents in clustéy that do not contain,
andd,; is the number of documents in other clusters that do not eontaSimilar
to the information gain method, the labels are generatechbgpsing the highest
values in each column of the matfiX.

(2.1)

2) The second exploits information gain, as proposed by YangdePson in [Yang 97].
Given the term membership matrix, measure the number of bits of information
needed to distinguish between the cluster based on a lowgbnailue inU for a
given term. The following equation calculates the weighttfe i-th term in the
clusterC;:

k
1
Wij = Eij — A E Ey (2.2)
=1
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wherek is the number of terms, and the entrapy is given by

Eij = —Ui]’ lOgg Uij — (1 — UZJ) 1092(1 — UIJ) (23)

The labelling for a clustef’; can be found by selecting theerms with the highest
weights in thej-th column ofIV.

The usage of these methods depends heavily on the apphicatioch topics should
be created and which definition for a topic and cluster isggretl at the application.

In Neill et al. [Neill 05] and Yang et al! [Yang 05], clusterseageometric objects that
move or change shape in a metric space. Neill et al. studyntieegeence and stability of
clusters, observing spatial regions across the time ax@sgI[05]. However, their notion
of "cluster” is very particular: A cluster is a region wher@unts (for some property) are
higher than expected. This notion cannot be used for topiltiBon, because a document
cluster is rather a region of objects that are more similaaich other than to the rest of
their neighbourhood (cf. cluster definition against a hasgdMei 05)).

The described methods before are useful for clusteringe thlé clusters are on the
same level, which means non-hierarchical clusterings. Hr@narchical clusterings it
exists some special methods to create the labels for easteclbecause hierarchical
clusters have special requirements to the labelling psysesh as that the label must be
distinguish a cluster from the sibling clusters and it messbow the difference between
the cluster and its parent cluster.

Popescul and Ungar present an automatic labelling methachvamould be not so
complex like typical distribution functions. Ih [Popes@d] they introduce a2-method
which based on a significance test for stochastic indepéiyd@hey build a cluster hier-
archy of the document collection and than they put all wofdsa@uster into a container,
so the connection between words and documents is lost. #jfderal data preparation
steps on document collections, like stemming or stop wondokal, they start with a
significance test for each word in a node against all childesod the hierarchy starting
at the root node. If the hypotheses, that a word is preserit anigdd nodes, is correct,
the word will be put into the label container of the clusted anwill removed from all
cluster containers of the child nodes. If all words are ckdcand the label container
of a cluster contains more words, a defined number of words thi best test results
will be selected as label for the cluster. This process véldone for each node of the
cluster hierarchy and as result they get a hierarchy of @tuabels as a representation
of the document hierarchy. Popescul and Ungar present adewethod, the frequent
and predictive words method, for labelling a document eluatich is based on the well
know Term Frequency Inverse Document Frequendy (XFDF) value. As input also
a clustering of the documents is needed, but it must not berarshical one, like the
method before. They calculate the local frequency of a word cluster multiplied with
the[TE<IDF value with this formula:;p(wordclass) x ’%. Thef%o'jffs) is
similar to thg TE<IDF value and the(word|class) is the local frequency of a word for
a cluster. The authors test both algorithms at an exampéesgatfrom research papers
of the cora search engine. The created labelled are evdloatg by three computer
science students.
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Two other methods for label a hierarchical clustering aesented by Bade et al. in
[Bade 07]. The first method is a labelling method with knowked§the real classes for
the clusters. The method starts at the root node of a higrametl label each cluster.
The authors set a minimum precision value for a class in laéllad items and if a label
is found which follow the defined precision criteria, thedais set to the node of the
hierarchy. The second method use not known class labels.lableés will be created
based on a term statistics, called descriptiveness, wisehaudocument frequency for
each term and each cluster for the parent and also the cldiel too.

2.2.3 Frameworks to handling streams

The shown methods for topic detection are only for statia dats. But today the main
document collections are not static and the topics at sudail@ction can chance over
time. That's why in this work we concentrate on handling aLgoent collection as a data
stream. Here first we give an overview about existing metttiodsndle data streams.
A data stream is a sequence of data pofats z», ...z, }, which can be read only in this
order. The reading process is called "linear scan” and ofityitged number of scans are
possible. To respect the different researches at this a@@resent a better overview
about this research area, we divide the methods into twe,parthandle data streams
and document streams. To get knowledge from such data dréenalgorithms can be
divided into to parts, the adaption methods, which adaptxtieg model to represent
the actual data. On the other hand we have the monitoringefnamks, which monitor
changes at the models over time by handle the data streamis.sBctions are divided
again into methods which are for data streams and methodshwisie the specific of
document streams.

2.2.3.1 Adaption of a model

In general an adaption of a model is used at a stream of dagisis always a model
over old data and the model will be adapted with new incomiaigdso that the arising
model is a good representation of the actual data.

Data Streams Generic methods for cluster evolution have been publisimei@iuthe

labels "incremental clustering” and, more recently, "sp@mporal clustering”. The lat-
ter methods usually assume the existence of a stationgegtivay with an associated
metric. An early work on the detection of cluster change dredadjustment of spatial
clusters has been proposed in Ester et/al. [Ester 98]. Bs&br ased the term "incre-
mental clustering” for a method that re-computes the ctasafter each update of the
dataset, paying emphasis on the minimization of the contipntaverhead. They pro-
posed IncrementalDBSCAN, an adaptive variant of the staticC$ proposed earlier
by the same group in_[Ester/96]. We have already describedtttie DBSCAN algo-

rithm in this chapter. IncrementalDBSCAN focuses on clustgustment. Nonetheless,
the authors propose a typification of cluster changes [B8frWhen a new object is
inserted, this may cause the creation of a new cluster (agidyrsmall neighbourhood
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becomes adequately large), cluster absorption (an existister absorbs the new ob-
ject and its neighbours, if any) and cluster merger (the negmbf different clusters
become density-connected). When an object is deleted, teclmy shrink or even
disappear (some of its objects lose the core property, sahbaneighbourhoods con-
necting its members disappear) or become a split (the fratgwé the original cluster
are disconnected but adequately large to become clusiamss#ives). Since noise is
a primary characteristic of the documents we consider, oustithat are robust against
noise are of particular interest. However, DBSCAN has beeigded for application
areas where proximity of data records is independent ofetmporal dimension, i.e. the
distance between two data records cannot change from oeeytimt to the next. This
holds for spatial databases, including geographical m&tion systems (GIS). Distance
among documents might be defined in a similar way, e.g. usugjdean distance or
(more usually) cosine distance. However, the feature spaess a document stream is
not constant, since some terms become obsolete while ahergye. Hence, Incremen-
taDBSCAN is not trivially applicable.

A very elaborate method for cluster evolution has been megdy Aggarwal in
[Aggarwal 0%]. In his approach, a cluster is a densificatibrthe topological space
and is described by a kernel function. The emphasis of [Aggbb5] is on studying the
velocity of change in an evolving cluster and on identifyifa) the dimensions of the
feature space, which are most responsible for change araréby or data points that
exhibit the highest velocity of change. In the context ofi¢agvolution, this method can
be used to identify areas that evolve at different speedsiasdciate sets of words (la-
bels) with them. However, the constraint of a static, a pkinoown feature space applies
for this method similar to IncrementalDBSCAN. The method ofgAgval is from the
core point different to the IncrementalDBScan because Aggawill detect topics at
the document collections with a different chance speedeastiter topics. This means
topics which new arise or topics with a decreasing imposaiitis topic definition and
monitoring goal are also different to our definitions of aitognd our monitoring goal.

Guha et al. developed the STREAM algorithm, which read a defimngnber of data
pointsm of the data stream and cluster this data points. The clustfdise clustering
result will be weighted based on the content of each clusferreduce the memory
space, they store only the medians of the cluster and theghige This will be done
till m?/2k objects are read. The medians are clustereddhtolusters. Based on the
number ofm, the available memory will be used optimal. For the clusiggstep of the
STREAM algorithm, Guha et al. developed a new algorithm, tBEARCH. The basic
idea behind is the variable value for the number of clustéesvaluek, instead of the
K-means algorithm, therkis fix. The LSEARCH create a new cluster or not based on a
probability of the distance to the nearest cluster and tliedsaosts for each data point.
After this new creation the points around are new assignkd.rmain target of this is the
costs at the given solution. Is the number of clusters betwesnd2k, an end solution
is found. [Guha 03]. The advantage of this method is the pdsgito handle relatively
fast a data stream and all data points are used for the masiian, no forgetting. But
during the clustering of the medians and the resulting rmsdiduster again, the deep of
possible informations from the clustering is reduced.
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Zhong presents an online version of the spherical k-meawsitim in [Zhong 05a].
The spherical k-means is based on the cosine similarityustet high dimensional text
documents. The online version of the spherical k-meansOIBKEM, is based on the
"winner-takes-all competitive learning”, which incremelty updates the cluster cen-
troid at every adding of a new document. The goal is to in@dae cluster quality of the
spherical k-means but have the same efficiency at the datdlsetused WTA strategy
updates only one cluster centroid after insert a new doctndelding a new data point
z, incrementally the cluster centrojd,,) will be updated bW;(JZ;U) = W—IZ‘ZH with 7
as learning rate and as normalization to the vector space. Zhong show that hibadet
is more efficient as the self-organizing maps or the neuralngethods. A problem of
this method is, that only the cluster centroids are storetisanno access to the clus-
ter members is possible, which is needed, if we will labelrgsilting clusters after the
clustering step. An other problem can be, that the distaatved®n two clusters becomes
very small so that it normally can be better to merge bothtehss Zhongs method do
not recognize this problem.

Another solution to actualize existing clusters over a ddtaam is developed by
Tasoulis and Vrahatis ir_[Tasoulis/05]. Their method is base the k-windows al-
gorithm and extends this method to handle dynamic datalvaisesut an overhead at
calculation time. The adapted k-windows method is used tbthie clusters. They try to
group all data points of a cluster into a d-dimensional widdhe methods movement
for centering the window over the data points and the entaegg method will be used
at this step. The enlargement method try to increase thekthe window to maximize
the number of data points in the window. Depending on thelappmg part of different
windows, some windows can be merged together. The foundectusiill be stored at
a Bkd-trees. This allows update processes like insert aretejelhich are needed at
operating with a data stream. The advantage of this methibe ismall calculation time
and the performance of the algorithm. A disadvantage is idje ¢domplexity of the al-
gorithm itself. The understanding of the windows creatiod the merging of windows
in some cases is not very easy to understand and not vertivatui

The IncrementalDBSCAN algorithm is very intuitively and caantdle also merges
and splits of existing clusters after insertion or deletvdlata points. The algorithm of
Aggarwal is more useful to detect special changes, whiclifferent to the direction of
the other parts of the model.

Document Streams  Document streams are special data streams, because the data
objects at the stream are documents, which need a speqmbpessing as normal data,
like stop-word removal, NLP processing, stemming and soltie. second point at doc-
ument streams is the changing vocabulary, there for exangvlewords can arise or the
meaning of words can change too. This are some reasons\iat'the contemplation
to the special data type documents at streams is done now.

Gil-Garcia and Pons-Porrata present in [Gil-Garca 10] tigoanchical algorithms for
clustering document streams. Both algorithms are dynargarighms. The Dynamic
Hierarchical Compack(DHC) and the Dynamic Hierarchical fdfS) algorithm based
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on the dynamic hierarchical agglomerative and the updaifrthe max-S graph algo-
rithm. Both used the-similarity and the maximung-similarity to create graphs of the
document collection. The graphs are created like a hieiGkbluster algorithm from
bottom up by cluster the existing graphs of the previous.stége nodes at the graphs
represent a cluster. The dynamic hierarchical agglonweratigorithm actualize both
graphs, the3- and the maximunp-similarity graph. For each added node the similar-
ity to each other node is calculated. An edge will be credtduki 5-similarity is over
the threshold3 (5-similarity) or if the S-similarity is the maximum value (maximum
B-similarity). The updating of the S-max graph updates the-®@raph independently
from the insert or delete commands. Based on this, the DHGitdigoallow the sep-
aration of two connected graphs. The DHS has the additianre#hat overlapping of
clusters is allowed. The time complexity of the DHC (DHSYI&? * m)(O(n? * m))
and the needed space@nm)(On? x m)). At experiments the authors compare the
F-measure and an adapted precision measure of both algeritlith the UPGMA and
the bisecting k-means algorithm. The DHS has better F-measlues caused by the
overlapping and the relative high number of clusters. Th€irbduce significant better
results at the adapted precision value and is more efficetiteaDHS.

Another solution to handle concept drift via hierarchickistering is presented by
Widyantoro and Yen inf [Widyantoro 05]. They developed a fesrark, FEILDS, which
extends an existing concept drift algorithm to learn digberom sparsely labelled data.
They use a set of relevant unlabelled data to compensatertak sumber of labelled
data. To identify the relevant unlabelled data they needva@nge about the concept
of each instance of the labelled data stream, the StreanlLLIFS use a concept hier-
archy because the concept extraction is very difficult froemall set of data points in
Stream-L. They use the Concept Formation Sysfem (CFS) toectieatconcept hierar-
chy which cluster the input stream into a hierarchy with ithogincepts. The Concept
Drift Tracker will used by the concept drift learner only ifis needed. The concept
drift tracker use the Stream-L and the concept hierarchydate a new Stream-S there
all data points are ordered by the income time extended Wwehconcepts. A normal
concept drift learner can be used now. The authors showheaEEILDS framework
increase the performance of existing algorithms. A disathge is the extra calculation
costs.

Both hierarchical methods use hierarchical clusteringritlyos to cluster the docu-
ments of a stream and adopt this hierarchical structuranguhe handling process of
new documents. The problem of finding topics at hierarclstaictures is to find clear
topics for a cluster that is different to the topic of the parand the child nodes but
should also represent the hierarchical structure. Both odksthre useful to detect topics
over time via adaption their existing hierarchy, but botjoaithms need extra calculation
time and the topic creation is not very easy.

Instead of it, Aggarwal and Yu [Aggarwal 06] rather deriventant summaries for
clusters over accumulating streams. They introduce themof "droplet” as a statisti-
cal summary of data that is stored and inspected at regukmwvais [Aggarwal 06]. In
particular, a droplet consists of two vectors, one acconatiog co-occurring pairs of
words and one accommodating the words occurring in theaslasitd their weights. The
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members of a cluster are weighted and contribute to theeshusteight. This weight is
part of the droplet and subject to a decaying function: Ateltssweight decays if no
new points are added to it. Aggarwal and Yu [Aggarwal 06] achithe identification
of new clusters by juxtaposing cluster droplets and new:dataew document is as-
signed to the cluster, whose droplet has the highest sityiliar it, according to some
similarity/distance functions. A cluster becomes "ineetj if no documents are added
to it for some time. If a document cannot be assigned to aaruten it becomes a
new cluster itself replaces the oldest inactive clustendéenew data form new clusters
while old clusters decay gradually if they are not fed witiwvcuments. This approach
conforms to the intuition behind topic detection and tragkin the conventional TDT
sense: A new topic is a document that does not fit to any egistipic; a topic decays
and disappears if no new documents on it arrive any more.

In the method of Aggarwal and Yu [Aggarwal|06], cluster surmynia not associated
with semantics: A droplet is a condensed cluster repreSentappropriate for match-
ing and maintenance but not necessarily intended for humspection and interpreta-
tion. Methods on the monitoring of cluster labels are ratssuming that a label is a
human-understandable representation of a cluster comaimurdingly, they focus on the
evolution of the semantics captured in the cluster label.

The clustering of text streams is also considered in [Zhdsti],Calbeit the empha-
sis is on adapting the clusters rather than detecting clsang#eir labels. Shi Zhong
proposes an online variation of K-means, the "online spla¢k-means”: documents
are modelled as T¥IDF vectors, normalized into unit length, whereupon thestgting
algorithm builds k clusters, maximizing the average cosinalarity within each clus-
ter [Zhong 05b]. A new document is assigned to the clusten wié closest centroid,
whereupon the cluster itself is adjusted. Cluster labelsiareerived nor studied by the
algorithm itself and are only used for the evaluation of tigwathm upon pre-labelled
experimental data. The advantages and disadvantagessah#thod is similar to the
standard OSKM algorithm, discussed before already. Zhaggething about the def-
inition of topics and the question, how to adopt the topica ofuster after each step or
after a defined time step, is not defined to actualize the safithe clustering.

Different to this, the next authors concentrate more onctdptection and evolution.
In the topic evolution mechanism of Moringa and Yamanichtppic consists of the
words with the largest information gain [Moringal04], in ¢@st to the droplets from
Aggarwal. The topics reflect the contents of soft clustetslt lwith an incremental
Expectation-Maximisation (EM) algorithm. Finite mixtureodels are learnt at each
time stamp and dynamic model selection is performed to ahtws optimal one. The
key idea of this model selection is first to built a large numiiecomponents and then
select the main ones on the basis of Rissanens predictiveastiic complexity. The
emphasis of their work is on the adaptation of the topicseratiian the tracing of topic
changes.

The tracing and interpretation of topic changes is studiebi and Zhai [Mei 05].
Similarly to Moringa & Yamanichi[[Moringa 04], they considmixture models to build
document clusters and also use the Expectation-Maximarsatgorithm to this purpose.
Hence, a document may belong to multiple clusters and, quesely, topics describing
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different clusters may overlap. To derive the topics thdwesgas combinations of words
describing a cluster), they assume a background model., Themrvolution of topics is
traced using Kullback-Leibler divergence, similarly t@iptis et al. [Ipeirotis 05]. Mei
and Zhai introduce topic transition types and build a topiclation graph, in which
transitions are traced using Hidden-Markov-Models [Méd]i 0A remarkable aspect of
the topic evolution graph is that edges/transitions areestricted to topics derived at
consecutive periods: A topic is connected to any topic disced at an earlier period, if
the former turns to be a transition of the latter (accordmilt-divergence).

The usefulness of both methods described before depende aretinition of topics
and the used application, if the Expectation-Maximizastep is useful or not.

Instead of cluster the document stream and create topiestfre clusterings, Blei and
Lafferty use a complete other method to analyse the topituBga over time. They
present in[[Blei 06] a method for analyse the time evolutiowofds and topics in doc-
ument collections. Based on their own statistical contentlehathe Latent Dirichlet
Allocation (LDA) algorithm, they replace the dirichlet atlation with the gaussian dis-
tribution to handle dynamic data. After creating time si@ver the document stream
and using the variant of the LDA, the topics must be definetiafitst time slice. Each
topic will be represented by a vector with the natural partanseof the topic. This allows
the usage of a multi-nominal distribution. The authors assthat the topics flow the
gaussian distribution over time. This calculated valuesused in a simplex-algorithm,
an extension of the normal distribution. Blei and Laffertyraguce an into this dis-
tribution to model the uncertainty. Now they combine thadepvith their distributions.
The result is many static topic models which are timely catedto some others. After
this, the authors work with variational methods. The idehit variational methods
is to optimize the free parameters of a distribution overl#tent variables in the way
that the distribution is close to a Kullback-Leibler (KLdrgence to the true posterior.
Then this distribution can be used as a substitute for the gasterior. They used the
variational Kalman Filtering and the Wavelet Regressiohigtstep. At the experiments
Blei and Lafferty show that both methods have advantagesdiepg on the special tar-
get. One problem of this method is the fix number of topics etibginning and that the
topics must be known, so this method is not useful for our jerob

Topic evolution can also be studied with methods that disctatent models instead
of clusters, namely with Probabilistic Latent Semantic ke& (PLSA) [Hofmann 01]
and Latent Dirichlet Allocation [Blei 03]. A related apprdueis [Mei 05], where PLSA is
independently applied to document batches of differeng fooints. The temporal local
PLSA models are linearly combined with a simple static usaigimodel, which models
background words and is empirically estimated on the oveeabf all documents seen in
the stream so far. They use KL-divergence to compare topichdistributions found at
different not necessarily adjacent time points and consieatar topics into an evolution
graph. On this graph, life cycles of themes (as topic supftgghare analysed with a
Hidden Markov Model[(HMM). This method uses a fixed staticalmalary, i.e. assumes
that all words are known in advance, and also considers &eddagkground model over
the whole time horizon.

AlSumait et al. [AISumait 08] propose Online LDA{OLDA). Thextend the Gibbs
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sampling approach suggested by Griffiths and SteyversfiiBsi04] to handle streams
of documents. Gibbs sampling at one time point is used twel¢ne hyper-parameters
of the topic-word associations at the next time point, sb$hacessive LDA models are
coupled. New words are collected as they are seen, so Al$emal. do not assume
that the whole vocabulary is known in advance. A topic is espnted as a vector of
probabilities over the space of words. The dissimilaritinsen topics can be computed
using the Kullback-Leibler divergence. For two data poimtsaand p, the authors use
the average of{ L(p:||p2) and K L(ps||p1) because the KL is not symmetric. They see
an emerging topic as the one that is different from its pe¢hénsame stream or from
all the topics so far. AlSumait et al. developed the algamitiEdetect” to detect the
emerging topics, there the methods before are included.emerging topic detection
via "Edetect” is one step of the complete Online LDA algamthBy processing small
subsets of documents only, the OLDA algorithm is able torleaeaningful topics with
similar quality or in some cases better as LDA. The main mobdf the OLDA algorithm
is the different input parameters, like the confidence letled weight vector and the
Dirichlet values.

LDA has also been used to find scientific topics [Griffiths @ether with temporal
properties, like cold and hot topics. Incremental LDA [S&@%) updates the parame-
ters of the LDA model incrementally as new documents arriewever, the algorithm
also assumes a fixed vocabulary and additionally it doesangét the influence of past
documents and old outdated words. The incremental LDA walsiated among other al-
gorithms in [Banerjee 07], however it was outperformed byahkne von-Mises Fisher
mixture model, which is a generalization of spherical k-ngeal he dynamic topic model
[Blei 06] partitions the time axis and uses a basic LDA modelgach partition. The
hyper-parameters of the LDA models are propagated over\ima state space model
similar to a HMM. However, the approach also assumes a statjovocabulary and
does a backwards analysis over long periods. A non-markproaph to study topics
over time is proposed in [Wang 06], which extends the LDA ni¢edgenerate the time
stamps of documents also. This causes the founded lateas tmpconcentrate on time
periods, where the vocabulary used in documents is homogen&opics end, when the
used vocabulary shifts, so the approach can not model tHatevoof the vocabulary
within topics.

The methods above with LDA show that topic detection andwdiant is also possible
with these methods. They are useful for this task, but foretig users it is not so easy
to understand the probabilistic models and understandivguhe topics, which will be
produced as result of these methods. Also some methods lavedtriction of a static
vocabulary or have no forgetting methods included.

2.2.3.2 Monitoring Frameworks

For finding changes at topics or monitor the changes at treealesr time the adaptive
models are not very useful. The adaptive models have evesy dn actual model but
not really recognize the changes from the previous modéidattual one. Monitoring
frameworks compare the previous and the actual model tetdéechanges in it, so that
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the user is able to find out the reasons for the changes.

Data Streams Between 1999 and 2000, Ganti et al. proposed three modules for
the observation and analysis of changes in datasets [GntiGanti 99a, Ganti 00].
They observed three components of one framework, theselesdan be used to detect
and monitor evolution in datasets or clusters over them, elste derive and monitor
summary descriptions over the data. Ganti et/al. [Garnti 6@ppsed DEMON for data
evolution and monitoring across the temporal dimension MO detects systematic
vS. non-systematic changes in the data and identifies tleeldatks (along the time
dimension) which have to be processed by the miner in ordexttact new patterns. In
the context of topic evolution, DEMON delivers a mechanismthe selection of those
documents that should be considered for the discovery ofohesters. Hence, DEMON
can be observed as a mechanism that specifies the data togbétdarand those to be
remembered at each point of time.

The module FOCUS [Ganti 99b] proposed by the same group caspao datasets
and computes an interpretable qualifiable deviation meakatween them. The de-
viation is represented in the form of models consisting ofracsure component and
a measure component. The structure component identifiesesting regions and the
measure component summarizes the subset of the data thapjgedhto each region.
Clustered datasets are a special case: Clusters are noappiag regions, where each
region is described through a set of attributes (structangponent) and corresponds to a
set of raw data (measure component). This elaborate andrfubweschanism can split
the clusters under comparison down to identical regiondfaunslprovide an overview of
their differences.

The "Pattern Monitor” (PAM)[[Baron 03] models patterns as pemal, evolving ob-
jects. A model of changes is more recently proposed in Baron pflidpoulou
[Spiliopoulou 04]. The main emphasis of PAM is on the monitgrof association rules
with a more recent extension for clusters. However, topiaitooing is beyond its scope.

Another recently published framework is MONIC for the monihg of cluster evolu-
tion [Spiliopoulou 06]: MONIC encompasses a model for augtansitions, such as a
cluster being split or absorbed by another or changing m@iziomogeneity. Its notion
of "overlap” among clusters captured at different time p®iallows for changes in the
feature space, thus becoming appropriate for the task of eywlution over a stream
of documents. Indeed, MONIC has been tested on an evolviagndent collection, the
ACM Digital Library section H2.8 (this section contains akb@ publications on data
mining as subsection). Although MONIC can by nature be useatktect emerging top-
ics, it has not be designed for interaction with the humaregxgt lacks a visualization
method that intuitively captures topic evolution and asstse human expert in following
the traces of topic splits and merges. Especially for thdystd noisy document collec-
tions, such an assistance seems to be indispensable, stciporated in our approach
presented later.

The frameworks DEMON, FOCUS, PAM and MONIC concentrate to specific
type of data mining models, clusterings or associationstubdl together need an over-
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lapping window of partitions of the data stream, to find cep@nding data points in both
models from the overlapping windows. To monitor the partswofing model, they take
a look to the data itself, so they need a storage of all theafdtee monitoring phases.

The PANDA framework is a more generalization to compare demnand simple pat-
terns. This framework [Bartolini 04] delivers mechanismsstfee comparison of simple
patterns and aggregation logic’s for the comparison of dempnes. In the PANDA
framework, a simple pattern is built upon raw data, e.g. ateling or a set of associa-
tion rules, while a complex pattern consists of other paiee.g. a cluster of association
rules. Hence, the comparison of complex patterns and theegulent computation of
the dissimilarity score between them is performed in a oot fashion. A complex
pattern is decomposed in component patterns which are cechpaeach other. Then,
the dissimilarity scores are combined according to a uséneld aggregation logic. In
terms of expressiveness, PANDA subsumes FOCUS, as explaif@drtolini 04]. The
PANDA framework is based on other frameworks which must bedus compare the
simplex patterns.

Different to the frameworks before with comparing differefusterings via overlap-
ping data objects, it exists a method, which is graph-bagedang et al. They detect
change events upon clusters of scientific data [Yang 05]y Sheldy "Spatial Object As-
sociation Patterns” (SOAPs), which are graphs of diffetgpées, e.g. cliques or stars.
A SOAP is characterized by the number of snapshots in the déwere it occurs and
the number of instances in a snapshot that adhere to it. Wghiriformation, the al-
gorithm detects formation and dissipation events, as vgelllaster continuation. The
types of cluster evolutions are also relevant for topic ettoh, but the methodology it-
self does not transfer, because it requires the establishofidinks among the objects
under observation.

The problem of concept drift is a specific problem at handlilaga streams. The
frameworks described before monitor all changes and arespetialized to concept
drift. Dries and Rickert notice, that concept drift recognition can be seea sstis-
tical hypothesis test with two tests of multivariate dafdahé distribution of the last data
is different from the data before than we can talk from conckit. In [Dries 09] the
authors present three new concept drift detection methbus first method is the CNF
Density Estimation Test and based on the density estimafiarbinary presentation of
the data. They transform the normal data into many binarjovedor each feature. The
comparison of the vector set for all given data points withvactor set of the data points
at a different time point can give an significance value far difference between both
data sets and so they can give a value for the concept drifleirike data. The second
method is the SVM-Margin-Test. This method is based on a_ Bagesian-Analysis of
a linear classifier, which is induced by the first data set amatbated by the second data
set. The main goal of this method is to find out a weight vectdhe attributes between
both data sets like the 1-norm SVM. This method is also calednargin-method. The
third method based also on the SVM, but used the error ratead®f the distance. Dries
and Rickert use two different error rates, the 0-1-loss and tp@ad-loss-function. Both
functions will be used as statistic test to evaluate the S¥sdits in[Dries 09].
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Document Streams  The specials of document streams at data streams are also be
covered by monitoring frameworks, specially to monitoriogics and their evolution
over the time.

Leskovec et al. will find text segments and will detect thewlation at a news web
site [Leskovec 09]. Their presented method is different amynothers. They used as
document collection the complete collection over the tipansand cluster the phrases
of the documents. Their idea is to produce clusters at tinid,khat a cluster contains a
text phrase and its variations at the complete time spanclliséering algorithm works
as follows. All text phrases are compared to each other, tbdir relations or inclusion
relations with very small mismatches of phrases. They lanldcyclic directed graph by
create connections from the short to the longer phrasesedijés get weights from the
frequency of the phrases. Now all phrases are ordered anldecdivided into clusters.
The edges with the smaller weights will be deleted. Thistamleprocess will be done
in the way that at the end each cluster has only one root nadthid case a root node
is a node which has only incoming but no outgoing edges. Toitmiothe phrases over
time the authors analyse a cluster over time, because akpfrhave its time stamp
and so each cluster can be tracked over the time line andsantilg size for example.
The investigation of the size of each cluster gives the agthdeeling about the actual
important topics at the document collection. The authoyssahing about the time and
resource complexity of their presented method.

Leskovec’s method is based on phrases of the documentsy sodimcument it can
consists of many phrases and becomes part of many diffdrestécs after the clustering
process. The advantage is, that documents can have diftepos in it and this topics
can be found by this method. But the structure of the documsrioken and a mon-
itoring of the topics from one document is not possible. Als® complete data stream
will be used as one dataset at the analyzation step, so thentarf the complete stream
must be stored.

Ipeirotis et al. trace content summary changes, whereasrd€ot summary” refers
to a database of documents [Ipeirotis 05]. The motivatiothéd content summaries
are valuable for the selection of the databases that shauffubéried in the first place.
Despite the difference in focus between their work and teadas addressed here, the
methodology is transferable, since a content summary, isedein Ipeirotis et al.
[Ipeirotis 05] has similarities to a cluster label. The authdistinguish between@m-
plete content summary C(Dhat consists of the number of occurrences of each word
w € D, ie. f(w, D), and anapproximate content summa€y(D) computed by doc-
ument sampling. To predict, when a content summary changersclpeirotis et al.
[Ipeirotis 05] apply survival analysis, a method origiyallesigned to model/predict the
length of survival of patients under different treatmenits.particular, they define the
"survival time of a summary” as the time until the currentateise summary is suf-
ficiently different from the old one. To predict this survitane, they consider (a) a
measure of difference between summaries at time pointstgral grobability distribu-
tion that is expected to be followed by the change. The measur’content summary
change indicators” they use to this purpose are the Kulthasskler divergence, i.e. the
difference in the word distribution between the old and tee/ summary, and the sim-
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pler "precision” (defined as the number of words in the cursammary that are also
in the old one) and "recall’ (defined as the number of wordshim ¢ld summary that
are also in the new one). The probability, with which a cohggrmmary changes, may
occur within timet is assumed to follow an exponential distributiS{iI’) = e=*, in
which the value of\ should be predicted for a specific database. In their exgerisn
with text collections from the Internet domains GOV, EDU an@M, Ipeirotis et al.
assessed differences in the speed of change. The GOV amtlettanges more slowly
than the others, while COM and other commercial site cotbastichange faster than the
rest. Moreover, large databases tend to change faster thalh anes. Ipeirotis et al.
[Ipeirotis 05] consider content summaries over whole dagab of documents, the topics
of one document itself are not so interested. So they cantordhie main topics of the
whole collection but not sub parts inside the collectionp®aal topics covered only by
a small group of documents .

Ling et al. presentin [Ling 08] a framework to detect topiaitext collections. They
create a two step model with a bootstrapping method to extendspect keywords and
a probabilistic model at this to calculate the word disttidsu for each aspect. They
defined as document of a collectiofi’ with ¢ = (w, d) with w as word in document
d. The facet moded in the text collectionC' is a multi-nominal distribution of words
{p(w|0)} which represent the aspect model. The multi-faceted oeereif a topic is a
semi-structured summary of all informations about a quetopic, which is structured
in the way that sentences are grouped into the most relesaetst The last definition
is the multi-facet overview mining. Given are the definigdoefore and user defined
keywords to give a semi-structured overview of the queryc®mpnd present it with the
user-specified facets. At first Ling et al. initialize the @s{s by construct an undirected
graph of terms where each node is a term and each edge irglibatsimilarity relation
between the both terms. To initialize the aspects the neaegghbours at the graph are
calculated. The authors propose two methods to model thectssghe PLSA model
and a log-likelihood function which they maximize with an EMgorithm. The EM
algorithm is used to estimate topic models. They use prelyanitialized facet models
to define a prior on the facets and estimate the models usenghéximum a posterior
(MAP) estimator. Based on this the authors generate an @werlihe documents which
are relevant for the queried topic, are divided into sergendNow the relevant values
by the models are calculated between the different senteaice and only the highest
values represent an aspect. At the end each aspect is mejecbdy a rank list of the
included sentences.

Another view of document streams and the definition of theceoprhich should be
monitored is presented by Mei and Zhai. They show_in [Meéi OBhethod based on
evolutionary graphs to monitor themes over time. A themédirtview is topic in a text
collection with a probabilistic distribution of words froan unigram language model.
Their main goal is to extract a theme evolution graph autaaly from a document
stream. First they divide the stream into possible oveifappub-collections. Than the
most salient themes from each sub-collection are extradgd) a probabilistic mixture
model. As third step for each theme in two sub-collectionsdiewhether there is an
evolutionary transition based on the similarity. To extliemes, Mei and Zhai use a
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probabilistic mixture model there words are regarded aa deawn from the mixture
model with component models for the theme word distribuaod a background word
distribution. They have introduced theme unigram languagdels for each theme and
for the whole collection a background model. To find out theleonary transitions, the
authors use the Kullback-Leibler-divergence to calcullageevolution distance between
two theme spans. They assume that two theme spans have asgaiation distance if
their unigram language models are closer to each other. Basdue resulting theme
evolution graph the authors can calculate the theme liféesyfor the themes, which
is defined for each theme as the strength distribution ofltbene over the entire time
line. At this step the authors use a Hidden-Markov-modehwit- 1 statesf for the
number of extracted themes and the plus one for the backdnmalel. The unknown
parameter set in the Hidden-Markov-model can be estimasetyuan EM algorithm
called Baum-Weich-algorithm. Then Mei and Zhai use the Yitafgorithm to decode
the text stream to obtain the most likely state sequencea#tsstep they use the sliding
window mechanism to measure the strength of each themeraegbint. The authors
evaluate their method with two real dataset. On both casgsiethods can generate
meaningful temporal themes. The usage of this frameworkmldpon the definition of
topics, if at the application a topic is represented by aibistion model or not. Normally
in applications the topics should be user readable andoirgtzble.

Moringa and Yamanishi discuss a topic analysis framewofioringa 04]. With this
framework the authors try to solve the three main tasks incTogacking and Detection,
(1) topic structure identification, (2) topic emergenceed@bn and (3) topic character-
ization. Documents are represented by theiTBH vectors in this case and they sup-
pose that a text document has only one topic. For the toprtifdetion task, Moringa
and Yamanishi use a variant of an incremental EM algorithiedon the finite mixture
model at the documents from a specific time stamp. The topictsire in the text stream
must be learned in an online fashion. Topic emerging detedt conducted by track-
ing the changes of main components in the mixture model. cToparacterization is
conducted by classifying each text into the component fackwthe posterior is largest
and then by extracting feature terms characterizing thesiflad fields. To find the topic
emergence, the authors create a defined number of finite mirtadels and select the
optimal model for this time stamp with the dynamic model sitan. This optimal model
can be compared with the optimal one of a previous time starhpy can recognize if
the number of topics change from one model to the next, like topics are created or
some topics are lost. The last step, the topic characteneaill be done by calculating
the information gain of possible words and select the worik the highest value as
characteristic words for the topic. Moringa and Yamanis#firce topics as a mixture
model from the EM algorithm. Such a mixture model changes tinee and they detect
the changes with their framework. The monitoring procebaged on the mixture model
which is created on the data objects itself.

All models and frameworks before are based on the monitaintpe data objects
itself. The framework of this work is different to these madls and will be presented at
the following chapter..
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Summary In this chapter we introduced to the data mining area, sigttacluster-
ing and labelling methods. After this, we concentrated ukéocarea of stream mining,
presented different methods from the side of adaptive dlgos and from the monitor-
ing part. We divided both parts into the algorithms for ddteams and specially for
document streams. Different advantages and disadvantddle algorithms to solve
our problem of this work are shown.
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3 A Framework for Monitoring
Cluster Labels over a Document
Stream

Our here presented algorithm "ThemeFinder” undertakesasies of discovering clus-
ters over a document stream, assigning labels to them andntib@itoring the labels
as the clusters change over time. First we present the lmesacaf our approach, then
we introduce the formalism and the definitions constitutiogour model and then go
ahead to describe the components of our framework, enditigtiae description of our
"ThemeFinder” algorithm itself.

3.1 Core ldea

The basic idea of our framework "ThemeFinder” is to monitiuster labels of a docu-
ment collection over time. Monitoring of labels in our apgach is to observe the labels
over this document stream to detect changes at the labelsdn time period to the
next. So the framework consists of two parts. The first pahesclustering and labelling
process at a document collection over a time period. Duhigydrocess we will create
groups of similar documents at the document collection aiticcreate labels as a kind
of summary about these clusters. This process results tiood Isdels for each time pe-
riod. A time period in our observation is a relevant partitaf the document collection
at the time axis from the application domain which should beedduring observations.
If a label changes over the time, this change will be raisedianges at the content of
the cluster. Thus it is possible to reveal changes on thesnbwff the cluster through
monitoring the existing label of the cluster for distinct ments on the stream.

The second part of our framework is the monitoring procedss process takes as
input two different sets of labels from clusterings at diffiet time periods and monitors
the labels from the one time period to the label set of thers®one.

We describe now the labelling process and the monitoringge®

Labelling Process  To cluster text documents of a document collection first wetmu
transform the documents into vectors (represented by ned®nsation in figuré_3]1).

Before this vectorisation can be done, standard naturaubsge processing methods
like stemming and stop-word removing must be done at therdeats (see node Nat-
ural Language Processirlg (NLP) precessing in figure 3.1)pdedture space, which is
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needed for the vectorisation, must be created (represéytedde Feature Space Cre-
ation in figure 3.11).

The complete labelling process to cluster a document dale@and create labels is
illustrated in figuré_ 31 as an Unified Modelling Langudge (DMctivity diagram.

MNLP Processing Feature Space CreatioHVectorisation Clustering Label creation O

preprocessed vectorised clusters of
documents documents documents

Labels of
clusters

Figure 3.1: labelling process

At the end of this process the output is a set of labels for h&tering for this time
period. The basic idea of the algorithm is to find the labeadaifthe first clustering again
at the set of labels of the second clustering. Cluster labsllgedt a concise overview
of the cluster content and so the set of cluster labels of stedling gives an overview
about the content of the clustered document collection. oimtrast to this, clustering
the documents and taking a detailed look at each clusteeobistanother possibility to
get an overview about contents of a document collection. Batrhethod is very time
consuming and not useful in practice to get a fast overviesutbuch content.

Monitoring Process ~ The monitoring process detects changes in the labels fr@an on
time period to the next; this implies matching the labelsibat different time periods.
The complete monitoring process is illustrated in figurd &sb as an UML activity
diagram.

new labels

monitar changes in best matches

matched
label

select time periods find best match

two set of
labels of the
selected time
periods

died labels

Figure 3.2: monitoring process

This monitoring process starts with the selection of thetiva@ periods, which should
be monitored by the framework. As result of this selectioexists two sets of labels of
the selected time periods. The next step is the metinodoest matchwhich identifies,
for each label of the label set from the first selected timéopethe best corresponding
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label of the label set of the second selected time period.easlt of this matching the
problem is reduced to three cases. The old label may be fogaid ar not, in the latter
case, it is called that the label is died. Of course, there alay be new labels that
have no match among the old ones; they correspond to the mpéestdNVe describe the
detailed matching method later in chapter 3.3.2.

So recovered labels can be traced over time and they can bioneahto recognise
changes at the labels over different time periods.

The monitoring process can detect labels or sub-labelsatiegpersistent over many
periods. These can be perceived as subjects that are oftamperfor a long term view
and can be candidates for adaption or extension of the megisixonomy for the docu-
ment collection.

After having given the core idea, in the following we provitie definitions which are
necessary for understanding the developed algorithm "Ef@nder” .

3.2 Definitions

Let A denote a document archive, which will be observed over timegther, letyV be
the set of all words inA.

The archiveA is observed over a series 6ftime periodst,, ..., tr. It exists two
options regarding how many documents should be remembekgracessed at each
time period. On the one hand it exists the possibility to une dataset of the actual
period including all documents of the period before pluslatuments which are new in
the actual period. LetD, = AandD; C D; with¢ < j. D, is the set of documents
which are new in the period to .A. The indexn is for the new documents so it is
D;1 = D; + Dg1),. We call this dataset the accumulated dataset.

On the other hand it exists the non-accumulate case. Hehepesiod:; encompasses
a subset of documents;, such thatJ?_,D; = AandD; N D; = (), Vi # j. Hence, in
each period;, the document sdb; contains the documents that have been inserted in the
archive during this period. This case is comparable withtyipecal forgetting method
of sliding windows, in this case with the special propeigttthe windows size has the
value one.

To create a feature space manual and automated methods eaedod-or the manual
method the knowledge of domain experts is needed, becagig@thain expert has a de-
tailed knowledge about the researched domain and knowswérims are interesting or
important at this domain. The creation itself is a very tirnasuming and cost expensive
process. An alternative is the automatic creation.

For the automatic creation of the feature space, the eas#gsis to use all words of
the documents as a feature, but this leads to extreme laoygrgimt vectors. To use only
thetop-nwords of a document collection as a feature space is a phigsibihandle this
problem, which we use also in our framework. Remember thdediere space creation
is a step after the data preparation phase and so all stoparéxample are already
removed from the document collection.
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At our framework we used the automatic feature space creatith the following
definition of a feature space.

Definition 1 (Feature Space)Let D be a collection of documents amd be the set of
words in them. The “feature space” ovép, F'S(D) is the set of the: “dominant”
words inWW, which is defined as the words with the higHesiTBF]|values inD. So
itis FS(D) = {wy,...,w,}. For each time period;,: = 1...,T the “period-specific
feature space’F'S; = F'S(D;) is defined as the set of dominant words olzer

By this definition, the size of the feature space remains ammsicross the time spec-
trum of observations, although the features of the permetiic feature space may
change from period to period. Intuitively, labels shoulddszived at eaclt; on the
periodic-specificF'S; but this would by imply rebuilding the feature space, so The
meFinder” avoids this unless necessary.

The feature space is used to create document vectors.

Definition 2 (Document Vector) Let D be a set of documents arfd = {wy,...,w,}
be a feature space. Then, for each documaenatD, its “document vector” inf s consists
of the[ TExIDF]|values of the words irf s over D:

v(d, fs) =< tfidf(w),...,tfidf (w,) >

By this definition, a document can be associated with severbys, one per feature
space. In particular, for each documénh the document sab; of periodt;, we can de-
fine the document vector afover the period-specific feature spacs; or over another
feature spacé’s;, j # i.

The document vectors of the document collectionof a time periodt; will be clus-
tered with a clustering algorithm to a clusteriqgvhich is defined as follows:

Definition 3 (Clustering) Let D be a collection of documents arid be a feature space.
A clustering( is defined as a set of clusters that partitiéhinto £ groups of similar
document vectors over the feature spdee

C(D, fS) = {Cl,...,Ck} Wlth\V/CZ,Cj € C : CiﬂCjii =

A labelling mechanism will be used to derive labels for thestérs in the actual clus-
tering. The intention of a label is to provide concise degn of the content of a
cluster.

Definition 4 (Labelled Cluster) Let D be a document collectiorfs is the feature
space and the actual clustering like the definitions above. A clustee ((D, fs) is a
labelled cluster, if the following set is not empty:

Lo = A{w € fs|label(w,C) > Tyordsupport} 7 0
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L¢ is defined as the label of the clustér A part of the set of words i is defined
as a sub-label for the cluster. The functiahel (w, C') calculates for every word within
clusterC' a value that reflects the importance of this word for the eludf this value is
greater as the user defined threshalgl isupport, then the wordw is a part of the label
L¢ of the clusterC. One example for the functiolabel(w, C' could be the fraction of
documents in cluster' that contains the word, divided by the number of all documents
in clusterC, card(C'). We use this function with this interpretation for labelatien at
our experiments later.

This definition is similar to the labelling method "top-rang”, with creates a label as
then most used words in a document cluster. Labelling methods,exhich are based
on the lose relation between the selection of discrimieatiarms as cluster labels on a
fixed set of clusters and the task of feature selection irsifleation task. One is the
"information gain” labelling method and one is thg?’method”. We have explained all
three methods already in the literature overview in chapi22.

A label should have different features like uniqueness amdnsary of the content
[Stein 04]. The notions of label and thematic cluster refieetinsights|[Karypis 00a] of
concept indexing and of of latent semantic indexing [Deste/€90]. Both studies agree
that the importance of a component can be derived from thghi®it receives in the
analysis. Here the components are words, which we rank angiyeport within each
cluster. The most frequent words inside a cluster constthe cluster label.

A label may appear in only one period. In the literature then@topic is often used
as synonym for a label. Now we introduce the term "persigtegrne” first and "theme”
thereafter for labels which appear more often than once.rgigtent theme is defined as
follows:

Definition 5 (Persistent Theme)Letty, ..., tr be the series df periods of observation
over the document archivd. Let D; denote the set of documents in perigdF’'S; be
the feature space used in this period afid;, F'S;) be the clustering oD, over F'S;.
A set of wordsI’P C W, chosen among the words of the archidas a "persistent
theme "if:
Vi=1,...,T3C" € {(D;, FS;) : label(C") = TP

A label that persists over all periods is a topic that chamses the data in a long
term, so it is worth adding to the taxonomy or ontology of thelecation. However, the
conditions defining a persistent theme are rather restic8o we define a less restrictive
term, the theme according to Dél. 6 after the following obatons. First, we expect
that a set of words would make a good theme if it appears in aguadely large number
of periodsm. Second, the terminology associated with a theme is natstspecially
during a peak of activity on a new theme, terminology may gearapidly as authors
are looking for representative termadas the borders between the new theme and other
subject areas are being redefined. For example, the subgscihaw known as “data
mining” used a slightly different terminology (and domin&rms) in 1995 compared to
now. This indicates that the label of clusters that refeh®tame theme may undergo
changes. Therefore, we relax some of the requirements of52ef follows:
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Definition 6 (Theme) Lett,, ..., tr be the series df’ periods of observation over the
document archived. Let D; denote the set of documents in perigdr'S; be the feature
space used in this period adD;, F'S;) be the clustering oD, over F'S;.

As before, lefl’ P C W be a set of words chosen among the words of the arcHlive
and letm < T be a threshold value. The s€étP is a “theme” if there arem periods
tiy, ..., t;, such that:

Vj=ri1,...,i,3C7 € {(Dj, F'S;) : card(TP — label(C?) N T'P) < Teviation

This definition specifies that a label is a theme if some of iwsds appear in at least
m arbitrary, not necessarily consecutive periods. The bulels .. ;.:i0, determines how
many of the words may deviate. By setting,i.:ion := 0 @andm := T, it results to the
original definition of a persistent theme in Def. 5.

Different implementations and variations from this heticibased definition are pos-
sible: For example, it may be required that a minimum numipeoray them periods
are consecutive or that refers to thdast m periodsty_,,, tr_mi1,...,tr. It may be
also required that a clustér; may be come d'P only if the most frequent word i,
is in T'P, thus restricting the candidate clusters considered foln @& at each period.
The functionextract themes() of "ThemeFinder” contains a heuristic implementation
of Def.[8. Now the difference between a topic/label and a thentlear. Parts of a topic
can become a theme if they are presentigperiods.

To reduce the numbers of automatic created feature spadetharadjustments of
these, the algorithm "ThemeFinder” may still use the olduea space (build in the
previous or some earlier time period) if that feature spaeds to a model that satisfies
the quality requirements of the application. This qual@guirements are described in the
following definitions. If the old feature space does notsgtihe quality requirements,
then it is not useful for the data of the actual period and wesHha start the analysing
process again using "ThemeFinder” with the feature spatieechctual period.

We term a clustering as result of the clustering processshtdfies the quality re-
guirements a "good clustering” and define it as follows:

Definition 7 (Good Clustering) The document archive i®. fs is the used feature
space and,(D, fs) is the clustering ofD under the usage ofs. The clustering will
be agoodclustering if the number of labelled clusters of DE&f.: 4 itsiino less than a
thresholdrysiering-

The thresholdr;,string adjust the number of labelled clusters of Déf. 4 that the-clus
tering is called a "good clustering”. Depending on the del@clustering algorithm it
can be useful to set the threshoig,s...., Smaller than the number of clusters. Because
many clustering algorithms, like the well-known k-meangoaithm, have the property
to collect all dissimilar data points into one bucket clusted it will be difficult to get a
non-empty label for such a bucket cluster.

The first quality check of the "ThemeFinder” is to controh&tusage of the old feature
space leads to a "good clustering” after our Déf. 7.

The second quality check at "ThemeFinder” will be to cheaké& used feature space
of a previous period is also a good feature space for the lgotwied. For the decision
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on changing the feature space, "ThemeFinder” relies ondhenfing notion of "good
feature space”:

Definition 8 (Good Feature Space)Let D; be the document set of peried fs be a
feature space and(D;, fs) be the clustering oD; using fs. The feature spacgs is
termed as good feature spad&(a) fs # F'S;, (b)((D;, fs) is agood clustering and (c)
the number of labels of labelled clusters frgifD;_1, fs) that were again found among
the labels of labelled clusters (D;, fs) is not less than a thresholg,q;ches-

According to this definition, a feature space is good for theutnent set); if it re-
sults in a good clusteringnd retains most of the labels found in the previous period(s).
In this definition and in Def]7, it is implicitly assumed, tithe period-specific feature
space always delivers a good clustering of the documensiset it reflects exactly the
dominant features of the documents. If the feature spadeegbrtevious period is also a
good feature space for the actual period according to the@)#ie feature space for the
actual period needs not be generated; thus reducing thegsiog overhead.

We have described the definitions as the basis of our frankeviothe following we
explain the complete framework and the included algoritirhémeFinder” for label
monitoring in detail.

3.3 The Framework

The "ThemeFinder” operates on a stream of documents meualitar time periods. At
each time period, the document getinside the window is first clustered and labelled
with the feature space used thus far. The "ThemeFinder'déscivhether the result is
acceptable (according to Déf. 7 and Oéf. 8). If it is not theesahe feature space is
recomputed and clustering and labelling is re-done. Rinthk labels of the labelled
clusters in the previous clustering are compared to thoskeokabelled clusters in the
current clustering and persistent themes, as well as |&laglges are reported.

In Figure[3.8 we present the complete framework as an UMliactiiagram to show
the individual steps at a document stream to monitor labeds ttime. The steps of the
framework in the coloured rectangle are the steps from theefifeFinder”. The steps
before are pre-steps for the "ThemeFinder” with differeangard methods as part of
framework.

We explain these steps in the following:

Partition the Time Axis. The documents of the archive come to the archive as a
stream. This means that each document is associated to @aoime- the time it was
added to the archive. For the monitoring of such a documaettiva, in which new
documents arrive as a document stream, it must be decideddpartition the time
axis. This depends usually on the application and its gdalkeomonitoring process.
The specification of the time partitions obviously influesitge results of the monitoring
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Figure 3.3: framework

process. Here this issue is not more investigated but ragsmed that the application
owner has specified the time periods at which the monitoriaylsl take place, accord-
ing to the objects of the monitoring process. For examplébrarly may monitor the
topics of arriving scientific literature once a year, whileeavs agency may monitor the
topics once a week or even once a day.

In our experiments in chapter 5 we have partitioned the stieto yearly partitions.

Specify the Snapshot Size. After partitioning the time axis it has to be selected a
forgetting strategy, especially for one of the two datasdiich we have introduced at the
beginning of chaptér 3.2. There we introduced the accudkatd the non-accumulated
dataset as two different cases for a forgetting strategy.

In our experiments we show results with the first two straegihe accumulated and
the non-accumulated dataset.

Clustering and Labelling. After the definition of the document set with the parti-
tions and the forgetting strategy it can be started with thstering and labelling process
as explained before in this chapter. This includes on thenane the typical data prepa-
ration steps at documents like stemming and stopword rergamd on the other hand

the feature space creation and the vectorisation of therdectset. The vectorised doc-
ument set is clustered with a selected clustering algoraghohthen the labelling of the

clusters will be done.

After the clustering of the document sets at the differanetperiods the monitoring
process is started. For this process we have developedghgtlam "ThemeFinder”
which is used for the steps "topic matching” and "quality ckiein our framework. The
algorithm is explained in detail in the following sub-chaipt
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Adjust Feature Space. We differentiate between one period at which the feature
space of the actual period is used on the one hand and on @rehatihd the feature space
of the previous period is used. Because the good feature gfhdhe previous period
is also a good feature space at the actual period accordibgftod8. The usage of the
feature space of the actual period could have two reasoisghi starting period or the
feature space, used at the period before as good feature ispaat a good feature space
at this period as defined before at Def. 8.

In our framework we have not specified the specific clustealggrithm or the specific
labelling method. Depending on the document set differeggrahms produce better
clustering and labelling results. We have only specifiedfivathe complete monitoring
process with the framework the selected clustering algariand the selected labelling
method should be constant, so that the produced labels aneacable with each other.
The non-specification of the clustering algorithm and |lbglmethod gives the user of
the framework the freedom of selection of both dependinghenapplication and the
document archive.

During the experiments we will show that the framework waonled! at different clus-
tering algorithms and different labelling methods.

3.3.1 Algorithm "ThemeFinder”

In table [3.1 the pseudo-code of the algorithm "ThemeFindeshown as basis for our
framework shown before in chapter 13.3. We will explain ifsby step.

From line 1 to 3 we specify the feature space, the clusteriitly this feature space
and the label set of the labelled clusters at this clustd(iref.[4) from the time period
where we start our observation of the document collectiar tmne.

The iteration over all other time periods we start in the labpne 5. The first quality
check is done at line 7; there the number of labelled clusterst be over the threshold
Taustering 10 D€ @ good clustering according Def. 7. If this check is okglch non-empty
label of the clustering of the time period before the functestmatch()will return the
corresponding label to it at the clustering of the time pefidine 11-12).

In line 14 we increment the counter "matches” for the ideadiftorresponding labels.
After the matching we check in line 15 and 16 according to Befthe found label is a
candidate to be a theme. As last quality check we examine ihtimber of correspond-
ing (recovered) labels are equal or better to the threshgld,.. (line 20). If that is not
the case the used feature space will be replaced by the nematit created feature
space of the actual period and the clustering will rebuilihat 22 and 23.

The identified corresponding labels to one label will be neib with the set of the
other corresponding labels of the other labels to get thefsdt corresponding labels up
to this point in time (line 26).

At last step of the algorithm to find themes as defined in Dethé,"ThemeFinder”
uses the methoedrtract_themes() and the threshold: to extract the themes from the
set of corresponding labels (line 28).

After identifying the corresponding labels by our algonitiThemeFinder” all labels
of the time period;_; for which no corresponding label at the set of labels of gktjo
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was found, can be marked as dead labels. All labels of timeger, which are not a
corresponding label to the labels of time peripd are called "new” or "born” labels.

Step Action

1 fS%FSI;fsorig%fs
2 G (D fs)

3 Ly < {label(c)|c € (;} — {e}

4 (Collectionthemes < Ly; subLy < L
5 fori=2,...,7Tdo
6

7

8

G + ((Dy, fs); subL; + (; matches = 0

if thematic_clusters((;) > Teustering

then

9 £ G
10 foreachc € (;_; do
11 if label(c) == {e} then continue
12 ¢« best_match(c, &)
13 if ¢ # (0 then
14 matches + +;
15 [ « label(c) N label(c)
16 if card(label(c)) — card(l) < Taeviation

then subL; < subL; U {(c,c, [}

17 endif
18 endfor
19  endif
20 if matches < Tmaiches
21 then

22 fSorig < fs; fs < FS;

23 G < ¢(Di, fs)

24 endif

25 L, < {label(c)|c € ¢;} —{e}

26  Collectionthemes < Collectionthemes N L;
27 endfor

28 themes < extract_themes(UsubL;, m)

Table 3.1: "ThemeFinder” for label monitoring

Now we describe in detail the methodst_match(). In this function the labelling
matching process to find the corresponding labels is impheae

3.3.2 Match Labels with  best_match()

The actual finding of the corresponding labels of a clustetara given label will be done
with the methodest_match(). This method has two input parameters. The first parame-
teris alabelL- of a clusterC € ((D;, fs) of the period to which the corresponding label

45



3 A Framework for Monitoring Cluster Labels over a Documemé&in

will be found. The second parameter is the set of labels fterctustering) (D;+1, fs)

of the time period in which the corresponding labels aredeat. During "normal” us-
age, which is from past to present at time axis, the first leb&dken from period;_,
and the set of labels is taken from time peripdAlso a backward approach is possible
with this algorithm.

The pseudo code of the methldst M atch() is shown at tablé_312. The line numbers
at the following explanations refer to this code. The in@lddl L~ is compared to all
labelsL x of the input clustering (line 2-9). The comparison of twodHd.~ with label
Lx can have three different results.

1. label(C) == label(X) — the labels are identical

2. label(C) N label(X) # O — both labels have a non empty union but are not
identical

3. label(C) N label(X) == () — the labels have no common word

In the first case the corresponding label is found and willdtarned by the method.
In the third case, the labels have no common word and the miesttlect the next label
Ly from the set of labels to compare with the laliel. In the second case it exists the
possibility to find more than one labgl in the set of labels which have common words
with the input labelL-. All labels L, which have common words with the lab&},
are collected in a candidates list (line 7). If all labels lod et of labels are compared
with the input label_¢, it will be checked if the list of candidates is not empty.hétlist
of candidates has only one list item, it will returned as esponding label (line 13).

Otherwise the labels at this list will be ordered accordmthe statistics of the words
at the labels, starting with the word with the highest stiat{$ine 14). Now the algorithm
picks up each label x from the candidate list in which words are appearingLin
and have similar statistics. Frequent words take preced@me 16). This means, that
the words have a similar importance for the label. If it existill more than one label
after this step as good candidate, then the number of comnoodsvat the labeld..
and the candidates will be calculated (line 21). The listarididates will be sorted on
descending order of the frequency of shared words. The laitielthe highest number
of common words will be selected and returned as the correspg label to the label
L¢ .

Summary We presented our core idea to handle document streams meetdimon-
itoring the labels of the document clusters over time. Befeealescribed the developed
framework in detail, we introduced the needed definitiongrtderstand the new frame-
work and the following algorithms. The presented framewgivies a detailed overview
about all steps to handle document streams under the goamfonthe document clus-
ter labels over the time periods. Specially we describedThemeFinder” which find
corresponding cluster labels from one time period to anrdiihee period. The main
methodbestmatchis introduced including the pseudo-code.
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Step Action inbest_match(C, &)

1 candidates < ()

2 foreachX € ¢do

3  if label(X) == label(C) then

4 return X

5 endif

6  if label(X) Nlabel(C) # {e} then

7 candidates < candidates U { X}

8 endif

9 endfor

10 if candidates == () then

11 return

12 endif

13 if len(candidates) == 1 then return candidate_label

14 L <+ ordering(label(C), MFW F')

15 foreachw € L do

16  wL <« {X € candidates|w € label(X)&
support(w, X) = support(w,C)}

17  if wL # 0 then

18 candidates <— wL

19  endif

20 endfor

21 L < ordering(candidates, MCW F)

22 return firstOf(L)

MFWF = Most_Frequent Word_First
MCWE = Most_Common_Words_First

Table 3.2: The methodestmatch
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After the detailed definition and description of the "Thenmeler” we can start with the
experiments. The objective of our experiments is to stu@yftimctionality of "The-
meFinder” under the assumption, that we find topics at thd ds¢aset which can be
monitored over time. We used a sub-collection of the pupbslailable ACM library as
dataset, which is a collection of research papers over maassy

We have used this dataset because it is publicly available ah existing hierarchy
by keywords of the papers, which can be used as ground trdtisaovers a large time
span. Another reason is that this dataset is about a fieldropuater science that has
experienced changes over time, so that it supports our gggumio expect monitorable
topics at this dataset.

We conduct experiments (1) when data is accumulated over dimd no documents
are removed and (2) when a window slides over the data anddbst@nes are left out.

The first group of experiments we have conducted to studyrttpact of different
thresholds at the "ThemeFinder”, are, for example, numbeltusters or number of re-
found labels. So we get some first understanding of the daaaskassess how many
topics it contains at a given point in time.

After studying the impact of the different input parametans thresholds, we explore
the influence of the clustering used and labelling methotisgdanonitoring process with
"ThemeFinder”.

As last experiments we compare our monitoring results viiéh’ThemeFinder” with
monitoring results at the same dataset with the well knowi€B6 framework from
Ganti et al[Ganti 99b] to evaluate the quality of our morifgrprocess.

4.1 The ACM sub-archive

Before we describe each experiment in detail, we describedbe dataset.

For our experiments we need a text archive with differenb{sain time. We decide to
use the H.2.8 "database applications” sub-archive of the Acdnivel,

This dataset is a collection of publications by this orgati and is organised by an
hierarchical cataloque. This catalogue can be used asfdasen of each publication
and so we can use it as a ground truth to evaluate our expaahnesults. For evaluation
we used on the one hand the labels of the clusters and triecatmaily match each
label found to a category of the original categorisationted ACM archive. On the
other hand we used the dominant original category there it documents in a cluster

http://portal.acm.org/ccs.cfm
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originate from and compare it to our founded labels and clifettie labels predict the
same category.

Once made a paper available to the users, the paper is daszjjorto the ACM hi-
erarchy by using the keywords which stem from the ACM concaptierarchy. The
sub-archive "database applications” has 5 subgroups. fidwwdimage databases” ap-
pears already in the first period of observatiodsl@94), the group “data mining” first
appears in 1995, “spatial databases and GIS” in 1996, whdeftific databases” and
“statistical databases” are used since 1997. The ACM catgare listed in Table 4.1,
together with the acronyms we have assigned to them fortigrevi

Data mining DM
Spatial databases & GISSpatDB
Image databases ImgDB

Statistical Databases | StatDB
Scientific Databases SciDB

Table 4.1: The ACM categories in section H2.8

We downloaded all publications at this sub-archive as liifes- After this, we parsed
those html-files to identify the sub-archive name (if it €xiso which the publication
is classified in the ACM hierarchy, the year of publicatiore thle and the keywords.
We considered the title and keywords of each document, relgtle ACM sub-archive
name to which the document was assigned. We did not condidaaats, because many
documents did not have an abstract and those having oneathéldvise bias the feature
space contents.

After downloading and parsing the relevant informationshage grouped all docu-
ments by year of publication. So we have documents at diffedmme periods ranging
from < 1994 until 2004.

Following our framework, first we have to preprocess the doenis so that they are
ready for usage with the clustering algorithms. We premssed the document excerpts
with the tool “DIASDEM Workbench” [[Graubitz 01], which offe basic NLP prepro-
cessing and stopword removal and vectorisation weighting. The DIAs-
DEM Workbench is a text mining algorithm for cluster discovand labelling. We used
its k-means and bisecting k-means clustering algorithrh wiiclidean distance but re-
placed its cluster quality evaluation mechanism [WinkI2}With our notion of thematic
cluster and cluster label, setting,,4suypor+ t0 0.60. At the first experiment we show
clustering results with different numbers of clusters.

At this step we have all documents of the sub-archive "dalb@plications” grouped
Our goal of the experiments is to see temporal themes andigarsthemes over time,
this is why we have derived two different datasets from thasad depending on the
forgetting strategy. On the one hand, we use this datasetetal forgetting of previous
time periods to see temporal themes or hypes at the data Hiidtlva dataset 1. On the
other hand we remember all data points and have no forgettegtime to see persistent
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themes over the observed time span. This dataset we nansetdata

The complete forgetting strategy means that each time ghenidy consists of the
documents which are published at this period. This is thgefiting strategy with a
windows size of the value one. The distribution of this doeuis at each point in time
is presented in table 4.2. Note, that this dataset havedeamly documents till august
2004. This dataset is our dataset 1, which is a non-accuetliddtaset without any
sub-archive informations.

Period <1994 | 1995 | 1996 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 | 2003 | 01-08/2004
numbers 1334 | 144 | 183 | 313| 377| 495| 653 | 518| 716| 986 173

Table 4.2: Number of documents in the ACM sub-archive “datalsgpoplications”

The second data set (dataset 2) has no forgetting. But we evalge to use the sub-
archive informations of this dataset and so we downloadedstib-archive again, this
includes some documents at the last time periods more a® dirsh download. The
documents in this dataset, which are not a member of any liva and so are only
inserted into the main group "database applications”, wes ot used at this dataset.
The reason for this is that we will use the categorisationiné subgroups of the original
archive by the ACM as a ground truth for an evaluation of oureexpents with this
dataset.

Caused by the different first appearance of documents at bw®ups we decide to
use only documents from 1996 until 2004. The distributiomofuments is shown in
Table[4.8 as dataset 2 without forgetting, this means allid@nts of previous periods
are also present at the actual period. This is our dataset thdoexperiments in the
following sub-chapters.

Period | 1996| 1997 | 1998 | 1999 | 2000 | 2001| 2002 | 2003 | 2004
numbers| 89| 150| 369| 675| 1155| 1634 | 2338 | 3371 | 4434
DM 16 56| 148| 315| 580| 872| 1330|1984 | 2577
SpatDB 40 53| 124| 188| 316| 388| 517| 662| 851
ImgDB 16 22 70| 135| 208| 287| 340| 429| 571
StatDB 17 19 21 25 33 44 66 84 89
SciDB 0 0 6 12 18 43 85| 212| 346

Table 4.3: Number of documents in the subgroups of the ACMasuhive “database
applications”

Now we have two datasets, a dataset with forgetting over, tilaeset 1 and a dataset

2, which has no forgetting over the time. We start with expents on both datasets to
test the functionality of our algorithm "ThemeFinder”.
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4.2 Impact of input parameters

We make the first group of experiments to study the impact efitiput parameters
to the "ThemeFinder”. We will find out if different values did thresholds and input
parameters have an influence to the monitoring process ahd tpuality with the "The-
meFinder” under the main goal of "ThemeFinder” to find and itwrithemes over time.
This includes the experimental check if our framework igdablmonitor existing labels
of the clusters over time.

We used the dataset 1 because it is more difficult to find shesgnt hypes as themes
at the dataset as to find persistent themes over the wholespiare We used the DI-
AsDEM tool for the preprocessing steps and vectorised theesdawith a feature space
(Def[d), where we used only the 30 dominant words of the @ataks clustering algo-
rithm we used the bisecting k-means clustering algorithoabse this algorithm is an
easy to use and well known clustering algorithm from thediteére and this algorithm
produce better results as the standard k-means algofitianypis 00b].

In the following sub-chapters we study the behaviour of ‘Tile€&inder’ when varying
the number of clusters. Then we experiment with differeregholds values for,,,;ces
and 7y4emarie (cf. Table[3.1, line 7). As a closing step for this first expegnt part we
analyse the dataset again with the best values for clustebauand threshold values.

4.2.1 Impact of number of clusters

The number of themes, that our algorithm can find, dependeenumber of thematic
clusters it finds in each period of observation. Hence, we vavied the value of for
bisecting k-means because we suggest that we can find a ealclester number which
is useful for the monitoring process. Since bisecting kimsegenerates one bucket-
cluster, in which all otherwise dissimilar vectors are mgfdther, a clustering can contain
at mostk — 1 thematic clusters. Accordingly, we have set the threshgld,.;;. (cf.
Table[3.1, line 7) td: — 1 and T ,arches = Tinematic — 1, thus requiring that a clustering
over a given feature space is good if all except the buckettet are thematic clusters.
As explained in Tablé_3l1, if a clustering contains less than,.... thematic clusters,
then the feature space is replaced by the period-specitiecréegpace.

The number of thematic clusters monitored by "ThemeFindedifferent input values
for the number of clusters (k) is shown at Figure] 4.1.

The horizontal axis in Figurd_4.1 shows the observationogti the vertical axis
counts the thematic clusters found in each period. We sitlttanrelative small number
of clusters, because of the small number of documents atiffieeesht time periods. It
must be stressed that the feature space is not always the Haafeature space is not
good enough after the quality check of thematic clusteremgarison with the threshold
Tihematic, the feature space is replaced with the period-specificifeatpace following
our framework descriptions. This is indicated by a downwaeek in the curve, as it is
the case ok = 7. If the period-specific feature space cannot deliver adech@matic
clusters either, then the curve stops, as it is the case fo6 andk = 4.

51



4 Experiments

subarchive partition
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Figure 4.1: Number of thematic clusters for different valoék

If a curve is a horizontal line (e.q. curve fér = 5), then an adequate number of
thematic clusters was found in the clustering of each pefiben,k is an indicator of the
number of themes that are in the sub-archive. It must be ribgdhe clusterings were
not necessarily built over the same feature space: Acogridinfable[3.11, the feature
space may be replaced if the clusterfngoes not have sufficient matches to the previous
clustering¢;_;.

A break in a curve (cf. curve fok = 7 at period 2002) indicates that a clustering
delivered less than thematic clusters thgn,,..:i., thus triggering a replacement of the
current feature space with the period-specific one.AFer7, the new feature space has
delivered good clusterings for the next periods. Fot 6 andk = 4, this was not the
case: Both curves stop at period 1997, at which not even thedespecific feature space
could deliver a sufficient number of thematic clusters.

As result of this experiment we find out the vallie= 5 can be a good selection for
the input parameter to the bisecting k-means algorithm.

As another result we see also that not for all valueg @ind the periodic-specific
(actual) feature space enough thematic clusters can be.foun

As next step we find out the impact of the thresholds as inpuatrpeters to the "The-
meFinder”, likeTihematic OF Tmatches-

4.2.2 Impact of thresholds

The new ACM topics in the sub-archive indicates that the ACMotepmy designers
have responded to emerging research threads. These tlareaalssociated with a drift
in the frequent terms in the documents, new research areaseusterms. A simple way
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of detecting such a drift is by clustering the documents dretk whether the thematic
clusters degenerate. So, we first checked whether thepatgc themes could be found
without using "ThemeFinder”.

To this purpose, we clustered the documents of the first gevith the corresponding
feature space using= 5 (cf. experiment before Chaptér_4.2.1) angl.atic = k — 1.
Then, we gradually assigned the documents of the subsepergatis to the clusters. At
each period, we checked (a) for changes in the distributi@@mouments in the clusters
and (b) for drastic changes in the cluster labels, e.g. gesa@nce of words from a label,
occurrence of new words or large disparities in the suppoa word in a label. For
cluster matching, we used the heuristicdint_match(-) in Table[3.2. When changes
occurred, re-clustering with the period-specific featyace was performed. It turned
out that re-clustering was needed at each period, wheretingoperiod-specific feature
spaces gave raise to short-lived themes. Hence, this siticpinethod did detect drifts
but not themes. Thus, we have run "ThemeFinder” to identéple clusters and their
labels.

The goal is to find out the impact of the threshejg,;...q to the monitoring process
under the main goal of finding and monitoring as many themgsoasible. We used
the same constraints &éf= 5 and,ematic = & — 1, 1.€. we required at least 4 thematic
clusters. Then, we varied the value of the threshgld..... that determines the minimum
number of thematic clusters that should survive in the nexiog. If this threshold is
violated, the feature space is given up and the period-pézature space is used instead
(cf. step 20 of "ThemeFinder” in Table_3.1). We have experited with 7,,4;ches =
Tihematic — @ With 4 = 1,2, 3 and the results are shown on Figure 4.2.

In Figure[4.2, the horizontal axis depicts the periods ofeokstion, while the ver-
tical axis refers the thematic clusters in each period. Térezbntal line drawn at the
value of 7,,.:cnes IS the baseline. For each period of observation, we see timdeiu
of thematic clusters found, the top point of the verticaéliand the number of matched
clusters amongst them, bottom value at the vertical line fAiumber of thematic clusters
should be at the value 4 (k-1), otherwise a re-clusterindgnefaeriod with the periodic-
specific dataset will be done. The vertical line segment el @&riod is the difference
between these two values. It means that a shorter vertiealdibetter because more of
the thematic clusters are in the set of matched clustersltdbis segment crosses the
baseline, then the number of matches is less than the thdeshg...q, hence triggering
a re-clustering with the period-specific feature space.

As expected, smaller values of the,;.... threshold result in less adjustments of the
feature space. FOf,qiches = Tinematic — 1, S€€ Figuré_4]2(a), it can easy be seen by
counting the crossing vertical line with the horizontakljrthat the feature space must
be changed in 8 out of 10 periods (the first period is not calyrabviously). Of these
changes, 7 are due to the valuer@f,;.... and one ta,cmaic itself. In 2004, the number
of thematic clusters was already too low, so that no clustdching was performed and
re-clustering with the period-specific feature space wggéred.

A high number of feature space changes is not desirableubegtis apt to features
of short-term popularity and prohibits a long-term obsgoraof the clusters. In addi-
tion, each feature space creation at a business projentesatind cost intensive, because
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an automatic generated feature space has many dimensidria@eases the time to
vectorise and cluster the documents which are represegtsddh a feature space. For
Tmatches = Tthematic — 2, @ Change in the feature space is needed only for 2 periceis, se
at Figure[4.2(b). The same holds true iches = Tihematic — 3, S€€ Figuré_4]2(c),
which is less restrictive. Although the value®f.,,..; is too small (4 thematic clusters)
for generalisation, this experiment indicates that theeaj,......;. — 2 iS appropriate for
Tmatches-

With this experiment we have seen the impact of the threshgld,,., to the moni-
toring process with "ThemeFinder” over the time. We see thtte threshold is very
restrictive, we increase the number of feature space axg@rgtdramatically. Although
we have a relatively small number of clusters and matchestaals, we can monitor the
existing clusters over time with "ThemeFinder”. Now we haaéues for all input values
to our framework and can start with the real experiment; 8age of our "ThemeFinder”
at the dataset 1. This is the dataset with the complete forgedtrategy, in order to find
temporary hypes of themes at the dataset. It must be notethure, that we have
already used our framework at both previous experimentghblgoal was not the func-
tionality check of our framework. It was only to study the iagp of the input values and
get more familiar with this dataset.

4.3 "ThemeFinder” on dataset 1 when all past data
are forgotten

To run the complete monitoring process with our framewortt anr "ThemeFinder”, at
both previous experiments we have studied the impact ofiffezeht input values for the
clustering algorithm and "ThemeFinder” used, the numbetwadters ) and the thresh-
old values for thematic and matched clusters. One effeduafysng this impact is that
we know now a good selection of those input values for furimadysis on dataset 1. The
following short Tablé 4.3 summarises the input values toftamework process, from
vectorisation over clustering to monitoring the clustdxdis with the "ThemeFinder”:

dataset | feature space cluster nUMbers 7,,utches | Tthematic
datasetl  top-30 5 2 4

Table 4.4: inputs for experiment with dataset 1

In this experiment we assume to find hypes of themes at diffdnme periods and
perhaps also some themes which are present over more tinoelpeMVe make this
assumption because we use the complete forgetting stratefygo as a basis each time
period has nothing in common with the other time periods. MAs$ point it is more
complicated to find themes which are present over more tresdlected time period.
We juxtaposed the 6 ACM topics ("database applications” dred3 subgroups) and
sub-labels that were found by "ThemeFinder” at this expernim No label qualified as
“persistent theme” (cf. Def.[15). For the weaker definitiontleéme, see Def.[]6, we
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show the impact of different values of the threshetd In Table[4.b, we present the
labels of the thematic clusters in each period. The secohareoindicates the period
whose feature space was used for clustering. For period 489period 1998 we have
to update the feature space to the actual feature spaceedtued space of period 1998
is used for all later time periods at this dataset becauseatgood feature space after
our definitions (cf. DeflB). For each word in a label, we seet e it its support in
the cluster; if no support value is shown, then it was 100%uete. The rightmost
column maps the cluster labels to the ACM topics. The mappiag done by calculate
the percentage of documents of each subgroup in the cluBtés.mapping was done,
if this percentage of one subgroup is over 50%. For instaht¢ena period 1997 the
first cluster has no dominant group. This mapping could bae ase ground truth at the
clusters at the different points in time.

Empirical evaluation at this experiment is done by an empirical comparison of the
real dominant categories of a cluster, the ground truth,thedound labels at this clus-
ters. This comparison is done manually because the wortie @irtginal category names
must not be automatically dominant words in the existingstedts. But this mapping
could be done by means of the labels and the category nammsafperson with good
knowledge in the used field of computer science, the "databpplications” field.

The emerging themes which are monitored by the "ThemeFiraderas follows:

e The cluster labe{association,mine,rujeappears in the last 5 periods, thus indi-
cating that‘association rules mining’is a theme, if the threshold is setto= 5.
In fact, the sub-labejassociation, rulgis present for the last 6 periods.

e The label{image, retrievdl is present in only two periods, but appears as a subset
of some longer cluster labels in 8 periods, so it would be enthéor anym < 8.
Some clusters associated with this theme also cover “ctinfemntent manage-
ment?), “base” (image bases?, image databases?) and/del'mo
This theme is obviously a derivative of the ACM topic “imageatmses” existing
since 1978, indicating a shift of research towards imagexet.

e The label{spatial appears in two periods only, 1998 and 2002. However, the
correlated labe{gis} appears in 1999. This indicates that a further theme exists,
associated with spatial or (more specifically) geograpndarmation systems.

e “Mine” (for: mining) appears as label or sub-label in 4 pelspin 2002 associated
with the “web” (web mining?) and in 2003 associated with ‘igeam” (mining for
decision support?).

e “Knowledge discovery” is present as label or sub-label io pgriods, while “knowl-
edge” appears in labels of two further periods. Nowadaysieme to observe
knowledge discovery as a wide area that subsumes assadadialigs mining; in the
sub-archive however, the two labels cover different chsste
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Some early labels or individual words are non-conclusivehsas “design”, “appli-
cation”, “model”, “information” and “system”. Since we coentrate on the “database
applications” sub-archive, we cannot trace the migratibA®@M topics to other sub-
archives. However, it is likely that articles dulatabase, modglor “object” (object-
oriented models?, object-oriented databases?) are netvaltsas “database applica-
tions” in the recent years.

For the mapping of cluster labels to ACM topics, we did not edesdocument con-
tents. For this, one should study the content of each docuimeach cluster and assign
it to the appropriate ACM topic, even if the topic did not egisly the time the docu-
ment was inserted to the archive. Nonetheless, the juxtagposf labels to ACM topics

already reveals interesting insights, as can be seen frettashcolumn of Table 4.5:

e The ACM topic “image databases” is clearly associated withttteme “image
retrieval” and is mapped to the clusters having this thematas or sub-label.

e The ACM topic “data mining” covers two separate and perststlrsters, one on
the theme “association rules mining” and one on “knowledgeavery”.

e The ACM topic “spatial databases” covers the labels “spadiadl “gis”.

The ACM topics “scientific databases” and “statistical datds” have no associ-
ated cluster labels, nor themes. One likely explanatiohas the expression “scientific
database” (resp. statistical database) describes a lavge of database types and ap-
plication types without dominant common terms. Furtheensome research articles
on these ACM topics are likely to adhere to other themes, ak Webwledge discov-
ery is a likely subject in papers on statistical databasédevsome papers on scientific
databases may refer to image retrieval (e.g. of medicaltoyra@mical images). Another
explanation can be the small number of documents in bothreupg, see Table 4.3, in
comparison to the dominant subgroup "data mining” or thehlmher groups "image
databases” and "spatial databases”.

As result of this experiment we see that the "ThemeFinded firemes at the periods
which are present more than only one period although mamydae only present at one
period. Hence, despite the discrepancy between the numitieermes and the number
of ACM topics, the "ThemeFinder” categorises the sub-arhigontent in a reasonable
way: It associates documents with emerging themes, allowa fnapping with ACM
topics and gives indication about the coverage of thesetam the sub-archive.
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o

period | feature spacq label category of ACM
of pe”Od Twordsupport > Oa 6
1994 1994 technology )
information(0,625); retrieval (0,666); systefn
(0,645)
design
system
1995 1995 base, database, image, retrieval image databases
database(0,8), object, system(0,8) scientific database
database(0,8), model(0,7) database appl.
information database appl.
1996 1995 base, database, image, knowledge, model image db
application database appl.
system database appl.
database database appl.
1997 1995 application o
knowledge(0,83) data mining
information(0,71), system(0,79) database appl.
database(0,92) database appl.
1998 1998 base(0,77), conteni(0,85), database(0,77), [jmmage db
age(0,62), retrieval _
spatial ) spatial db + GIS
discovery(0,83), knowledge(0,91), mine(0,83) || data mining
information database appl.
1999 1998 base(0,65), content(0,65), database(0,61), [jmmage db
age60,91), retrieval(0,96) ]
01s(0,96) spatial db + GIS
association(0,73), rule data mining
mine(0,62 data mining
2000 1998 image(0,75), retneva_l(O,Sl% image db
association(0,97), mine(0,69), rule(0,97) data mining
discovery, knowledge(0,86) data mining
information database appl.
2001 1998 design ] database appl.
association(0,9), mmego,g), rule data mining
base(0,75), image(0,92), retrieval(0,97) image db
mine data mining
2002 1998 mine(0,92), web ] data mining
base(0,9), content(0,67), image(0,76), eimage db
trieval(0,9) ) .
association(0,96), mine(0,79), rule(0,88) data mining
spatial spatical db + GIS
2003 1998 image(0,8), retrieval(0,95) image db
decision, mine(0,7) data mining
association(0,96), mine(0,81), rule(0,9) data mining
information(0,99 database appl.
2004 1998 base(0,91), |mage80,65), retrieval(0,7) image db
association, mine(0,93), rule data mining
mine(0,63) data mining
database(0,82) database appl.

Table 4.5: labels and used feature spaces at dataset 1 vgmigFinder”

4.4 "ThemeFinder” on dataset 2 when no data are
forgetting

In contrast to the experiment before we use the dataset 2 Wwhreh has as forgetting

strategy to use all documents and forget no document oveintiee

The target of this experiment with the no forgetting stratisgo find persistent themes
over the whole time span or themes which are present at maeyperiods through time-
based analysis of this archive. Our assumption is thatgiergithemes should be similar
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to the given ACM category names of the used sub-archive. Bstalso possible to
find persistent themes which are subtopics of the given ACMnary or synonyms of
this. Both gives the opportunity to adjust the existing taxog. In particular, we are
interested in (i) identifying the themes in the sub-archi@ juxtaposing the themes
found by our framework to the 5 ACM subcategories and (iiipgtng the impact of the
different thresholds for define a theme on the performan¢&lmmeFinder”.

We used the dataset 2, again using the tool DIASDEM to vesgdhis dataset and
set the feature space again to the 30 most used words. Aslaakdie experiments in
Chaptef4.B we select as setting= 5 and 7,orasupport = 0.6 With the hope that those
initial values are also good selections at the dataset wiflorgetting strategy. The input
values are summarised in Tablel4.4.

dataset feature space cluster NUMbErs 7,,atches | Tihematic
accumulated  top-30 5 2 4

Table 4.6: input values for experiment with dataset 2

Our founded labels of each period are shown in Table 4.7 ssawlissed below.

The first column in Tablg 417 shows the time period under afagien. In the second
column, we see the feature space used by "ThemeFinder” éocltistering. For 1997,
the old feature space of 1996 has been replaced by the pspexdfic feature space.
Different from our experiments on dataset 1 with completgétting, this feature space
has turned out to be adequate for all subsequent periods.

The labels found by our framework are shown in the third celuiext to each word,
we see its support inside the cluster. We can see that thergap in the support of
the words in the label. I, 4supp0re WEre set to any value larger than 0.7, only words
appearing in all documents would have qualified. This woadehead to shorter labels
but also to the disappearance of some thematic clusteeghiékcluster labelled “datum”
which refers to data mining (this label is discussed below).

Parameters affecting the number of themes discovered: The third column
shows that there are no persistent themes according td_Deiné&e no label persists
across all periods. However, there are several, quitedstieig, themes. When we set the
number of periods: to 4 and insist that no word from a label may disappea(0), the
label{datum, miné qualifies as theme, while the labgktrieval, image, bagepersists
in 4 non-consecutive periods. If we allow that a label mayngjeaby at most one word
(u = 1), then{retrieval, imagé with the additional word “base” becomes a very stable
theme, appearing for the last 5 time periods. This themegeafbviously to “image
retrieval”, a subcategory of image databases that emend39i7, disappears for a short
time and then becomes stable from 2000 on.

The emergence and evolution of labels associated to datagngalso very interest-
ing. The first cluster label of period 1996 contains the wddiscovery”, “knowledge”
and “datum” (singular form of data) in all documents, the avgattern” is also very fre-
guent. With the period-specific feature space of 1997, th&tet on data mining becomes
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Time [ Feature | Words in the Tabel ACM topic
period | space of | Twordsupport > 0,6 name | correctness| coverage
1996 1996 | discovery (1), knowledge (1), datum (1]),DM 0.67 0.25
gis (0.67), pattern (0.67), sgatial g).67)
...COVERS ALSQ SRAatDB 0.33 0.5
ga%agase EB datum (1) D 0.53 0.5
atabase — — -
1997 1997 | datum (1), discovery (1) DM 0.9 0.5
image (1), content (1), base (1), retrieyallmgDB 0.83 0.23
(0.67)
statistical (1), database (1), security (1) || StatDB 0.93 0.68
1998 1997 | datum (1 ,d|_sc_over8/ &) knowledge (1) || DM 0.89 0.26
gatugw 1 ,($|n|ng( .64) DM 0.9 0.5
atabase — — -
1999 1997 | datum (1), discovery (1{, knowledge (1) || DM 0.92 0.22
system ( % computer (1) ) || ImgDB 0.67 0.01
system (1), geographical (1), informationSpatDB 0.9 0.23
(0.69)
2000 1997 | datum (1), mine (1) DM 0.91 0.22
discovery (1), knowledge (1), datum (0.62)DM 0.92 0.22
retrieval (1), image (1), base (0.69) ImgDB 0.92 0.27
2001 1997 | datum (1), mine (1 DM 0.91 0.21
datum (1), mining (1) DM 0.87 0.33
retrieval (1), image (1), base (1) ImgDB 0.93 0.36
2002 1997 | datum (0.65) DM 0.69 0.44
datum (1), mine (1) DM 0.92 0.23
retrleva( 1)), image (1), base (1) ImgDB 0.91 0.35
system — - -
2003 1997 | datum (0.63) DM 0.7 0.44
datum 12,m.|ne (1) DM 0.92 0.22
(rjetn%va 181,)|mage (1) ImgDB 0.91 0.41
atabase — — —
2004 1997 | datum (0.6) DM 0.64 0.46
datum (1), mine (1) DM 0.92 0.21
retrieval (1), image (1), base (1) ImgDB 0.87 0.34
image (1 ImgDB 0.78 0.30

Table 4.7: Thematic clusters and corresponding ACM categofor each period at
dataset 2

separated under the labglatum, discovery. The words “knowledge” and “discovery”
persist in the next three periods. Rar= 3, the label{datum, discovery, knowledge
would have become a theme, the “knowledge discovery [froat@’'d Starting from
1998, the labe{datum, mining becomes present, the two sibling labgdstum, miné
and{datum, mining finally absorb the older labgldatum, discovery, knowledgeand
the new theme for “data mining” becomes a very stable label.

Artefact: mine vs. mining An explanation of the sibling labelgdatum, miné
and {datum, mining is due here. They are an artefact of the linguistic prepsmres
which (correctly) distinguishes between “mining” and “min Since the documents of
the ACM sub-archive though are quite unlikely to refer to esples, we can assume
that all appearances of “mine” refer to data mining. For theetbeing, however, the
artefact causes either distinct clusters (as in 2001) anibahisation — none of the two
words is adequately frequent to appear in a label. We susipstdhis is the cause of the
uninformative label “datum” that appears in the last threaquls. This is further indi-
cated by the juxtaposition of the cluster labelled “datum'thie ACM categories: 64%

60



4 Experiments

of its members refer to data mining. We tried to solve thisofgm by editing different
input files to the tool DIASDEM at the preprocessing step,fmthange has reflect to a
solution to this artefact problem.

Evaluation with coverage and correctness: For the fifth and sixth column of
Table[4.7 we introduce two measures, emanating from theectional measures of
correctness and coverage for two-class prediction. ForA8 categorycat and for
any clusteiC' we define the correctness of the cluster towards the categahe ratio of
cluster members belonging to this category:

e Clz € cat
correctness(cat,C) = [{z ||CI‘ cat}|

We similarly define the coverage of the cluster towards thegmay as the ratio of cate-
gory members that appear in this cluster:

€ catlr € C
coverage(cat,C') = [ € catl i

|cat|

Then, in the last two columns of Taldle 4.7, we show the comess and coverage of
each clusteC towards its “dominant” category, i.e. the category to whicbst of its
members belong. This corresponds to the categaryvith the maximum correctness.
We use the value 0.5 for this measure to enforce cluster henety. We see at the
correctness column relative high values that show us tleatdaitind clusters and labels
are nearly from one subcategory of the ACM categorisatiore ddverage column has
much smaller values that let us assume that many documemtibtcategory at the ACM
categorisation are not clearly assigned only to this se@goay because those documents
must be collected by the bucket cluster of the bisecting kimselustering.

Empirical Evaluation: The fourth column of the table shows the dominant category,
calculated with the same method as the experiment before thet non-accumulated
dataset. For labels like “database” and “system” we did seess a dominant category.
For the other labels we see in the fifth column that the cane=ss is rather low at first
(1996). As soon as the new feature space of 1997 is introdtivedgh, there is a good
mapping of clusters to the individual categories, reaclhimgrrectness of 0.92 for data
mining in some periods. For the first cluster in period 1996alg® show the second
category present in the cluster. We see that the clustelistertg documents on data
mining and on spatial databases in a 2/3 to 1/3 relation.

We can see from Table 4.7 that more than one cluster may beedapphe same
category. This is reflected in the last column, where the regetowards the dominant
category only once exceeds 0.5. This is natural: Categokee®M or ImgDB are very
broad and we find some subtopics of this categories. Sincease bnly stable themes,
the coverage cannot reach 1. This is best reflected in theethiemage retrieval”, which
is a clear subcategory of image databases. We find no subtaipibe small categories,
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the “scientific database” and “statistical database” aateg

As result of this experiment we can say that our analysis efatcumulating sub-
collection can identify stabland popularthemes. Some stable themes with lower sup-
port, e.g. subtopics of the themes we find here, can be betteed by the analysis
of the non-accumulating sub-collections at the experirbefdre. In comparison to the
experiments before we have identified some themes like tzstgan, mine, rule”, a pop-
ular sub-area of data mining and we have found the themesd\desy knowledge” and
“mine” as two different themes at the non-accumulated sullections. Here we have
seen both themes as part of an evolution of the main collettieme “datum”.

4.5 Result comparison on dataset with different
oblivion strategy

To compare the results of "ThemeFinder” with the two diffeéréorgetting strategy
datasets, we have to notice the differences between thetgarbboth experiments which
depends on the specialities of the different forgettingtstrzies. On the one hand we will
find themes which are present over more than one period, savéhean monitor them
and will see hypes at the periods. On the other hand, with aHfengetting dataset, we
will find persistent themes, it means themes which are pt&sen many time periods or
the whole time span.

Similarities between the two oblivion strategies It can be seen that with the
given starting values for the input values at both datasetg&t with the bisecting k-
means clusters with labels, without the bucket clusternFtoe monitoring aspect we
see that we can monitor the existing labels with the "Themeé€i” under the given
value 2 for the threshold,,.;...q. From the result tables for the experiment with the
complete forgetting dataset (Tablel4.5) and the experiméhtthe no forgetting dataset
(Table[4.7) we see that at both experiments we need to atleiseature space only 2
or 3 times. At both evaluation results we see that the mosteis originate from the
dominant category of the ACM sub-archive, the "data miningtegory.

Differences between the two oblivion strategies A detailed look at the found

labels at the result tables_#.5 ahd 4.7 show that the supptreavords at the labels

from the dataset with no forgetting is much higher than avther dataset. Another dif-
ference is that the words, which are a member of the labelstivt complete forgetting

strategy dataset are more concrete as the labels with tlergetting dataset experiment.
One explanation for that can be that the specific words atabel$ with the complete

forgetting dataset are not so present over the whole timesauide common words from

all periods become members of the labels of the clusters.
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4.6 Influence of the clustering algorithm on the
monitoring results

One advantage of our framework is, that it works on the regila clustering algorithm,
specially only at the labels of the produced clusters. Sadéa is that the user of our
framework can select the best cluster algorithm to the datdiat’s why the clustering
algorithm should not be fundamental for the monitoring pssc But with the following

experiment we will check the influence of two very differehtster algorithms.

The goal of this experiment is to show that our algorithm "Meginder” works on
different clustering algorithm results and that we are ablenonitor the produced la-
bels. As dataset we used the dataset 2 without forgettingo@ddor the preprocessing,
vectorisation and clustering, we used the Text ClusteringKio(TCT) for this experi-
ment from the Trinity College of the University Dublin becaukey have implemented
different quality measures and clustering algorithms.

We decided to use two different basic clustering algorith@s the one hand we will
use a partitioning based algorithm, on the other hand weus#él a density based clus-
tering algorithm. The question is, what can be happen to tbeitoring results if we
change the clustering algorithm? On the one side we decideda partitioning clus-
tering algorithm, like k-means or bisecting k-means. Onfdtlewing we will see that
the decision was also to use the bisecting k-means for tmgadson experiment. On
the other hand we use the Incremental DBScan. One differextagebn both algorithms
is, that the Incremental DBScan produces for each clusteriglpbal optimum, com-
pared to the bisecting k-means. The assumption is that therilrental DBScan will find
labels, but they are only rarely relocatable and therefemsigtent over the following
time periods. This includes that labels will not died, butviabels arise through the in-
creasing number of documents over time and the constaritppameters (minPts, eps)
to this algorithm. We used the incremental version of the Dd8Salgorithm because
this algorithm is designed specially for streams. If we wilouse the normal DBScan
algorithm, we should get the same results if we reclusteretigting data set at each
end of the time period. So the results can stand for both messof the DBScan algo-
rithm, the Incremental DBScan and the static one with reetusg of the complete data
set at the end of each time period. On the other side we haugigbeting k-means al-
gorithm, which produces no global optimum clustering, besertheless we find labels
which we can monitor with our "ThemeFinder”. So the targethet experiments is to
find out the influence of the given clustering algorithm to thenitoring process with
the "ThemeFinder”.

Partitional Clustering At first we make different experiments with partitioning €iu
tering algorithms. We start to find a good number of partgiohthe used dataset 2. Sec-
ondly we compare different partitioning cluster algorithto find a good representative
of the partitioning clustering algorithms. The assumpfianthis step is, that the prob-
ability to get good clustering results is much higher if eiint quality measures agree
among each other.
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Finding a good partitioning First we start with the bisecting k-means algorithm, as
a result from|[Karypis 00b] and try to find the best cluster bem Instead of using the
results at the experiment 4.2 directly we start to find thetelunumber again, because at
this step we use the dataset 2 with a new tool and now we hap®#saoility to compare
the results with different quality measures. We producedterings withk = {2...10}
over the whole dataset and calculate different quality xede As quality measures we
use three different external measures and use the origararbhy of the ACM library as
ground truth. Each of this measures is a representativeureeata subgroup of external
measures. We used the Normalised Mutual Informatfion (NEtdhl 02], which is one
measure from the group of information theoretic measuréss group has focused on
concepts from information theory, which considers the uwagaty of predicting a set of
natural classes based on the information provided by aeringtof the same data. As
second external measure we used the purity index [Zhao 8d]aa third measure the
Rand index|[[Rand 71], which is a pairwise co-assignment measur

Before we use those three measures, we shortly introducextamal measures.

Excursus on NMI:  Formally, letp’(7) andp(7) denote the probabilities, that an object
belongs to clas€’] and clusteiC; respectively. Furthermore, Igti, j) denote the joint
probability that an object belongs to botlf and C;. For each data object assigned
to a class inC’, mutual information evaluates the degree to which knowdedthis
assignment reduces the uncertainty regarding the assigroh¢he object inC'. The
mean reduction in uncertainty across all objects can beesgpd as:

i)
Zzp”log 0

=1 j=1

I(C’,C) takes values between zero and niii(C”), £(C')), where the upper bound
is the minimum of the entropy values for the two clusterings.produce values in the
range [0, 1],/[Strehl 02] defined normalised mutual inforimra{NMI), where the mutual

information between the two clusterings is normalised wéhpect to the geometric
mean of their entropies:

1(C",C)
E(C"), E(C)

In practice, an approximation for this quantity, based arst@dr assignments, can be
calculated using:

NI(C',C) =

Z Z nzylog(z*:f)

=1 5=

\/(Zn log=: )(Z n;log7t)

NMI(C',C) =

An accurate clustering should maximise this score, whera@wewf 1 indicates an ex-
act correspondence between the assignment of objectsand C', while a value of O
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indicates that knowledge af' provides no information about the true claséés The
formula for NMI does have a slight tendency to favour clusigs for larger values of k,
although it exhibits no bias against unbalanced clustesssiz

Excursus on purity index: [Zhao 02] suggested measuring the extent to which each
cluster contains objects from a single dominant naturalkclahe purity of a cluster; is
defined as the fraction of objects in the cluster that belorilge dominant class contained
within that cluster: )
P(C}, Cj) = —maz{N;;}
7 7
Unlike the classification accuracy measure, purity allowdtiple clusters to be matched
to the same dominant class. The overall purity of a clusgeisrdefined as the sum of
the individual cluster purities, weighted by the size oftealuster:

P(¢.¢) = Y LP(C.C)

J=1

This measure provides a naive estimate of partition qualityere larger purity values
are intended to indicate a better clustering.

Excursus on Rand index: The Rand index count the pairs of objects for which the
clusters and natural classes agree on their co-assignBgradonsidering all pairs, we
can calculate statistics for each of four possible cases:

e a = number of pairs in the same clasg(ihand assigned to the same cluste€in

e b = number of pairs in the same clasgify but in different clusters id’.

e ¢ = number of pairs assigned to the same cluster'jiout in different classes in
.

e d = number of pairs belonging to different classe€fnand assigned to different

clusters inC.

Note thata + d corresponds to the number of agreements betw&eandC, b + ¢
corresponds to the disagreements, &hd=a +b+c+d = % IS the total number of
unique pairs.

The Rand index results in an evaluation in the raftgé] based on the fraction of
pairs for which there is an agreement:

a+d

R(C.C)= ———
(¢.C) a+b+c+d
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2 3 4 5 6 7 8 9| 10
NMI measure| 0,09 0,17 0,16 0,19 0,15| 0,17| 0,16| 0,18 0,17
purity index | 0,58 0,62 | 0,63 | 0,66| 0,64| 0,65| 0,64 | 0,66 | 0,66
rand index 0,46| 0,56| 0,61| 0,62| 0,61| 0,62 | 0,62 | 0,62 | 0,62

Table 4.8: External quality measures at different k

Experiments:  The results of the experiment are shown in Tablé 4.8. The Nk&-m
sure has the best valuefat= 5, the purity and the Rand index have the same, best value
at differentk, but both includé: = 5, see Tablé 4]8 the best values at each index are set
in bold. So we decide to uge= 5 for the experiments.

Finding good representatives Secondly we want to check if a change of the clus-
tering algorithm leads to an increasing of the quality of thestering. So we have to
find a good clustering algorithm for the used dataset. As gpadity measure of the
clustering we used the same indexes as before. We clusterethtaset with the normal
k-means, a spherical k-means and a fuzzy c-means algorghpartitioning algorithms.
We used the Non-negative Matrix Factorisation (NMF) tegheithat at first minimises
the Kullback-Leibler divergence and second minimises sgpliRuclidean distance (ED).
We also tried a kernel k-means clustering algorithm. Asltedithe three measures, it
can be said that the best clustering is produced by the bigdcimeans algorithm, see
Table[4.9. The clustering with the bisecting k-means atgoriproduces the best values
(bold face) at all three used quality measures.

bisecting| KM | spherical| fuzzy | NMF | NMF | kernel
KM KM CM | (K-L) | (ED) | KM
NMI measurel 0,19 |0,24| 0,15 0,05| 0,04 | 0,11 | 0,15
Purity index 0,66 | 0,62 0,64 0,58 | 0,58 | 0,61 | 0,63
Rand index 0,62 |0,59| 0,59 0,41 | 0,57 | 0,57 | 0,59

Table 4.9: External quality measures at different algangh{k=5)

Now we have found a good representative clustering algariitr the partitioning
clustering algorithm group; the bisecting k-means. Fa #éfgorithm we have also found
a good number of partitions to this dataset.

In contrast to the nature of the bisecting k-means algoritiwa decide to used the
density-based IncrementalDBScan algorithm from [Ester 00]

We have already shown the results with the bisecting k-malgasithm on the dataset
2 and our "ThemeFinder” in the experiment at Chapier 4.4. ®hahy we first concen-
trate only to the other algorithm, the IncrementalDBScan.
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4.6.1 Clustering Results with IncrementalDBScan

The IncrementalDBScan algorithm have two input parametexplained before; the
minPts and theeps region value. Thenin Pts defines how many points must be in the
defined region around a data point, so that this data poinbeakeclared as "core point”.
Theeps region defines the radius of this region. First we descrilverperiments to find
out good values for this input parameters for the IncremiB&&can.

4.6.1.1 Experiments with different eps and minPts values

For clustering the data with the IncrementalDBScan algorithe made experiments
with the dataset from period “1996” and tried to change tHae&foreps andmin Pts,
which give the size of the eps-region and the minimum numbettter points in this
region, in order to build a new cluster. We have done thisngieixperiment to find out
a good selection for both input values for the Incremental@Balgorithm. We tried
short values for both and short values for one of them and gebigalue for the other
input value.

In Figure[4.8(a) we show the results of the cluster numbed#fatenteps and differ-
entmin Pts where we used the feature space of period 1996 to make a bettgrarison
with the bisecting k-means clustering. The clustering ltedooks very similar every
time. We get a relative big number of noise points, which arteassigned to any cluster
and we get different numbers of very small clusters.

On this experiments we get only one small cluster and a bigbeuraf noise docu-
ments every time. One reason could be the relative small euofidocuments at period
“1996”. That is why we made similar experiments with the pdrf2000” to find out
good input values at this period and to find out if the probleitinthe big number of
noise documents is caused by the small number of documents.

4.6.1.2 Experiments from period “2000”

For the experiments with IncrementalDBScan we decided toataeriod “2000”. But
if we set the period “2000” as start period we have to use tahtufe space of the pe-
riod “2000” too as start feature space and so we make shoeriexents with this fea-
ture space and dataset to check the decision and find out astarddalue foreps and
minPts. The results are shown in Figure ¥4.3(b) for theénPts = 10. From this dia-
gram it can be seen clearly that we usgd = 0.5 andminPts = 10 for the following
clustering experiments, so the smallest clusters have amim of 11 members. For
smaller values atin Pts we did not get acceptable results.

We limited the feature space size to the most 100 used wordbdse experiments.
At the cluster results we see that we have many “noise” daitatgpowhich are not a
member of a cluster. But with increased size of the data satglthe time periods the
relative size of the “noise” data points decreases. We curete only on the clusters
found by the algorithm, and on the labels of the clusters. &degnised that we could
not produce a label for only one found cluster. After a dethitiew to this cluster we
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Figure 4.3: Cluster numbers at different eps and minPts
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see the reason. The members of this cluster are all docunvbitis are represented by a
null-vector by the used feature space. The null-vector eatrbated at the vectorisation
step because we use only the top 100 words of the datasetdimrigation. Documents
which not consist of one word of this top 100 words are represkby null-vectors. So
it was acceptable that this cluster has no label.

The following Tablé 4.0 shows the number of clusters of gefod and the number
of found again clusters of the previous period via "ThemdEih.

period 2000| 2001 | 2002 | 2003 | 2004
no.of clusters 3 6 12 27 41
matched cluster 3 6 12 26

U

Table 4.10:; Results of matched clusters with the IncrembB8tan

It can clearly be seen that we have no matched clusters atdp®&000” with a pre-
vious period because “2000” is the start period. We foundlaliters of the previous
period again in the next period with the exception at periddd4” where we found all
of the 27 clusters of period “2003” except of one. Anotheeetffof rediscovering nearly
all clusters at the next period is that the labelled clus&trene period are persistent
over future periods, for example the 3 labels of period 20@0a¢so present on period
2004. It could be mentioned that in every new period new elssshowed up because
at earlier periods there were not enough documents abowbpineof the new clusters
and the documents are noise points at early time periodi\eéSelative size of the noise
decreases.

These results that nearly all cluster labels are persistegit the following periods
and new themes arise only through new cluster labels, canfirour assumption, which
we had before we started with this algorithm, caused by tkeiaptype of incremental
density based clustering algorithm.

4.6.2 Comparison of the "ThemeFinder” with two different
clustering algorithms

Because the used clustering algorithms are extremely éifteérom their nature, we
compare the results and so the influence of the clusterirmgitigh used for the monitor-
ing process with our "ThemeFinder”. Both algorithms founldis with our method for
label creation and label monitoring with the "ThemeFindécomparison of the labels
is not easy because the number of labels at the bisectingaksndustering results is
static and with the IncrementalDBScan it is variable. Thaglleautomatically to relative
stable labels with the IncrementalDBScan and to labels witret stability at bisecting
k-means algorithm results.

We have 4 labels at a maximum at the bisecting k-means resudt$ound 2 of the
labels at the periods “2000” and “2001” again at the labetbatlustering results from
the IncrementalDBScan algorithm. For the periods from “202& later we found 3
labels actually at both label sets.
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Figure 4.4: Clusters with dominant source subgroup

Secondly both cluster algorithms produce the dominante@tasrom the dominant
group. The number of documents from the “data mining” subgroecomes more and
more dominant with time. If we evaluate the cluster labeldh®subgroups by calculate
the percentage of documents in the cluster from which sulptteey originate, we found
2 labelled clusters from the “data mining” subgroup with Higecting k-means. With
the IncrementalDBScan algorithm all clusters at period @0é&nd “2001” originate
from the subgroup “data mining” and in the following peridtie percentage of labelled
clusters from this group is very high.

In Figure[4.4 we show the number of clusters where the moatrdeats & 51%)
come from one subgroup. The shortcuts at the lines standkhdonames of the sub-

groups, data mining (dm), spatial databases (sp), imagéases (im), statistical databases

(st) and scientific databases (sc). The differences bettheemumber of clusters at each
period from this figure and Table 4110 arise because we hawe stusters which have a
mixed composition from the several subgroups and here werlig the clusters where

the majority originate from one group.

We also see that changes at the labels are found by monitttrengabels with the
"ThemeFinder”. But the differences between both clustealyprithms are in the kind
of changes which we found. At the clustering with the bisezk-means the label of
a cluster changes during the time, because words as memtier [aibel become non-
members and other words become new members of the label.ntrasbto this, with
the IncrementalDBScan, the labels of a cluster are veryestalilthe number of clusters
increases and so from one to another period new labels witké&ted and show new
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topics.

Result of the comparison We present the results of the "ThemeFinder”, ones with
the bisecting k-means and ones with the IncrementalDBSagteting algorithm. As
a main result, we see that "ThemeFinder” is useful at botlorélgns to detect and
monitor the topics of the clustering. The big size of noiséadas one result of the
IncrementalDBScan shows us, that the used data are very adsgo it could be one
reason for rather negative clustering results with thedbiisg k-means algorithm. This
is already known as one disadvantage of this algorithm.

Another result is, that we can see the change of topics in dlteg, vhen monitoring
the labels at both algorithm results. The difference ishatdisecting k-means we see it
on the change at the labels itself and at the IncrementalDB&easee it on the labels of
the new created clusters from one to next periods.

We have also seen that the number of adjusting the featuoe sparery small. At
bisecting k-means it was over 9 periods necessary only twesiand over 5 periods
with the IncrementalDBScan zero times to adjust the feafpaees

All results of this comparison leads us to the statementttittThemeFinder” can
work with different clustering algorithms.The selectedstéring algorithm has an in-
fluence to the kind of results depending on the charactesisti the algorithm. This
characteristics should be noticed at the interpretaticth@imonitoring results with the
"ThemeFinder”.

4.7 "ThemeFinder” with different labelling methods

The "ThemeFinder” uses only the labels of a clustering astiglata. So basically the
clustering algorithms and the labelling methods are nadgfieed by our framework. At
the experimen{_4]6 we have shown that clustering algorithwhgch are very different

from their nature, can also be used with our framework to meotabels over time with

the "ThemeFinder”.

At this experiment we will study the influence of the labeilimethods used on the
monitoring process and the quality of the monitoring reswith our "ThemeFinder”. To
study the influence of different labelling methods, we usel#belling methods, which
are explained in Chapte[_2.2.2, these are the TOP-, the IGAUNthe x? labelling
methods.

For the experiments, first we have to select one clusteriggrigdhm, whose result
is the input for all three labelling methods. After usage led same quality measure
from the experiment above, which were also implemented in, W&Tdecide to use the
Non-negative Matrix Factorisatio(NMF) with the Kullback-Leiblerdivergence, also
referred too as relative entropy [Leel 99]. The decision lidg algorithm is caused by
technical reasons although we know that this algorithm dgnmduced the best results
at the experiments before. All used labelling methods froeused TCT tool can used
the results of this algorithm to create labels for the clisstdBut the objective here is
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the influence of the labelling methods to the results andheguality of the clustering
algorithm itself. As the distance measure the Euclidianst&dce is employed.

A comparison of the different cluster algorithms at TCT carfdaend in Tabld 4.9.
There we compare the cluster algorithms with differentrimdéand external quality mea-
sures. The NMF algorithm has shown good quality values atdbimparison. One other
reason for the decision to use this algorithm is that thikesktest of a small number of
clustering algorithms for which all three labelling metsate working at the TCT clus-
tering toolkit. For example the bisecting k-means does ravkwvith all three labelling
methods at this toolkit. The reason is the internal strgctiithe clustering results at the
TCT tool.

The next step is to define a good value for the cluster numberw& make the
guality test with different values for the cluster numlder We created clusterings for
k = {2,...,10} and found out that the clusterings with= 5 andk = 6 are clearly
the best clusterings from the view of the different qualitgasures. So we make the
experiments with both cluster numbérs= {5,6}. As result of the labelling methods
and the usage of "ThemeFinder” at the clustering resulth wit= 5 andk = 6 we
recognised that we get much better resultsifer 5, which is also the number of differ-
ent subcategories at the ACM hierarchy, and so we presengifottowing the results
for each labelling method at cluster results with= 5. This is the same value which
was suggested from the results of the previous experimeitistive bisecting k-means
algorithm.

Because one of the goals of the "ThemeFinder” is to minimigecthst expenses for
new generation of a feature space, first we use the "ThemeFimdthout the feature
space adjustment feature. It means that at every time pthe@edctual feature space of
this period is used. The assumption behind that is that westuidly the influence of the
labelling method itself and so we guarantee that at evelpgere use the best possible
clustering to create labels. At the second experiment wehes&rhemeFinder” on the
clustering results with the feature space adjustment foimality. So the feature space
of a period is only created if the good feature space of theigue period is not good
enough compared to our quality definitions. This second rax@at is the comparison
of the influence under the supposed usage conditions witbreegpace adjustment only
if it is needed by the quality restrictions.

4.7.1 Results without feature space adjustment

At first we vectorised the documents of all time periods ofdaéset 2 with the actual
feature space of each time period. After this we cluster tdoeichent of each time period
with the NMF clustering algorithm and create labels withdifeerent labelling methods.
After this we start our "ThemeFinder” to find the correspangdiabels from one period
to the next period, starting with period 1996. The resultSboemeFinder” are presented
in Figure[4.5.

We see that the "ThemeFinder” has found three topics (topk; 3) with the "TOP”,
three topics (topic 1, 3, 5) with the "IGAIN” and two topicftic 1, 5) with they?
labelling method labelled clustering results. These ®pie relative stable over more
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periods. Most of them are not persistent themes accordifigdDeut themes according
Def. [8. It can be seen that for the "TOP” method three topidsteover the whole
monitoring period, excluding period 2004, and at both othbelling methods one or
two topics arised during the monitoring process, which caodiled as persistent themes.
All the method results have in common that many cluster abeh period are merged
together in one of the feature periods. For example in evguydiof Figuré 45 the lines
for cluster label one and which cluster labels merge into it.

Intuitively it is clear that not all clusters over all perobave persistent labels, because
we expect a change of topics over time at the document arcWeehink, the result with
three persistent, at least nearly every time persistebgldas a really good result for
these experiments, especially if we compare those resithig@sults from experiments
described in Chaptér 4.2 and Chapter 4.4 ([Schult 06b]landilS664]). There we have
used other clustering algorithms and the results of "Thanu” at the same dataset,
the dataset 2, has reached same quality at best. Because wetdide the feature
space adjustment property of the "ThemeFinder”. At evanetperiod we used the best
possible feature space for creating the document vectod®@sment representation.
So it is obvious clear that the clustering results and faihgathat also the monitoring
results have the same quality at best if we use the feature slmjustment described in
our "ThemeFinder”.

4.7.2 Results with feature space adjustment

The first result of the usage of "ThemeFinder” with featuracgpadjustment and differ-
ent labelling methods is the label creation by tfidabelling method returning unusable
data. With this labelling method we get the same label foryeghkister and the statistics
of the words of the labels are alwag$. We did not find the reason for this problem;
if it is a problem of the used tool, an implementation problena problem of the used
data. So we can not use thyé labelling method for the "ThemeFinder” with the time
and cost-saving method of feature space adjustment. Thidgm with they? labelling
method is not really shortcoming for our "ThemeFinder”, dnege the created labels are
the input to this algorithm. But at this step we cannot creayeuseful labels, so the user
has to employ another labelling method.

Both other algorithms are usable and the results are presankgure 4.6.

The "IGAIN” labelling method results are shown in part (a)tbfs figure. These
results are produced by adjusting the feature space onhytifoes at the monitored 8
periods. So by these results it save nearly 50% of the copréalucing an actual feature
space. Inthe Figufe 4.6(a) itis clearly visible, that onenm@nent topic exists, to which at
many periods other clusters are merged. As a next point wihaeéhe topic of cluster
3 is also persistent since period 1998. In comparison todhelts of usage "IGAIN”
without the feature space adjustment, we see that we getaeiliff but similar results and
we find also the main dominant topics.

Concerning results with the "TOP” labelling method, presenn Figurd 4.6(b), we
see one persistent topic over the time (cluster 5). The adarg of the feature space has
to be done also only four times, the same number as with labeNith the "IGAIN”
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method. At the first time periods until period 2000 we see omeenpersistent topic

(cluster 1) which has the same properties as the cluster otiee gesults without the

feature space adjustment. The point is interesting, theo ifar as from period 2001 we
visit a new cluster 1 with the same properties as the clusterod the first periods, but

between the cluster one of period 2000 and the cluster onermfp2001 no connection
was found by "ThemeFinder”. This allow us to suggest thaivieen these both clusters
the connection is lost through the usage of the feature sp@jastment.

4.7.3 Comparison of the results with different labelling
methods

As comparison of the three labelling methods we have to mattéference between
using the feature space adjustment or if not.

If we do not use it, we can see, that "ThemeFinder” producelaimesults with all
three algorithms. We can monitor the labels, produced kiyhede methods, and can find
topics which are present at more periods and can also findyelsan existing topics. If
we should rank the labelling methods we would prefer "TORhIDd is the "IGAIN”
labelling method and at last thé method. But the differences are not really significant.

If we use the feature space adjustment option with "ThenuHih we see that thg?
method is not able to produce useful labels for the clugger@sults and so this method
is unusable for topic monitoring with our "ThemeFinder”.erHGAIN” and the "TOP”
labelling method produce labels which the "ThemeFindenildaise to create useful
results and reach nearly the same quality as without tharieapace adjustment option
with both labelling methods. But both need a new creation effdature space only
at 50% of the time periods and so they are not so expensiveeaxtleriment without
feature space adjustment and those labelling methods. #remoint of the quality of
the results we see that the "IGAIN” methods results arele kit better as the results of
the "TOP” method.

4.8 Comparing themes to evolving clusters

The goal of our experiments is the observation of detecteidéphow the topics change
over time. The experiments before have shown that we carmctdatel observe topics
with our algorithm "ThemeFinder”. At the experiments in Ctefl.2 and_4)4 we make
an empirical evaluation of our labels found against theinalcategory names from the
ACM hierarchy as ground truth.

Now at this experiment we compare the results of the expetifiem Chaptef 4]4
with the results of a modified version of the FOCUS framewookf{Ganti 99b], which
is a good framework for observing clusters over the timepif yake a detailed look on
the cluster members. We make this comparison because waassat monitoring of
clusters should be produce similar results as the mongarirthe labels which are pro-
duced from the clusters. So this comparison can be seen tseaknd of evaluation of
the monitoring results with the "ThemeFinder”. With our 'ineFinder” we save time
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and complexity to monitor clusters over time. Especiallpigtdatasets the complexity
of FOCUS is much higher as that of "ThemeFinder”. If we havelalalready it should
be clear that the comparison of different labels is muctefest a comparison of clusters
of many documents because the calculation of the union atiwsiers is much more
expensive as the calculation of an union of two labels. Allabesists only of some
words and a document cluster has normally many more docsrasrdluster members.

4.8.1 Adapted FOCUS framework

For comparison of our results with "ThemeFinder” about #igel monitoring over time
with FOCUS, we adapt the FOCUS framework fram [Ganti!99b]. TRECES frame-
work is a well known framework to detect similar clusters ab#lection of clusters to a
given cluster. The goal of this experiment is a comparisah@iquality of our monitor-
ing process. On the one hand it could be that we do not monitduaters over time that
are possible to monitor. On the other hand, it could be thatwaitor clusters which
are similar by their labels but their content has no sintiegiand so they should not be
monitored together.

The results of the FOCUS framework should show us, that werebslee correct la-
bels of the same clusters over the time and not that we obkdyekof different clusters,
which look like the same at different periods and that we rtworall monitorable clusters
with our framework too.

We calculate the percentage of how many documents of a cldstexist in C;
according to the following, equatidn(4.1) and calfitc(C;, C;11)

V(C; € G, Cig1 € Gigr) = foc(Ci, Cigr) = % > Tfoc (4.1)

The threshold,. adjusts, how many percentage of the clustemust be present in
the new clustet’; 1, SO we say that the clustér; is also present in the new period ;
and has survived. We selected the cluster-p@itsC; ) with max(foc()) A foc() >
Troc and say that’; has evolved ta”; ;. If 74, > 0.5 at a maximum only one new
cluster exists, in which the clustér; has evolved. Otherwise it could be possible that
more than one cluster at period; has the same value ¢bc() to a given cluster from
periodt, which is comparable with a split of the cluster.

We used the results of this adapted FOCUS framework to convpieineour results.
The FOCUS framework is algorithm independent and it usesltisezing results only
for the monitoring, like our "ThemeFinder” which uses oretset of labels of an exist-
ing clustering independently from the used clustering@tlym as we have shown before
the special results with the different clustering algarighat sub-chaptér 4.6.

4.8.2 Comparison with FOCUS

We used the adapted FOCUS framework and our "ThemeFindelieosame clustering
results. The data preprocessing, the vectorisation andltis¢éering step are the same
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for both frameworks. For the adapted FOCUS framework we useeticlusterings to

monitor the clusters over time. The result of this monitgnorocess is shown in Figure
4.7(a). At the same clusterings we start the labelling me@nd then our framework
with the "ThemeFinder” to monitor the labels over time. Tiasults are shown in Figure
4. 4(b). Atthe adapted FOCUS results we can see that somersle$bne period merged
together into one cluster at the next period. One exampleisltsters 3 and 4 at period
1997 which are merged at period 1998 into cluster 3, which alsrges with cluster 2

at period 1998 into cluster 2 at period 1999. Another intamgspoint is, that after a

merge new clusters exist and sometimes they also are meatgrd The new clusters
are raised by the clustering algorithm. The bisecting kmseavith a fixed number of

clusters, produce a new cluster at the new time period ifeaptriod before two cluster
merged.

The lower diagram of Figure_4.7 shows the results of our "TéEmder” after the
label matching described in Chapfér. 3 on the dataset 2 arelubier results of the ex-
periment before described in Chapier|4.4. As we can see, theni€Finder” follows
nearly the some clusters as the adapted FOCUS frameworke @hetwo basic differ-
ences between the usage of the adapted FOCUS framework aindrtteavork with the
"ThemeFinder”.

e only the labelled clusters and not all clusters of the chirsgeare present when the
cluster labels are monitored with "ThemeFinder”. So we sethe (b) diagram a
smaller number of clusters.

e normally we do not detect splits of a cluster, becausebmstmatchalgorithm
only finds one cluster as best match to another cluster.

Caused by the nature of tibestmatchalgorithm we cannot find splits because only the
best corresponding label of the next period to a given labklbe found and not the
second best too, which is needed to define a split of a labeas stipposes that we use
thebestmatchalgorithm forward at time and find the best matching labetsva period

t + 1 to the given labels of period If we use this algorithm backward at a time, we
can not find merges but splits, because one cluster of péwad be the best matched
cluster for two clusters of periotd+ 1. If the bestmatchalgorithm has as result the
same cluster at,; for two different clusters at;, then we can say that both clusters at
t; merge together to the best match cluster; at. In the diagram we see such points at
cluster 3 and 4 at period 1996, which merge to cluster 3 abpei®97. We see that the
label “discovery knowledge datum” at period 1996 change twee to the label “datum
mining” at period 2001 and “datum” at the following periodbklere we see that our
assumption is correct that the terminology of this docunaohive changes over this
long time.

Evaluation of the goal = Comparing the results of the adapted FOCUS framework
with the results of our framework and the "ThemeFinder”, we ¢hat our framework
monitors only the labels of clusters, which are also follagvclusters by the FOCUS
results, for example, the cluster number 1 at both diagranfsgure[ 4.V or the clusters
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3 and 4 from period 2000 until 2004 in both diagrams. It is ckbat not all clusters,
which are monitored by FOCUS can also be monitored by our fnarie One reason
could be that we have not for all clusters an useful label withframework and so these
clusters cannot be monitored by our framework. But we seertbatly all monitored
clusters by the FOCUS also monitored by our framework too.

As result of this experiment we can say that our "ThemeFihaehnieves good results
similar to the FOCUS framework from Ganti et al [Ganti 99b]. Buth our algorithm
the user does not need to take a detailed look into the real ddte user only has to
take a look to our observation of the labels. An other adwgnt our "ThemeFinder”
is the minimisation of the adaption of the feature space.réhaeon that it is a advantage
we explained already earlier in this Chapter. Another acagenour "ThemeFinder” is
the possibility to handle dataset, which have no overlagppirthe different time periods,
like the dataset 1 at our experiments. Also at this data3éterheFinder” can monitor
the cluster labels. FOCUS has no possibility at such a dataseaduse at FOCUS an
union of two clusters of different time points is calculated

4.9 Coverage of the ACM section H2.8.

As last part of this experiment chapter we will make a comnterthe results with the
selected dataset, the ACM sub-archive from section H.2can e seen in Table 4.7 that
the coverage with regards to the ACM sub-archive is ratherdod that some clusters
reflect subtopics rather than whole categories.

We first checked whether the low coverage can be attributedet@lustering algo-
rithm. As already mentioned, we have experimented witledsffit clustering algorithms.
In [Spiliopoulou 06], we have also considergd= 10 and discovered that this larger
value finds more informative subtopics (obviously) but skiles not allow for the iden-
tification of all classes. Hence, we performed a series cfsdiaation experiments,
i.e. used the document labels, and searched for featuyesikes with high predictive
power.

Similarly to many clustering algorithms, classificatiog@lithms like C4.5 and Naive
Bayes require special tuning to deal with highly skewed dateerefore, we have first
attempted a separation of the dominant class “Data Miningrhfthe rest of the collec-
tion and then tried to build a classifier for the remainingsts. We concentrated on data
from one period (2001). The separation of the “Data Mininlgiss from the others was
achieved with an accuracy of more than 80%. This reflectsthigaidentification of this
class in the data is easy - a fact that is apparent in our cingteesults as well. How-
ever, the classification accuracy for the other four caiegovas low. One of the most
remarkable results was that the SVM and the J4.8 classififes$¥EKA implementation
of the C4.5) assigned the documents of the category “scentifiabases” to the class
“spatial databases”, while Naive Bayes assigned a largepart documents on spatial,
statistical and image databases to the class “scientifabdaes”. Hence, we came to the
conclusion that the categories cannot be properly sephnatest likely because of the
existence of subcategories. The subtopics found by "Thé@mdeF (association rules,

80



4 Experiments

image retrieval) are indicators of such subcategories.

Summary Inthis chapter we show at experiments that our "ThemeFinderks well
with datasets, which have different forgetting strategiag also we show that the "The-
meFinder”’ can be used with different clustering and labglinethods. Only labels must
be created for the clusters, then the "ThemeFinder” can bd fg monitor the cluster
labels over time. As last experiment we compared the quafithe monitoring results
of the well known FOCUS framework with our monitoring resuwdisd pointed out that
our framework reach similar quality results but have défdgradvantages compared to
the usage of FOCUS.
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5 TheMoT - the Theme Monitoring
Tool

At Chaptei.8 we have described our complete framework inofyttie algorithm "The-
meFinder”. At experiments in Chapter 4 we showed that our ésmank works well.
As we mentioned at the experiments, it exists already sowls for many steps of our
framework, like for clustering or labelling. That is why wereentrate on the developing
of a prototype for the main part of the "ThemeFinder”, the moet"bestmatch()” to see
as result a graph of the cluster evalution.

In this chapter, we present the Theme Monitoring Tool "Th@MoThis tool is de-
signed to make the label matching process very easy and $leorggults of this match-
ing process. TheMoT consists of two parts. The first partés'thst_match() - Tool to
find the corresponding labels from one time period to the.n&kie second part is the
presentation of the total monitoring process over all kio

First we introduce the usage of the graphical user interdddke "bestmatch”-Tool
before we show the visualisation tool used for monitoring ldbel evolution over all
periods. At end we give some technical details for the inpuameters of both tools.

5.1 Matching for the Monitoring

The user of our framework has a list of labels for each timéopeas the result of the
clustering and labelling process. For finding the matchatgls from one time period to
another, the user needs the file with the list of labels fohgeeriod. This label list files
are the input to the "beshatch”-Tool .

The "bestmatch”-Tool has two different interfaces which can be iredlby the user
of the application. As one interface we have implementedrancand line interface.
This has the advantage that the user can integrate thethlgoitself into other tools.
Otherwise the command line allows an easy and fast access tbel"besimatch”-Tool.
The command line interface is called with the two label ligtsfias input parameters.

As other interface we have developed a graphical user ageiiGUI) to use the algo-
rithm "bestmatch()”. This has been developed for a more detailed viethdanapping
results.

Now we will briefly introduce the GUI for "besinatch”-Tool only, because the com-
mand line interface is only the call of the program with thehblabel list files for the
selected time periods as input.
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5.1.1 The GUI of "best _match”-Tool

To start the "bestmatch”-Tool the user has to execute the @aiMain.py This can be
done using the linux operating system by typmyghon GuiMain.pyor on a windows
system by double clicking on tHeuiMain.pyfile. At start of "bestmatch”-Tool a win-
dow like in Figurd 5.1l is presented to the user.

labelfile of clustering 1

labelfile of clustering 2 '

percentage of mapping at both labels

:
[ I ;

0 10 20 30 40 50 60 70 80 20 100

Figure 5.1: "besimatch”-Tool at start

Exit (L

At this start window the user sees on the top two input fields laeside of each a
button to open a file selection box to select the both labefiless of the clusterings,
which the user will analyse. The first input field is for thedalst file of period 1 (green
3) and the second for the label list file of period 2 (green 2JoBehese two input fields,
a slider is presented to adjust the threshgld,..;.. (green 6), which specifies how many
percentage of the compared label must be equal to say thimagahn. The second half of
the starting window is a big empty text box under the slideeég box 1). This box is the
result box used to present the results oftihe_match() algorithm. At the bottom of the
main window the user sees four buttons, the "start” buttostaot the algorithm (green
4), the "exit” button, to exit the program (green 5), the "sliloide-details” button to
show/hide detailed results and the "save results” butt@av@ the results to an external
file, the matching file. The last both buttons are not actiygagram start. They become
active after the algorithm was started.

To start the "ThemeFinder”, we select both labelling fileshaf different clusterings,
we will monitor. We can do this by typing the path to the filewithe input fields or
selecting the files via the file selection box by clicking tlwtbns beside the input fields.
Then we select the percentage of the mapping of the labekheialider in the middle
of the window and press the start button at bottom. Aftertisiguthe "best match()”
algorithm the result of the monitoring process will be shawthe result box. Here we
see first the short result list as an overview of the matchésglts (see Figufe 5.2). The
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short result list shows only the numbers of the labels atéhected label list file and not
the label itself. The label numbers of the first label list §l@uped by the label will be
shown which was recovered at the second label list file. Atéisalt box this is shown
in the "matched found:” section (green 3). Also we see whattels of the first label list
file are not found again, shown in the section "died” at theitesindow (green 4) and
which labels of the second label list file are not a mapping toathe first label list and
so we group these labels under "born” at the result windowdgib).

In Figure [5.2 we have selected a file with the name "k5-1996ax the first label
list file. The file "k5-1999.txt is selected as second labst file. In this figure we see
that the label number 1 matched to label number 1, label 2lredtto label 4 and label
3 and 4 matched to label 5. The last matching is an example rfegrge of two labels.
The labels 3 and 4 of period one merge to label 5 at period 2.18ed 5 from period
1 has no matching label in period 2 and so this is shown in@ettlied”. The labels 3
and 4 of the second label set file are no matching labels aneé gyoup them to section
"born” labels. This short result list can be saved to an ewtkiile by pressing the "save
results” button (green 2).

Welcome at ThemeMonitoring Tool

labelfile of clustering 1|/home/schult/KMD/eignenes/src/themefinder-tool/exp/NMF/IGAIN/k5-1996.txt
labelfile of clustering 2|/home/schult/kMD/eignenes/src/themefinder-tool/exp/NMF/IGAIN/k5-1999. txt
percentage of mapping at both labels
10

[ T

0 10 20 30 40 50 60 70 80 a0 100
matched found: Y
1->1 4
2 --> 4
3->5

4-->5
died clusters
s /

new clusters
2

ﬁ .

Figure 5.2: "besimatch”-Tool with short results list

We can switch between the short result list to the detailedltdist by pressing the
button "show details” (green 1). The details of the resulesshown in Figure_513. We
show the labels itself and not only the label numbers at theltrdox (green 2). This is
the main difference between the short and the detailedtrisiul The main content of
the result box, the three sections (matched, died, bore)equal at the short result list
and the detailed list.

In the "matched found” section, the words of the labels, Wigice equal in both labels,
are coloured green, the other words are red (green 2). So weuwakly detect the
matching parts of the labels. The button "show details” Haanged to a button "hide
details”, which switches back from the details result lestite short result list.
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Welcome at ThemeMonitoring Tool

labelfile of clustering 1|/home/schult/KMD/eignenes/src/themefinder-tool/exp/NMF/IGAIN/k5-1996.txt
labelfile of clustering 2 /home/schult/kMD/eignenes/src/themefinder-tool/exp/NMF/IGAIN/K5-1999 txt

percentage of mapping at both labels
10
[ g
0 10 20 30 40 50 60 70 80 a0 100
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compromis, protect, queri, confidenti, autom, tracker, statist, pictori, infer, --> join, spatiotempor, intellig, graph, tempor, process, select, sql
P
i
El ithm, pattern, tra rule, discoveri, integr, match parallel, gi, —> classif, engin, perform abstract, multidimension, editori, ieee
digit, comput, keyword, process, displai i method, contour, languag, --> web object ree, interfac, user, learn

chniqu, gec 1 visual, base, larg, file, design, local, —> web, graphic, object riree, interfac, user, learn, statist

died clusters

['applic’, 'concept’, 'retriev’, ‘relationship’, 'imag’, '2d*, 'geometr’, ‘spatial’, 'model’, 'extract’]

new clusters

['map', 'effici’, ‘technigu’, "text’, ‘gener’, 'relat, 'larg’, 'integr’, 'environ’, 'induct’]

['index’, 'search’, 'featur’, 'contentbas’, ‘'similar’, '‘multimedia’, *shape’, 'video', ‘brows’, ‘network']| h‘

Figure 5.3: "besimatch”-Tool with details results list

With the "bestmatch”-Tool the user of the label monitoring process canitoothe
label changes from one time period to the next. To monitorentiban two time periods
we have developed a visualisation tool which we describkerfdllowing sub-section.

5.2 Visualisation of the Monitoring

The "bestmatch”-Tool looks for the matching labels from one time pdrto the next.

Normally in such applications we do not have only two timag#s, we have many more

(in our experiments we have at maximum 10 time periods). $oalise the evaluation

of the labels over all time periods, we developed a visutdisdaool for our TheMoT.
The visualisation tool consists of tree inutitive steps:

Step 1: Selection of the matching files from the "besitch”-Tool and timely ordering of
this

Step 2: evaluation and calculation on the data
Step 3: presentation and export of the graph

To start the program we execute the program jar file by dould&icg on it on
Windows-based machines or tyjava -jar visual.jarat the console in linux-based sys-
tems. The start screen is shown in Figuré 5.4.

On top of the window the three main steps of the program careée, s mentioned
before, shown with numbers on a red circle. At first we seedherion window (red 1).
This consists of three parts; the file browser at the left gydeen 1), the options buttons
at middle (green 2) and the matching file box at right (gree®\&) can browse over the
file system of the computer via the file browser on the left sideorder to search for
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Figure 5.4: start window, step 1

matching files. If we have one matching file selected on thebfibkevser, we can add it
to the matching file box (green 3) by clicking the buttan=*” (blue 4) from the options
buttons in the middle. A deselection of a file at the matchitegldox can be done by
clicking the button ¥ <” (blue 3) after selecting the file. An ordering accordingitoe
of the matching files at the matching file box can be done vidthtons "top” (blue 1),
"Up” (blue 2), "Down” (blue 5) and "Bottom” (blue 6). If all mahing files are selected
and ordered correctly, we can start the analysis proceslkdiing the button "Evaluate”
(blue 7). All matching files at the matching file box are giventte evaluation algorithm
and the main window switches to the second main step, "etrafuand calculation on
the data”, seen at Figure 5.5.

At the evaluation window we see two main components. Oneeidthiton "evaluate
collected files” (blue 2) to start the evaluation process $é&cond is the status window
(green 1) where we can see different logging informationrduthe evaluation process.
This can be helpful to spot errors during this process. If atezate the checkbox (blue
1), the evaluation algorithm ignores lines with an error ataching file but the evalua-
tion process is not stopped.

If the evaluation process is successful, the presentati|nis available to present the
result as a graph, see Figlrel5.6. Here we see the main windbvihe graph as a result

86



5 TheMoT - the Theme Monitoring Tool

Filebrowser ;‘( l Algorithm - Files Evaluation X I K

ignore lines with errors?
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Press the button to start the evaluation.

o

i About

Figure 5.5: Evaluation and calculation step window

of the evalutaion process (green 1). At bottom we see a buiiore 1) to export the
graph as a picture in thjpegfile format.

We can see at the graph, that 11 different labels were resegraver the complete
observed time span, in this example 5 time periods. With élselting graph it is very
easy to see the monitoring results. At this example we se¢hthdabels 3 and 5 from the
starting period = 0 are present over the whole time span. We can see that the mumbe
of the corresponding clusters change over time. The reasothis has its origin in
the clustering of the documents at each time period. Mosteting algorithms, which
work not incremental, randomly select the cluster-id. At thestmatch()” method we
rediscover again clusters over different time periodsgcWlgio not have the same cluster-
id at the different time periods.

5.3 Technical Detalils

In the following we shortly describe some important techhaetails of TheMoT.

Both sub-parts of our TheMoT , the "bestatch”-Tool and the visualisation tool, are
developed plattform independant. The "hasatch”-Tool is written in the programming
language Python (www.python.org) because it is very eadyfast to implement a pro-
totype with this language. The visualisation tool is writte Java (www.java.com). The
main reason for switching the programming language wasdbg-®-use java interface
for a graph library for drawing graphs. The development waisedat a Intel machine
with 1 GHz and only 1GB RAM using Ubuntu linux (www.ubunto.cpnThis shows
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Figure 5.6: the result graph

that both programs do not need many resources.
In the following we will shortly describe the file format of@hnput files to two pro-
grams.

Input format for "best _match”-Tool Two label list files are needed as input for
"best match”-Tool. These files have to be text files, which have asaru the labels of a
clustering. Each line of such input file must be one label & duster of the clustering.
The number of the lines is also the number of clusters at thitaring. At each label,
the words, which are members of a label, have a word statisparenthesis at the end
and are separated by commas. The following line is an exafopklabel at such label
list file: "secur(0.54),statist(0.47),queri(0.31)”

Input format for visualisation tool The visualisation tool needs also text files as
input format. How many input files are needed depends on thebeuof time periods
T, which we will monitor with the visualisation tool. The nuebof input files isI” — 1.
These input files must have a number followed by an arrow aed@sl number at each
line. This is the same format as the short result list usedhtovghe matching labels
found during the matching section in the result box. For gXdanone line at the input
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file looks like3 — 4. This means that label 3 of period 1 match to label 4 at periad t

Summary In this chapter we shortly introduced our Theme MonitorirgpITThe-
MoT for use very easy our developed framework. TheMoT caes®étwo parts, the
"best match()”-tool and the visualisation tool for present thenibaring results over the
observed time periods as a graph. Also shortly we gave aigasorof the input files to
both tools and show that both tools are not resource intensiv
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6.1 Summary

Monitoring topics on document archives, which change owee iis an important sub-
ject in research and business. For instance new topics iari@search archives over
publications, like data mining or information retrievalnfidar examples can be given at
business document archives.

For this problem of monitoring such changes we developedgorithm, the "The-
meFinder”. It is based only on the labels of a clustering afreetperiod of documents
of a document archive and do not force the user to take a détakw into the clusters
itself.

The "ThemeFinder” takes as input two label files from the tdtiags of the different
time points and try to find out for each label of the first lablel fhe best corresponding
label at the second label file. This search is based only owtrd members of each
label and the statistics of this words.

As add-on or feature can be seen the possibility to reduceréation of feature spaces
during the monitoring process, specially the vectorisatibthe documents at each time
point. At first at each period it will be used the feature spatéhe previous period
to vectorise the documents and then start the process déchgg label creation and
monitoring with the "ThemeFinder”. The "ThemeFinder” halefined different quality
checks of the labelling and monitoring process to define Heeleature space as good
feature space for this time period. Only if the used featpees of the previous period
is not a good feature space after the quality checks, thaldeiature space of the period
will be created and used for the clustering and monitoriragess.

This algorithm is also implemented in a prototype, the Théfoaitoring Tool. This
tool gives the users a fast overview about the results ohtloisitoring process, specially
about the finding of the corresponding labels and preserdlouced way the evolution
of the cluster labels.

6.2 Results of this work

The main idea of this work is to develope an algorithm for ¢aponitoring over chang-

ing document archives. For this idea we developed the "Tik@mder” and try to show

in several experiments the functionality and usabilityte$ algorithm. The main results
can be summarised as following:
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e The "ThemeFinder” can be used for monitoring tasks at nonmctated datasets,
shown in Chaptdr 412

e equally well at accumulated datasets (Chaptdr 4.4)

e The cluster monitoring via cluster label monitoring withH@meFinder” produce
similar results as the more complex framework FOCUS from (&ial [Ganti 99b]

e The monitoring process is independent of the used clugtatgorithm and works
on different clustering algorithms

e The monitoring process is independent of the used labethiethod and works
with more than one labelling methods, (excepttRenethod in combination with
the feature space adjustment feature)

e The feature space adjustment feature save time and costhefdeature space
creation and the monitoring process with "ThemeFinderydonbse infinite on
quality

This shows that our developed algorithm "ThemeFinder” imadgmethod for topic
monitoring over time and via the implementation of this aitjon at the tool Theme
Monitoring Tool the user can use this framework very fast easly.

"ThemeFinder” gives the user the possibility to get very éasoverview about changes
at the document archives and so it is ideal for decision mpdésitions.

6.3 Future work

Here we will shortly give an idea about possible future taksur development. We can
split the task in two main points, on the one hand the devedyiof the implementation
of the algorithm, the tool Theme Monitoring Tool. On the athand we have also some
ideas for future research at the algorithm or for extensadriis

6.3.1 ldeas for Theme Monitoring Tool

As first next step at this development we can image to finishnipdementation of the
algorithm in the Theme Monitoring Tool to make it completefus for the end users.
An extension can be to implement an interface to the Themeitbtomg Tool so that
the user can select all label files of all periods and then Hee get a detailed list over
the changes at the labels over the whole time period. Thisisn@aombination of the
"bestmatch()”-tool and the visualisation tool. This step is atig in progress.

Another extension depends on the data format, it can be liys&fcreate a PMML
interface to the Theme Monitoring Tool. PMML is the shortéut "Predictive Model
Markup Language” a standard for data mining data and resudisange defined by the
data mining group (www.dmg.org) This make it possible to oiger data mining tools
to create the clusterings and labels over the time and usé&rttemeFinder” for the
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monitoring process. This would be reduce the costs for toamsthe label results to the
TheMoT tool.

6.3.2 ldeas for the "ThemeFinder”

The future work at the algorithm "ThemeFinder” can be to egitethe methods on clas-
sification and create class labels about the content of @ elssepresentation of the
classes and monitoring their changes for example.

Another idea is to extend the monitoring process to comlyleteanged feature spaces
for example (without the feature space adjustment featioeuarse). It means we use
at each period the actual feature space but the union of bathre spaces is extremely
small or an empty set. This will lead to an empty set of comesiing labels from one
period to the next. The question could be how to handle susbscal his question also
could be used to extend the method by an automatic featuece sygjustment method or
other ideas, how the evaluation of a feature space can bxtexdfe
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