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A self-diffusion equation for a freely evolving gas of inelastic hard disks or spheres is derived starting from the Boltzmann–Lorentz equation, by means of a Chapman–Enskog expansion in the density gradient of the tagged particles. The self-diffusion coefficient depends on the restitution coefficient explicitly, and also implicitly through the temperature of the system. This latter introduces also a time dependence of the coefficient. As in the elastic case, the results are trivially extended to the Enskog equation. The theoretical predictions are compared with numerical solutions of the kinetic equation obtained by the direct simulation Monte Carlo method, and also with molecular dynamics simulations. An excellent agreement is found, providing mutual support to the different approaches. © 2000 American Institute of Physics. [S1070-6631(00)00603-6]

I. INTRODUCTION

The properties of freely evolving granular gases have been extensively investigated in the last years. At a particle level of description, a granular medium is usually modeled as a system of inelastic hard spheres, which in the simplest case are considered to be smooth. The kinetic equations used for molecular gases, e.g., Boltzmann and Enskog equations, have been extended to account for dissipation in collisions.1,2

Once a kinetic theory description is available, it is, at least in principle, possible to proceed to a hydrodynamic description by means of the Chapman–Enskog procedure of constructing normal solutions to the kinetic equations. In this way, hydrodynamic equations, similar to the Navier–Stokes equations for molecular fluids, have been derived and explicit expressions for the transport coefficients appearing in them have been given. Although most of the derivations are restricted to the small inelasticity limit,3 very recently the hydrodynamic equations have been obtained without that restriction.4 Of course, there is still the problem of delimitating the range of values of the parameter characterizing dissipation for which a hydrodynamic description is valid.

The simplest transport process one can think of is self-diffusion, i.e., the diffusion of tagged particles in a system of mechanically equivalent particles, that is otherwise homogeneous. In molecular systems, self-diffusion in equilibrium has served in many ways as a prototype for more complicated transport phenomena. Here complicated refers to both from a conceptual and from a computational point of view. Self-diffusion has also been investigated in granular flows. Experimental studies include both systems with macroscopic flows5 and vertically vibrated systems.6 Campbell7 has calculated the diffusion coefficient in a sheared cell using molecular dynamics simulations.

Granular systems do not have a time-independent homogeneous state similar to the equilibrium one for molecular systems. The simplest state of a granular fluid is the so-called homogeneous cooling state (HCS), in which the system is homogeneous but the temperature uniformly decreases in time as a consequence of dissipation in collisions. This will be the state we will consider. In this context, it is important to notice that the HCS is known to be unstable with respect to long-wavelength perturbations, tending to form particle clusters. This has been observed in dense systems8 and also in low-density gases described by the (inelastic) Boltzmann equation.9 The analysis of self-diffusion we will present here will be restricted to short time intervals, before the system can develop density clusters.

The extension of the concept of self-diffusion for time-dependent states like the HCS is not trivial. For equilibrium states of molecular fluids, there are several equivalent definitions of the self-diffusion coefficient, e.g., through a diffusion equation, as the time integral of the velocity correlation function, and from the slope of the mean-square displacement. In time-dependent states, all these quantities depend on time and the relationships between them may be rather involved.

The starting point of our study will be the Boltzmann–Lorentz equation for a dilute gas of inelastic smooth hard spheres or disks. Dissipation in collisions is characterized as usual by means of a constant (velocity-independent) coefficient of normal restitution. The kinetic equation is particularized for a gas in the HCS and solved by means of the Chapman–Enskog procedure in Sec. II. Some details of the calculations are given in the Appendix. The analytical method we follow parallels in many points a previous work on the derivation of the Navier–Stokes transport coefficient for a simple fluid.4 The main result we obtain is a diffusion equation with a transport coefficient depending on dissipation explicitly through the restitution coefficient and implicitly through the time-dependent temperature of the system.

The Chapman–Enskog procedure is based on the existence of time and length scales over which there is a normal solution to the Boltzmann or Boltzmann–Lorentz equations. This is closely related with the validity of a hydrodynamic description of the system, once the accuracy of the kinetic equation has been assumed. In order to check this in the
context of self-diffusion in an inelastic dilute gas, in Sec. III we present numerical solutions of the Boltzmann–Lorentz equation obtained by means of the direct simulation Monte Carlo method.\textsuperscript{10} The agreement between the numerical solution and the results derived by means of the Chapman–Enskog procedure strongly supports the existence of a normal solution and, therefore, of a hydrodynamic description. The final section contains some concluding remarks and possible generalizations.

II. CHAPMAN–ENSKOG SOLUTION OF THE BOLTZMANN–LORENTZ EQUATION

A dilute gas of smooth hard spheres \((d=3)\) or disks \((d=2)\) of mass \(m\) and diameter \(\sigma\) is considered. Collisions between particles are inelastic and characterized by a constant coefficient of normal restitution \(\alpha\). Some of the particles are labeled, but they are mechanically identical to the other ones. The one-particle distribution function of the tagged particles will be denoted by \(f_s(r,v,t)\), while \(f(r,v,t)\) will be used for the complete system.

The time evolution of \(f_s(r,v,t)\) is given by the extension to the case of smooth inelastic collisions of the Boltzmann–Lorentz equation,\textsuperscript{5}

\[
\frac{\partial}{\partial t} + v \cdot \nabla f_s(r,v,t) = \Lambda(r,v,t) f_s(r,v,t),
\]

where \(\Lambda\) is the Boltzmann–Lorentz collision operator,

\[
\Lambda(r,v,t) f_s(r,v,t) = \frac{1}{\alpha^d - 1} \int dv \int d\hat{\sigma} \Theta(g \cdot \hat{\sigma}) \hat{g} \cdot \hat{\sigma} \\
\times [\alpha^2 f_s(r,v',t) f(r,v'_t,t) - f_s(r,v,t) f_r(v_t,v_t,t)].
\]

Here \(\hat{\sigma}\) is a unit vector along the line joining the center of particle 1 to the center of the tagged particle at contact, away from the former, \(g = v - v_1\) is the relative velocity, \(\Theta\) is the Heaviside step function, and \(v', \ v'_t\) are the precollisional velocities leading after collision to \(v, \ v_t\). They are given by

\[
v' = v - \frac{1 + \alpha}{2\alpha} (g \cdot \hat{\sigma}) \hat{\sigma}, \quad v'_t = v_t + \frac{1 + \alpha}{2\alpha} (g \cdot \hat{\sigma}) \hat{\sigma}.
\]

Since the distribution function \(f(r,v,t)\) obeys an independent equation, namely the (inelastic) nonlinear Boltzmann equation, the Boltzmann–Lorentz operator, and Eq. (1) are linear in \(f_s(r,v,t)\).

Tagged particles may freely exchange momentum and energy with the rest of the fluid and, therefore, these are not invariants of the collision operator \(J[f_s, f]\). Only the number of tagged particles is conserved. More concretely, the density

\[
n_s(r,t) = \int dv f_s(r,v,t)
\]

obeys the conservation law

\[
\frac{\partial n_s(r,t)}{\partial t} + \nabla \cdot \mathbf{J}_s(r,t) = 0,
\]

with the flux of tagged particles \(\mathbf{J}_s\), defined by

\[
\mathbf{J}_s(r,t) = \int dv v f_s(r,v,t).
\]

The above conservation law becomes a closed hydrodynamic equation for the density of tagged particles once \(\mathbf{J}_s\) is expressed as a functional of it, and also of the macroscopic fields defining the state of the gas as a whole. The aim here will be to obtain the lowest order in the density gradient of \(\mathbf{J}_s\), by applying the Chapman–Enskog procedure to solve the Boltzmann–Lorentz equation. It is assumed that in the long time limit there is a normal solution to the kinetic equation (1) of the form

\[
f_s(r,v,t) = f_s[v n_s(r,t), \{B_s\}].
\]

where the set \(\{B_s(r,t)\}\) denotes the hydrodynamic fields defining the macroscopic state associated to \(f(r,v_1,t)\), which is assumed to also have a normal form. Although the formalism can be developed, in principle, for any state of the gas, we will restrict ourselves in the following to the so-called homogeneous cooling state (HCS). This state is described by a homogeneous solution of the nonlinear Boltzmann equation, \(f_H(v_1,t)\), in which all the time dependence takes place through the temperature of the gas \(T_H(t)\).\textsuperscript{1} Therefore, it obeys the equation

\[
\frac{\partial T_H}{\partial t} = - \zeta_H(T_H) T_H(t),
\]

where the cooling rate \(\zeta_H(T_H)\) is given by

\[
\zeta_H = \frac{m m^{(d-1)/2} \sigma^d}{4d! \frac{d+3}{2} nk_B T_H} \int dv_1 dv_2 |v_1 - v_2|^3
\]

\[
\times f_H(v_1,t) f_H(v_2,t),
\]

\(k_B\) being the Boltzmann constant and \(n\) the uniform density of the gas. The explicit form of \(f_H(v_1,t)\) is only known in the first Sonine approximation,\textsuperscript{1,12}

\[
f_H(v_1,t) = f_M(v_1,t) \left[ 1 + \frac{c^p(\alpha)}{4} \left( \frac{m}{2 k_B T_H} \right)^2 u_1^4 - \frac{(2 + d)m}{2 k_B T_H} v_1^2 + \frac{(2 + d)d}{4} \right],
\]

\[
c^p(\alpha) = \frac{32(1 - \alpha)(1 - 2 \alpha^2)}{9 + 24d + (8d - 41) \alpha + 30 \alpha^2 (1 - \alpha)}.
\]

Here \(f_M\) is the Maxwellian,

\[
f_M(v_1,t) = \left( \frac{m}{2 \pi k_B T_H(t)} \right)^{d/2} e^{-m v_1^2 / 2 k_B T_H(t)}.
\]

In the same approximation,
\[ \xi_H = (1 - \alpha^2) \frac{2 \pi^{d-1/2}}{d \Gamma(d/2)} n \alpha^{d-1} \left( \frac{k_B T_H}{m} \right)^{1/2} \left( 1 + \frac{3 \epsilon^*(\alpha)}{32} \right). \]  

(14)

Now we proceed with the application of the Chapman–Enskog algorithm to Eq. (1). The distribution function is written as a series expansion in a formal parameter \( \epsilon \) measuring the “uniformity” of the system,

\[ f_s = f_s^{(0)} + \epsilon f_s^{(1)} + \epsilon^2 f_s^{(2)} + \cdots. \]

(15)

Since in the present case the only possible hydrodynamical inhomogeneity is in the density \( n_s \), each factor of \( \epsilon \) implies an implicit \( \nabla n_s \) factor. Consistently, the balance equation for the density, Eq. (5), is expanded as

\[ \frac{\partial n_s(r, t)}{\partial t} = \sum_{j=0}^{\infty} \epsilon^{j+1} \partial_t^{(j)} n_s(r, t), \]

(16)

with

\[ \partial_t^{(j)} n_s(r, t) = - \nabla \cdot \mathbf{J}_s^{(j)}(r, t), \]

\[ \mathbf{J}_s^{(j)}(r, t) = \int d\mathbf{v} v f_s^{(j)}(\mathbf{v}, t). \]

(17)

Then, to zeroth order in \( \epsilon \) the kinetic equation (1) becomes

\[ \frac{\partial T_H}{\partial t} \frac{\partial}{\partial T_H} f_s^{(0)} = \Lambda f_s^{(0)} = J[f_s^{(0)}, f_H]. \]

(18)

We have taken into account that, as indicated in Eq. (7), there is a time dependence through the temperature of the system \( T_H(t) \). This dependence is not associated to any gradient in the system and, therefore, it is considered as being of zeroth order in \( \epsilon \). A comparison of Eqs. (8) and (18) shows that \( f_s^{(0)}(\mathbf{v}, t) \) must be proportional to \( f_H(\mathbf{v}, t) \). Then, because of normalization,

\[ f_s^{(0)}(\mathbf{v}, t) = \frac{n_s(r, t)}{n} f_H(\mathbf{v}, t). \]

(19)

It follows that the flux of tagged particles vanishes to zeroth order, i.e., \( J_s^{(0)} = 0 \). To first order in the density gradient, Eq. (1) leads to an equation for \( f_s^{(1)} \),

\[ (\partial_t^{(1)} n_s) \frac{\partial}{\partial n_s} f_s^{(0)} + \frac{\partial T_H}{\partial T_H} \frac{\partial}{\partial T_H} f_s^{(1)} + (\mathbf{v} \cdot \nabla n_s) \frac{\partial}{\partial n_s} f_s^{(0)} = \Lambda f_s^{(1)}. \]

(20)

The zeroth-order results imply

\[ \partial_t^{(0)} n_s = 0, \quad \frac{\partial}{\partial n_s} f_s^{(0)} = - \frac{1}{n} f_H, \]

(21)

and, therefore, Eq. (20) becomes

\[ \left( \xi_H(t) T_H(t) \frac{\partial}{\partial T_H} + \Lambda \right) f_s^{(1)} = \frac{1}{n} (\mathbf{v} \cdot \nabla n_s) f_s^{(0)}. \]

(22)

The solution to this equation is proportional to \( \nabla n_s \), i.e., it has the form

\[ f_s^{(1)}(\mathbf{v}, t) = \mathbf{B}(\mathbf{v}) \cdot \nabla n_s(r, t). \]

(23)

The vector \( \mathbf{B}(\mathbf{v}) \) will also depend on time through \( T_H(t) \), but this will not be indicated explicitly. Substitution of this into Eq. (22) yields

\[ \left( \xi_H(t) T_H(t) \frac{\partial}{\partial T_H} + \Lambda \right) \mathbf{B}(\mathbf{v}) = \frac{1}{n} \mathbf{v} f_H. \]

(24)

The contribution to the particle flux of first order in the density gradient is given by

\[ \mathbf{J}_s^{(1)} = -D \nabla n_s(r, t), \]

(25)

with

\[ D = - \frac{1}{d} \int d\mathbf{v} \mathbf{v} \cdot \mathbf{B}(\mathbf{v}). \]

(26)

Upon deriving the above expression we have made use of symmetry considerations. An equation for the self-diffusion coefficient \( D \) is easily derived from Eq. (22),

\[ \left[ \xi_H(t) T_H(t) \frac{\partial}{\partial T_H} - \nu_D \right] D = - \frac{k_B T_H(t)}{m}, \]

(27)

where \( \nu_D \) is a functional of \( \mathbf{B}(\mathbf{v}) \),

\[ \nu_D = \frac{\int d\mathbf{v} \mathbf{v} \cdot \mathbf{B}(\mathbf{v})}{\int d\mathbf{v} \mathbf{v} \cdot \mathbf{B}(\mathbf{v})}. \]

(28)

Since \( \xi_H \approx T_H^{1/2} \), dimensional analysis requires that also \( D \approx T_H^{1/2} \) and

\[ \frac{\partial D}{\partial T_H} = \frac{D}{2 T_H}, \]

(29)

so that Eq. (27) leads to

\[ D = \frac{k_B T_H(t)}{m} \left( \nu_D - \frac{\xi_H}{2} \right)^{-1}. \]

(30)

In order to get an explicit expression for \( D \) we have considered a first Sonine approximation, in which only the leading term in the expansion of \( \mathbf{B}(\mathbf{v}) \) in Sonine polynomials is kept. Then we approximate \( \mathbf{B}(\mathbf{v}) \approx \mathbf{v} \mathbf{M}(\mathbf{v}) \), with \( \mathbf{M} \) being the Maxwellian defined in Eq. (13). Details of the analysis are given in the Appendix, where also the explicit form of \( f_s^{(1)} \) is derived. The result is

\[ D^*(\alpha) = \frac{D(\alpha)}{D_0} = \frac{4}{(1 + \alpha)^2 - \frac{\epsilon^*(\alpha)}{32}(4 + \alpha - 3 \alpha^2)}. \]

(31)

Here \( D_0 \) is the elastic limit \( (\alpha \rightarrow 1) \) of the self-diffusion coefficient at equilibrium, but with a time-dependent temperature \( T_H(t) \),

\[ D_0 = \frac{d \Gamma(d/2)}{4 \pi^{d-1/2}} \frac{1}{n \alpha^{d-1}} \left( \frac{k_B T_H}{m} \right)^{1/2}. \]

(32)

In summary, we have derived the self-diffusion equation for a low-density granular gas in the HCS,

\[ \frac{\partial}{\partial t} n_s(r, t) = -D(t) \nabla^2 n_s(r, t), \]

(33)
where \(D(t)\) is given by Eq. (31). As it is the case for the other Navier–Stokes transport coefficients, \(D\) has a double dependence on the coefficient of restitution \(\alpha\). First, there is the explicit dependence given by the factor \(D^*(\alpha)\) in Eq. (31), and, second, there is an intrinsic dependence through the time evolution of the temperature \(T_H\), which is also governed by the coefficient \(\alpha\).

An expression for the self-diffusion coefficient in a system of smooth inelastic hard spheres has been derived before independently by Hsiau and Hunt\(^\text{13}\) and by Savage and Dai\(^\text{14}\). In our notation, their result reads as

\[
D^*(\alpha) = \frac{2}{1 + \alpha},
\]

and differs from the one obtained here, except in the limit \(\alpha = 1\).

Figure 1 shows the reduced diffusion coefficient \(D^*\) as a function of the coefficient of restitution \(\alpha\). The solid line is the theoretical prediction given by Eq. (31), while the symbols have been obtained from the direct Monte Carlo simulation of the Boltzmann equation for a system of hard spheres by using the mean square displacement of the particles (circles), and the time evolution of a sine perturbation in density of tagged particles (squares).

III. DIRECT SIMULATION MONTE CARLO METHOD

The direct simulation Monte Carlo (DSMC) method provides an algorithm to obtain numerical solutions of the Boltzmann equation. The general idea is to mimic the dynamical processes involved in the kinetic equation.\(^\text{10}\) Its extension to deal with inelastic collisions is straightforward. Since the method has been discussed extensively many times in the literature, only some specific details will be given here. An important peculiarity to be stressed is that we are considering the Boltzmann–Lorentz equation and not the general nonlinear Boltzmann equation. That means that the distribution function of the system, \(f_H(v,t)\), is given, i.e., it is a needed input to solve the kinetic equation. We do not investigate whether or not a given system would actually remain in the homogeneous cooling state for the time interval considered; it is just assumed that this is the case. Of course, this avoids by construction the possibility that the system develops velocity and density instabilities that are known to occur in a freely evolving granular system.

The time dependence of the diffusion coefficient in Eq. (33) can be eliminated through a change in the time and space variables. Let us introduce the Boltzmann collision frequency, \(\nu_0(t)\), corresponding to a dilute gas with a Maxwellian distribution function at temperature \(T_H(t)\),

\[
\nu_0(t) = \frac{2\pi^{(d-1)/2}}{\Gamma(d/2)} n \alpha^{d-1} \left( \frac{k_B T_H(t)}{m} \right)^{d/2}. \tag{35}
\]

We define dimensionless time and space variables by

\[
\tau = \frac{1}{2} \int_0^t dt' \nu_0(t'), \quad l = \frac{\nu_0(t)}{2} \left( \frac{m}{k_B T_H(t)} \right)^{d/2} r. \tag{36}
\]

The time scale \(\tau\) provides an accurate estimation of the average number of collisions per particle in the time interval between 0 and \(t\), while the unit of length introduced above is proportional to the mean-free path of the particles. In terms of the above variables, the self-diffusion equation reads as

\[
\frac{\partial \rho_0(l,\tau)}{\partial \tau} = \frac{d}{4} D^*(\alpha) \nabla_2^2 \rho_0(l,\tau), \tag{37}
\]

where \(\nabla_2^2\) is the Laplacian operator in \(l\) space, and we have scaled the density of tagged particles with the average density of the system, i.e., \(\rho = n_s/n\). Equation (37) is a diffusion equation with a constant diffusion coefficient \(D^*(\alpha)d/4\). It follows that the mean square deviation of the “position” \(l\) of the tagged particles after a “time” interval \(\tau\) is

\[
\langle (\Delta l)^2; \tau \rangle = \frac{d^2}{2} D^*(\alpha) \tau. \tag{38}
\]

This extends to the case of dissipative collisions the well-known relationship between the mean square displacement of the particles and the self-diffusion coefficient in elastic systems. Equation (38) is equivalent to

\[
\frac{\partial}{\partial t} \langle (\Delta r)^2; t \rangle = 2dD(\alpha, t), \tag{39}
\]

and also to

\[
\langle (\Delta r)^2; \tau \rangle = \frac{d^2}{2} \Gamma_2^2(d/2) D^*(\alpha) \tau. \tag{40}
\]

The first method we have used to measure the diffusion coefficient numerically is directly based in Eq. (38). In the simulations we have considered \(N=2.5 \times 10^5\) tagged hard spheres. These particles did not see each other, so that we could say equivalently that we generated \(N=2.5 \times 10^5\) inde-
pendent trajectories of a single tagged particle. Only the position of the tagged particles was recorded along the simulation, since, as already discussed, the distribution of the complete system was not generated by the simulation, but introduced as an input. Every time there was a collision of the tagged particle, the velocity of the other particle involved in the collision was generated from the distribution function corresponding to the HCS in the first Sonine approximation, Eq. (11). As a consequence, there is no need either to divide the system into cells, since the “bath” seen by the tagged particles does not depend on their position. For the same reason, it is not necessary to specify the size of the system nor any kind of boundary conditions. In other words, the system is considered as infinite and homogeneous in all directions. Finally, let us mention that the time interval over which it is assumed that there are not correlations between free motion and collisions is $\Delta t = 5 \times 10^{-3} \lambda \times [2 k_B T(0)/m]^{1/2}$, where $\lambda = (\sqrt{2 \pi n \sigma^2})^{-1}$ is the mean-free path of the particles and $T(0)$ is the initial temperature of the system. This time interval must be chosen such that it remains small as compared with the average time between collisions. As the temperature of our system decreases monotonically in time, the above choice guarantees that this condition is verified all along the simulation.

In Fig. 2 we have plotted $\langle (\Delta l)^2 \rangle$ as a function of the cumulative number of collisions per particle, measured by the time scale $\tau$ defined in Eq. (36). Several values of the coefficient of restitution in the interval $0.6 \leq \alpha \leq 0.99$ have been considered. It is observed that, after a short transient period in which each tagged particle has collided about five times, the scaled mean square displacement becomes a linear function of $\tau$, as predicted by Eq. (38). From each value of the slope in the linear regions, we have computed $D^\ast$ by dividing the slope by $\frac{1}{2}$. The comparison with the Chapman–Enskog value, Eq. (31) is presented in Fig. 1. The agreement is very good in all the range of values of $\alpha$ considered, although the discrepancy increases as the value of $\alpha$ decreases.

It must be realized that the value of the scaled diffusion coefficient $D^\ast(\alpha)$ changes by an amount of the order of 50%.

A second way of measuring the diffusion coefficient numerically follows as a consequence of the linear character of the self-diffusion equation. If we introduce the Fourier transformed of the density of tagged particles $n_{s,k}$, the diffusion equation (37) leads to

$$n_{s,k}(\tau) = n_{s,k}(0) \exp(-s_D \tau), \quad (41)$$

where

$$s_D = \frac{d}{4} D^\ast k^2. \quad (42)$$

We have considered a system of size $L = 50 \lambda$ in the $x$ direction, which is the direction along which the density gradient will be studied. Consequently, periodic boundary conditions are introduced in this direction. On the other hand, no density gradient of tagged particles is allowed in the $y$ and $z$ directions.

Suppose an initial distribution of tagged particles, given by

$$n_s(x,0) = n_0 (1 + \sin q_m x), \quad (43)$$

with $n_0$ being a constant and $q_m = 2 \pi/L$. This density profile is compatible with the periodic boundary conditions and, therefore, Eq. (41) predicts that

$$\Delta n_s(x,\tau) = n_s(x,\tau) - n_0 = n_s \sin q_m x, \quad (44)$$

$$n_s = n_0 \exp(-s_{D,m} \tau).$$

Here $s_{D,m} = d D^\ast k^2_m/4$, where $k_m$ is the dimensionless wave number corresponding to $q_m$, i.e., $k_m = 2 \nu_H(t) q_m / \nu_H(t)$. To analyze the density distribution in the $x$ direction, the system was split into 100 layers of the same width perpendicular to the $x$ axis. Of course, this was to the only effect of coarse graining the density of tagged particles, since the distribution function of all particles was again given by $f_H$ in Eq. (11). In the simulations we have verified that the profile is well fitted by a sine function with wavelength $L$ in all the time intervals considered. As an example, the values obtained for the amplitude of the density perturbation for $\alpha = 0.8$ are plotted in Fig. 3 as a function of time. They decay exponentially, in agreement with the theory, and from the slope of the logarithm, the reduced self-diffusion coefficient $D^\ast(\alpha)$ can be computed. The values obtained in this way for different values of the coefficient of restitution have been included in Fig. 1. As expected, they are practically the same as those obtained from the mean square displacement, then providing a self-consistent test for both the theory and the numerical method. Let us mention that the use of a sine perturbation of the hydrodynamic fields has been recently employed to measure the Navier–Stokes transport coefficients of a dilute granular gas in the linear approximation.15

IV. MOLECULAR DYNAMICS RESULTS

The results discussed in the previous sections rely on the validity of the Boltzmann equation to describe a low-density granular gas. Also, the possibility of observing a system in
FIG. 3. Time evolution of the amplitude of a sine density perturbation of tagged particles for \( \alpha = 0.8 \). The density is reduced by the initial amplitude, and the time is measured in the reduced units defined in the text. The dashed line is the best fit to a straight line (exponential behavior).

The HCS for a time period long enough as to reach the self-diffusion regime, i.e., the existence of a time window in which the diffusion equation applies, was taken for granted. This is not at all evident due to the cluster instability exhibited by systems composed by inelastic hard particles.\(^{11,2}\) Applied to the self-diffusion of the Boltzmann equation to higher densities for a gas of hard spheres or disks,\(^{11,2}\) it is evident that the self-diffusion coefficient from the Enskog equation is still given by Eq. (31), except for an obvious factor of restitution, as shown in Eq. (35). The comparison between the latter and the theoretical curve lies very close to unity for \( \alpha = 1.0008 \).\(^{18}\) The figure shows \( m_D = (4D_0^E) - 1 \times \langle (\Delta r)^2 \rangle \) as a function of \( t \nu_0(0) \) for several values of the coefficient of restitution in the interval \( 0.70 \leq \alpha \leq 1 \). Here \( \nu_0 \) is the initial value of the Boltzmann collision frequency defined in Eq. (35). After a short transient time, the order of the few collision times, the curves reach a time-independent plateau. In the simulations, two quantities were recorded to verify whether the system stayed in the HCS, namely the root mean square of the local density and the ratio of the total macroscopic kinetic energy to the total thermal energy. In all the reported simulations both quantities remained with very low values, indicating that no significant density or momentum organization was present.\(^{19}\) It was also checked that the time evolution of the temperature was accurately described by the solution of Eq. (9).

According with the theoretical prediction, Eq. (39), the steady values in Fig. 4 should correspond to \( D^*(\alpha) \), as given by Eq. (31). The comparison between the latter and the simulation values is presented in Fig. 5. Again, a very good agreement is observed. Moreover, it is interesting to notice that the slight deviations here go in the same way as for the numerical solution of the Boltzmann equation. For small dissipation (\( \alpha \) very close to unity) the theoretical curve lies below the simulation data and there is a crossover as the value of \( \alpha \) decreases. This seems to indicate that the small discrepancy is in both cases due to the approximate character of the Chapman–Enskog solution we have obtained.
V. DISCUSSION AND CONCLUSION

In this paper we have discussed the simplest example of transport in a granular gas, namely self-diffusion in the homogeneous cooling state. We have combined several different approaches: numerical solutions of the kinetic equations obtained by the direct simulation Monte Carlo method, Chapman-Enskog solution of the same equations, and molecular dynamics simulations. The very good agreement found over quite a wide interval of values of the collision frequency of restitution, provides a strong test of the validity and usefulness of the different approaches. It shows that kinetic theory and a hydrodynamic description are accurate to describe some states of granular fluids. In particular, the molecular dynamic results we have presented indicate that there is a relevant time interval in which the hydrodynamic limit is attained while the system stays in the HCS or, at least, very close to it, in the sense that the possible instability effects are small.

The self-diffusion process in a granular fluid in the HCS can be described at a macroscopic level by a hydrodynamic equation of the same form as in the case of ordinary fluids. The main difference is in the time dependence, through the temperature of the system, of the self-diffusion coefficient. Also, there is an explicit dependence on the restitution coefficient characterizing dissipation.

The results presented here are restricted to a low-density, small gradient in the density of tagged particles and to a system in the HCS. Moreover, the time must be large enough to reach the hydrodynamic regime. The extension to higher densities, beyond the range of validity of the Enskog equation, requires the use of the pseudo-Liouville equation along the lines discussed in Ref. 2. An analysis of short times and large gradients can be carried out by means of model kinetic equations, such as those discussed in Ref. 4.
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APPENDIX: EVALUATION OF $\nu^0$ AND $f_s^{(1)}$

In this appendix some of the calculations leading to Eq. (31) are detailed. In order to evaluate velocity integrals involving the linear collision operator $\Lambda$, it is convenient to use the relationship

$$\int d\mathbf{v} Y(\mathbf{v}) \Lambda [X(\mathbf{v}) f_M(\mathbf{v})] = \sigma^{d-1} \int d\mathbf{v} \int d\mathbf{v}_1 \int d\hat{\mathbf{v}} \Theta(\mathbf{g} \cdot \hat{\mathbf{v}})(\mathbf{g} \cdot \hat{\mathbf{v}}) Y(\mathbf{v})$$

$$\times [\alpha^{-2} X(\mathbf{v}') f_M(\mathbf{v}') f_M(\mathbf{v}_1) - X(\mathbf{v}) f_M(\mathbf{v}) f_M(\mathbf{v}_1)]$$

$$= \sigma^{d-1} \int d\mathbf{v} \int d\mathbf{v}_1 \int \hat{\mathbf{v}} \Theta(-\mathbf{g} \cdot \hat{\mathbf{v}})(\mathbf{g} \cdot \hat{\mathbf{v}}) X(\mathbf{v}) f_M(\mathbf{v})$$

$$\times f_H(\mathbf{v}_1) [Y(\mathbf{v}^*) - Y(\mathbf{v})],$$  \hspace{1cm} (A1)

where $\mathbf{v}^*$ is the after-collision velocity of the tagged particle,

$$\mathbf{v}^* = \mathbf{v} - \frac{1 + \alpha}{2} \mathbf{g} \cdot \hat{\mathbf{v}} \mathbf{g}. \hspace{1cm} (A2)$$

Use of Eq. (A1) into Eq. (28) after approximating $B(\mathbf{v})$ by the first term in the Sonine polynomials expansion,

$$B(\mathbf{v}) \approx \mathbf{v} f_M(\mathbf{v}), \hspace{1cm} (A3)$$

leads to

$$\nu^0 = - \frac{m \sigma^{d-1}}{n d k_B T_H} \frac{1 + \alpha}{2} \int d\mathbf{v} \int d\mathbf{v}_1 f_M(\mathbf{v}) f_H(\mathbf{v}_1)$$

$$\times \int \hat{\mathbf{v}} \Theta(-\mathbf{g} \cdot \hat{\mathbf{v}})(\mathbf{g} \cdot \hat{\mathbf{v}})^2 \hat{\mathbf{v}} \cdot \mathbf{v}. \hspace{1cm} (A4)$$

The angular integration over $\hat{\mathbf{v}}$ can be easily carried out with the result

$$\nu^0 = \frac{m \sigma^{d-1}}{n d k_B T_H} \frac{1 + \alpha}{2} \frac{\pi^{(d-1)/2}}{\Gamma(d/2 + 3/2)}$$

$$\times \int d\mathbf{v} \int d\mathbf{v}_1 f_M(\mathbf{v}) f_H(\mathbf{v}_1) g(\mathbf{g} \cdot \mathbf{v}). \hspace{1cm} (A5)$$

Using Eq. (11) for $f_H$, the velocity integrations can be transformed into the product of Gaussian integrals by changing variables to $\mathbf{g}$ and $G = (\mathbf{v} + \mathbf{v}_1)/2$. The integrals are straightforward although lengthy, and the final result is
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\[ v_D = \frac{2(1 + \alpha) \sigma^{d-1/2}}{dY(d/2)} \left( \frac{k_B T_H(t)}{m} \right)^{1/2} n \sigma^{d-1} \left( 1 - \frac{c^*(\alpha)}{64} \right). \]  

(A6)

Substitution of this expression and Eq. (14) into Eq. (30) leads to Eq. (31) directly.

The first order in the gradient contribution to the distribution function is given by Eq. (23), that in the first Sonine polynomial approximation takes the form

\[ f^{(1)}(\mathbf{r}, \mathbf{v}, t) = c_D \nabla n_\lambda(\mathbf{r}, t). \]  

(A7)

The coefficient \( c_D \) can be expressed in terms of the self-diffusion coefficient by use of this expression into Eq. (26),

\[ D = -\frac{c_D}{d} \int d\mathbf{v} \mathbf{v}^2 f_M(\mathbf{v}) = -\frac{c_D nk_B T_H(t)}{m}. \]  

(A8)

The distribution function is, therefore,

\[ f^{(1)}(\mathbf{r}, \mathbf{v}, t) = -\frac{Dm}{nk_B T_H(t)} f_M(\mathbf{v}) \mathbf{v} \cdot \nabla n_\lambda(\mathbf{r}, t). \]  

(A9)