
DREAMS OF MOLECULAR BEAMS: INDIUM GALLIUM

ARSENIDE TENSILE-STRAINED QUANTUM DOTS AND

ADVANCES TOWARDS DYNAMIC QUANTUM DOTS

(MOLECULARE RADIORUM SOMNIA: INDII GALLII 

ARSENICUS TENSA QUANTA PUNCTA ET AD DINAMICAE

QUANTAE PUNCTAE PROGRESSUS)

by

Kevin Daniel Vallejo

A dissertation

submitted in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy in Materials Science and Engineering

Boise State University

December 2021



© 2021

Kevin Daniel Vallejo

ALL RIGHTS RESERVED



BOISE STATE UNIVERSITY GRADUATE COLLEGE

DEFENSE COMMITTEE AND FINAL READING APPROVALS

of the dissertation submitted by

Kevin Daniel Vallejo

Dissertaiton Title: Dreams of Molecular Beams: InGaAs Tensile-Strained Quantum
Dots and Advances towards Dynamic Quantum Dots (Moleculare
Radiorum Somnia: Indii Gallii Arsenicus Tensa Quanta Puncta et
ad Dinamicae Quantae Punctae Progressus)

Date of Final Oral Examination:   19 October 2021

The following individuals read and discussed the dissertation submitted by student 
Kevin Daniel Vallejo, and they evaluated the student’s presentation and response to 
questions during the final oral examination. They found that the student passed the 
final oral examination.

Paul J. Simmonds Ph.D. Chair, Supervisory Committee

Dmitri Tenne Ph.D. Member, Supervisory Committee

Bernard Yurke Ph.D. Member, Supervisory Committee

David Hurley Ph.D Member, Supervisory Committee

The final reading approval of the dissertation was granted by Paul J. Simmonds Ph.D., 
Chair of the Supervisory Committee. The thesis was approved by the Graduate 
College.



DEDICATION

Dedicated to those who deserve the kingdom of photons.

iv



ACKNOWLEDGMENT

First of all I want to acknowledge the Janos, Suma, Manso, Apache, Raramuri, Ysleta,

Shoshone-Bannock, and Tepehuan peoples, whose sacred land was stolen, and who

were themselves displaced and relegated from the different cities in which this work

was carried out. The land is theirs and as their descendant I carry their memory in

the work I do.

Secondly I want to acknowledge my family. Their relentless love, motivation, and

cheers made it impossible to even consider quitting. Each and everyone of you is

always in my mind. It is humbling to realize that from the beginning of this work

to today, my great-grandmother Socorro, my grandmother Martha, my uncle Carlos,

and a great number of people have left us to partake in the kingdom of photons. I

assure you, we all feel your kind gaze as you guide us.

I acknowledge as well everything I was fortunate to share with those who stayed

until love ran its course.

To my friends, I am blessed to have an long list of people that have tolerated

my ramblings over the years. Be sure that even in absentia memories of our times

together always flood my mind and motivate me to be the best version of myself.

The wonderful staff at Boise State University has shown me nothing but kindness,

support, and genuine interest in the work I do. I appreciate all your work, especially

the staff at the Physics department, the Micron School of Materials Science and

v



Engineering, the Graduate College, and the Health Services.

Lastly, all the faculty and network of collaborators that have taught me so much

during these years. Dr. Keith Pannell gave me my first chance to be educated in a

U.S. university through the recommendation of soon-to-be Dr. Miguel Veleta. Dr.

Vivian Incera pushed me to finish all the coursework I needed to be a part of her

high energy physics research group. And then Dr. Leobardo Bañuelos adopted me
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ABSTRACT

Through the operation of a molecular beam epitaxy (MBE) machine, I worked on

developing the homoepitaxy of high quality InAs with a (111)A crystallographic ori-

entation. By tuning substrate temperature, we obtained a transition from a 2D island

growth mode to step-flow growth. Optimized MBE parameters (substrate temper-

ature = 500 ◦C, growth rate = 0.12 ML/s and V/III ratio > 40) lead to growth of

extremely smooth InAs(111)A films, free from hillocks and other 3D surface imper-

fections. We see a correlation between InAs surface smoothness and optical quality,

as measured by photoluminescence spectroscopy. This work establishes InAs(111)A

as a platform for future research into other materials from the 6.1 Å family of semi-

conductors grown with a (111) orientation.

Continuing this work, we also have determined a reproducible set of growth condi-

tions for the self-assembly of tensile-strained In1−xGaxAs quantum dot nanostructures

on InAs(111)A surfaces. During molecular beam epitaxy, In1−xGaxAs islands form

spontaneously on InAs(111)A when the Ga content x ≥ 50 %. We analyze the struc-

ture and composition of InGaAs/InAs(111) samples using atomic force microscopy,

transmission electron microscopy, electron energy loss spectroscopy, and photolumi-

nescence spectroscopy. We demonstrate control over the size and areal density of the

islands as a function of In1−xGaxAs coverage, In1−xGaxAs composition, and substrate

temperature.
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Furthermore, we also present a study aimed to determining the growth conditions

of In1−xGaxAs self-assembled tensile-strained QDs on GaSb(111)A surfaces. From

previous work we determined that a larger band gap barrier was necessary to ensure

the confinement of charge carriers in the InGaAs nanostructures. Through a series

of temperature, V/III ratio, and growth rate we determined the best parameters

for GaSb(111) homoepitaxy. We then studied the nucleation of optimal-morphology

In1−xGaxAsQDs by locking the compositions at In0.5Ga0.5As, studying the critical

pause for group V element transition and V/III ratio prior and post QD growth.

Several photoluminescence techniques are employed to determine the light emission

properties of these structures.

Finally, we did preliminary studies on how to achieve the dynamic lateral con-

finement of charge carriers in 2D and 3D using near-THz surface acoustic phonon

pulses in polar semiconductors. Using the acousto-electrical effect, we measure the

degree to which surface acoustic waves (SAWs) confine electrons and holes limiting

the number of recombination processes. Applications for this technological develop-

ment include the external modulation of lateral confinement size in the SAWs and

subsequent photon emission wavelength, as well as potential quantum logical gate

design using acoustic pulses to drive electrons in a circuit.
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CHAPTER 1:

INTRODUCTION

Physics is the study of the world and everything in it. It can show us a meaningful

representation of what our senses are able to perceive and our minds to interpret.

It is also a noble endeavor few are privileged enough to adventure into. By trying

to answer questions that a five year old child would be proud of, I joined a research

team looking to participate in the creation of self-assembled nanostructures with

single-photon emitting capabilities for photonics applications. In this introduction I

will try to bridge the gap between this particular scientific endeavor and the very old

questions of what is real, where do we come from, what is stuff made of, and what is

out there.

Reality is often a compromise between three things: what we are ready to accept,

what we perceive, and the way things really are. Through the exercise of science

we aim to increase the agreement between these three areas in two complementary

ways: by finding out the way things really are, and training our perception and reason

to accept them. We do so by separating our understanding and reasoning from the

everyday common sense that helps us survive as biological entities.

If and when we decide to engage with these questions seriously, we stand on the

shore of the self and the other. We have the option to look inward (a journey maturity

requires) or start our contemplation of the external world. Let us focus temporarily
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on this second option, and we now have a new decision to make. The world in time

and space extends in scales that greatly challenge not only our human perception

but our understanding. Different realms of physics focus their effort on the different

combinations of scales available. I believe it is fair to say many of us first get attracted

to the study of physics through space (where time is measured in millions of years

and space in billions of kilometers), the focus of this dissertation will be the very

small spatial scales (in the order of a few atomic lengths) and timescales that range

from millionths of a second to a few hours.

What happens at these specific scales and why this work focuses on them begs the

question of why leave so much outside. First of all, because so much work has been

done trying to understand the dance of atoms and their bonds, that it is necessary to

focus the scope even further to a specific set of elements and their properties. Gallium

(Ga), aluminum (Al), indium (In), arsenic (As), and antimony (Sb) are three metals

and two semi-metals that when combined precisely can form an energetic landscape

which reveals the quantum nature of their charge carriers.

The structure and reality of atoms is a non-trivial subject. It is not only an issue

that armchair philosophers discuss in the basement of the ivory tower, but it is a

rather important aspect of pedagogical importance [5]. In the spatial scales at which

I carry out this study we can take a pragmatic approach and consider an entity-based

ontology where atoms and electrons have an axiomatic reality. In plain words, we

will follow the easy path of considering these particles as taught in current science

curricula and not worry about their true nature.

Future studies I consider worth pursuing will no longer take this approach, and

process-related ontologies, isotope-based epitaxy, and social aspects of the MBE com-
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munity as a scientific community are addressed in chapter 7.

With all this in mind, I can now provide the motivation as to why the focus of

this work is on this particular set of atoms and growth modes. The human scale

technology that has facilitated computation (itself providing us a higher quality of

life and comfort) currently relies on us taking advantage of the information processing

abilities of semiconductor devices. Although most of the big multinational companies

dealing with semiconductors are focused on silicon (Si) and germanium (Ge) this work

focuses on the more expensive materials described above because of the advantages

provided by their physical properties (discussed in detail in the following chapters).

Naturally occurring atoms, primordial constituents of matter that participate of

the same chemical properties, have an electronic structure that dictates the color

of light they can emit. Aggregates of these atoms can provide a geometry suitable

for new, custom-made energy levels from which we can extract light. In contrast to

chemical approaches, where several steps and large compounds in strict configurations

are required to obtain certain light wavelengths, creating quantum dots in a solid state

environment is comparatively fast and simple to implement.

Former members of my research team selected specific combinations of elements to

create these quantum dots: GaAs on InAlAs, and not very differently Ge on InAlAs.

In order to increase the pool of available QDs (and by extension, the palette of colors

available for light emission) I focus this study on InGaAs grown on InAs and GaSb.

This combination allows for a larger selection of band gap differences to study detailed

physics on light emission and the effects of strain.

Where does the strain come into play, then? Energy conservation induces all dif-

ferences in potentials to reduce to a minimum. This is the case with electromagnetic
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forces contained in atoms. Water droplets that accumulate on a repelling surface (like

a newly waxed car, or certain tree leaves) will form small lens-like structures. The

same principles apply for small quantities of certain semiconductors on crystalline

surfaces. The difference in the equilibrium distance between atoms for different ma-

terials produces the formation of droplets, whose geometry depends of various factors

explored later in this work.

In chapter 2 I guide the reader through the physics, technology, and nuances of the

techniques used throughout this work, with emphasis on molecular beam epitaxy. In

addition, I provide a quick summary of the main mechanisms for each characterization

technique I have used during this work.

In chapter 3 I will explain the initial hypothesis and findings of the project in

which we tried to create dynamic quantum dots using mechanical waves on semicon-

ductors. In chapter 4 I will explain the journey by which we established a reliable

and reproducible recipe on how to grow InAs on top of more InAs oriented in the

(111) crystallographic direction. In chapter 5 I will explain our attempt to create self-

assembled islands (which we expected to turn into quantum dots) on the InAs(111)

layer we developed in the previous chapter. In chapter 6 I will explain our journey to

crown this work by creating InGaAs self-assembled QDs of different compositions on

GaSb barriers in the (111) crystallographic orientation.

In chapter 7 I contribute some concluding remarks, including future work and

potential follow-up projects for this dissertation, and how some of it has already

provided collaborators around the continent with material for new projects.
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CHAPTER 2:

FUNDAMENTALS OF MOLECULAR BEAM

EPITAXY

2.1 Physics of Molecular Beam Epitaxy

Molecular beam epitaxy is the state-of-the-art technique for the growth of high quality

semiconductor, metallic, and compound thin film materials. In essence, MBE consists

of the interaction of one or more molecular beams (hence the name) with a crystalline

substrate in ultra-high vacuum conditions [6]. Four main factors determined the suc-

cess of MBE over the past 51 years: understanding of surface morphology, substrate

preparation, versatility of the experimental setup, and vacuum conditions. I will

discuss the first two in the next couple subsections since they rely heavily on an

understanding of thermodynamics and crystal growth kinetics.

2.1.1 Experimental Setup

The versatility of the experimental MBE setup comes from the minimum (if at all

necessary) changes required to grow different types of semiconductors: there are ele-

mental semiconductors (Si and Ge), and compound semiconductors made of elements

located on different groups of the periodic table such as III-V (GaAs), II-VI (ZnO),

and IV-VI (PbSe). Generally, an MBE setup consists of two to three stainless steel
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vacuum chambers with increasing vacuum levels. These are achieved by a system

of pumps fitted to each individual chamber needs. Substrate surfaces can be chemi-

cally treated (for example Si wafer requiring HF etching prior to growth) or simply

placed on a substrate heater mounted inside the main chamber to remove impurities,

moisture, and the protective native oxide layer from the surface. Very high purity

(99.99999%, or 7N) elements are placed inside effusion cells, which essentially are

small ovens from where the elements are vaporized or sublimated in order to direct

the beam of atoms or molecules towards the very clean substrate surface. In the case

of nitride or oxide materials, these efussion cells are replaced with plasma sources for

oxygen and nitrogen. Also, refractory metals that need very high temperatures to

produce large enough quantities of materials for growth usually require an electron

beam source, which instead of heating the whole container to produce the beam, it

rasters a high energy electron beam on the surface of the material in order to locally

heat and produce a molecular beam.

The vacuum conditions for most MBE setups are quite similar, with the main

difference being the pressures required inside the growth chamber that depends on

the type of sources used. Plasma sources typically raise the pressure of the growth

chamber to levels in the 10−6 Torr, which makes the pump requirements for this

chamber to be different from those which only use solid sources. Extra care is required

with oxide-based chamber, as the O plasma can cause various components to burn

out rapidly due to its high reactivity. The load-lock chamber is where we introduce

the clean substrates into the vacuum system. This chamber is pumped down from

atmospheric pressure down to levels on 10−6 Torr using a scroll pump (which avoids

the use of oil potentially contaminating the system) coupled to a turbomolecular
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Figure 2.1: Schematic of MBE chambers and external vacuum devices.
Inset shows incidence of beams on substrate.

pump. Together they provide the vacuum level required to pump down further to

10−8 Torr using an ion pump. Once at this level, the substrates can be moved to the

transition chamber, where they remain in ultra-high vacuum conditions (10−9 Torr)

until growth occurs. Because the process to reduce the pressure in the load-lock

chamber takes between 5 and 8 hours, several substrates are loaded at once. The

day an actual growth is scheduled to happen, 60 gallons of liquid nitrogen (LN2) are

made to flow through a vacuum jacket installed in the growth chamber in order to

cryogenically capture any particles floating inside the chamber, further reducing the

background pressure. We measure the presence of certain gases inside the chamber

using a residual gas analyzer (RGA) and monitor the surface morphology during

growth using reflection high energy electron diffraction (RHEED) both of which I

will discuss in further detail below.
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Using a system of magnetic manipulation devices, we can transport the substrate

from the trolley in which they are kept under vacuum to the actual growth chamber,

to be placed in the substrate heater where growth will occur. Once here, a system

of high pressure air lines (located entirely outside of the vacuum system) controls

the shutters that allow or interrupt the flow of molecules from the effusion cells. All

heating elements in the system are controlled using power supplies connected to PID

controllers, which regulate the power output based on the derivative, absement, and

thermocouple reading on each heating filament. Once the substrate is mounted on

the heater, thermo-kinetic processes on the surface of the sample begin to occur that

allow the desorption of oxide layers provided to protect the substrate during transport,

and the growth of material itself. I will discuss these process in the following two

subsections.

2.1.2 Thermodynamics

Figure 2.2: Phase diagram of GaAs.
Reproduced with permission from [1]

As pointed out by Tsao MBE can be

thermodynamically characterized as an

exceedingly precise phase transformation

from vapor to a solid phase [1]. The

physically inclined will then ask them-

self what are the driving forces for this

phase transformation, and why does it

happening in an MBE system make it

so special? A consequence of the second

law of thermodynamics states that in or-

der for a system to never have a decrease
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in irreversible entropy (and thus, prevent it from minimizing its total internal energy)

processes must advance towards a state in which entropy increases in lieu of a loss of

energy between the system and its environment.

For a binary solid solution such as a III-V semiconductor material (the main

materials for the present study) there are 6 potential phases present in the growth

chamber taking as an example GaAs: Gasolid, Gavapor, Assolid, Asvapor, GaAssolid,

GaAsvapor. The phase diagram and Gibbs free energy diagram illustrated in Fig. 2.2

show these different phases at a pressure of 10−9 Torr and 850 K. There is a very

precise “region” where GaAs can grow without aggregates of either Ga or As.

Figure 2.3: Phase diagram of GaSb.
Reproduced from [2]

This is exactly at a 50% concentra-

tion of both elements. Taking into ac-

count experimental values for the heat

capacity parameters of the condensed

phases, and the translational, vibra-

tional, and rotational heat capacity pa-

rameters for the vapor phases we can ex-

plain this by noting that Ga is the limit-

ing factor in the growth process. As will

be adsorbed and desorbed at roughly the

same rate from the surface of the crystal

unless it encounters sites in which to bind with Ga [1]. A similar story unfolds for

our materials of interest InAs and GaSb. Fig. 2.3 shows the phase diagram of GaSb,

where again Ga is the limiting factor for growth, and we only have a narrow “region”

for growth without either Ga or Sb aggregates.
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2.1.3 Kinetics

The kinetics of MBE mainly deal with the way layers grow and atoms impinge on the

surface, physisorb, chemisorb, or desorb in the process of new layer formation.

Figure 2.4: Kinetic processes present during the nucleation and growth of
2D thin films via (a) layer-by-layer growth and (b) step-flow growth. Dif-
ferent growth modes during MBE growth resulting from a thermodynamic
interaction of surface energies: (c) the FM layer-by-layer growth mode,
(d) the Volmer–Weber (VW) growth mode, which produces 3D islands
directly on a substrate; and (e) the SK growth mode in which 3D islands
form on top of a complete 2D wetting layer.

Figure 2.4 shows these processes as they unfold during growth. Impinging atoms

can either be physisorbed onto the surface where they can still travel until they fall

into an energetically favorable site and they become chemisorbed to be part of the
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growing layer. The process by which these layers form can take different forms that

depend on the chemistry of the atoms and the surface. Imagining a Kossel crystal

(i.e. a surface that has not reconstructed and has dangling bonds on it [7]) the atoms

can aggregate to form islands, incorporate into already formed islands, interdiffuse, or

desorb (Fig. 2.4a). We call this 2D nucleation. When we instead observe a growth of

different layers forming at the same time and a kind of “cascading” growth we have a

step growth and adatoms (atoms that have already physisorbed but not chemisorbed)

incorporate to these growing layers (Fig. 2.4b). Depending on the free energies and

contact angles of the forming islands, we can then have three distinct growth modes:

the Frank-van der Merwe (FM) where flat layers grow, Volmer-Weber growth where

islands form and are stable on the surface, and finally the Stranski-Krastanov mode

(SK), where after a critical thickness of layer growth, 3D islands form on top of it

(Fig. 2.4c-e).

There are some mechanical considerations that are important to consider with

respect to the epitaxial growth of these materials. As we will see below in section

2.2.2 the strain, lattice constant, and defect density of a material are intrinsically tied

to their optical and electronic properties, which in turn affect and are affected by its

kinetics and thermodynamics. In order to provide a pedagogically active description

of the physics behind this project, I have separated this aspects in different sections,

but let the reader be aware of the close ties between them. After all, the system is

one and the physics are all the same, it is only our limited understanding and affinity

for classification that requires this partition to occur.
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2.2 Physics of Semiconductors

In addition to the study of physics and kinetics that occurs within the experimental

setup of MBE, there is a wealth of phenomena that unfolds within the semiconductor

crystals themselves once they have been removed from the UHV environment that

characterizes MBE. Besides typical corrosion processes such as oxidation, cleavage,

and dusting, we can manipulate the sample to exploit and study the properties that

ideally motivated its growth.

2.2.1 Crystallography

Solid materials can be separated and classified in many different ways. The advent of

atomic theory and microscopy has allowed us to look deep into their internal structure

and classify them according to the way their atoms arrange. From this point of view,

we can visualize an abstract mathematical entity: a crystal. This concept defines an

infinite array of points in space that repeats a motif in all three dimensions. We call

the series of points in space a lattice and the motif a basis. Swapping which atoms

go in the motif should not change the structure of the lattice and viceversa. Luckily

for me, all materials studied in the present project share the same crystal structure

with only different atoms forming its basis.

GaAs, AlAs, InAs, GaSb, AlGaAs, and InGaAs are all part of the cubic crystal

system. They are part of a subsystem called the zincblende structure, which esen-

tially looks like two cubes with atoms in each corner and in at the center of each face,

and that have been displaced by 1/4 in the (111) direction. Incidentally, this is the

same structure that carbon atoms hold when forming diamonds! From a crystallo-

graphic point of view, this structure is numbered 216/230 out of all the available space
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Figure 2.5: Schematics of crystallogrphic characteristics of the zincblende
structure. (a) atomic arrangement of a unit cell (b) location of planes in a
cubic unit cell (c) planes and axes of symmetry with their corresponding
symbols and symmetries on the group F4̄3m stereograph (d)

groups, and is labeled as F4̄3m because of its face-centered cubic structure (German

Flächenzentriert), a rotoinversion 4-fold symmetry, a 3-fold symmetry (characteristic

of the cubic system) and a mirror plane.

It is important to highlight that this combination of symmetries leaves out the

possibility of centro-symmetry (existing in C, Si, and Ge that share this structure)

providing these materials with the properties of piezoelectricity to be discussed below.

Within the cubic system we can identify several ways to look at planes of atoms.

This is a way to visualize which atoms would be resting on a table where we to slash

perfectly the sample along different directions. We can name these planes depending

on where they would intersect with the sides of the cube. The Miller indices for planes

in the cubic system serve this very purpose, and we can use them by observing that

a plane called (001) would intersect the three sides of the cube that touch the origin
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at lengths ( 1
x
, 1
y
,1
z
).

So in this example, the plane would intersect x at ∞, i.e. never. It would only

intersect the z-axis at 1 unit of distance. These family of planes is then similar to

the faces of the cube. the plane (111) would similarly intersect all axes at 1, making

it coplanar with the cube’s diagonal. The distances between atoms is not necessarily

the same even if the atomic lattice is identical, owing to the chemistry of each atom.

The lattice constants for each component are essentially the side length for the cube

unit cell. Table 2.1 shows the lattice constants for the main materials and alloys used

in this study.

Material GaAs AlAs InAs GaSb Al0.3Ga0.7As In0.5Ga0.5As

a (Å) 5.6535 5.6611 6.0583 6.0959 5.6769 5.8558

Table 2.1: Lattice Constant for III-V Semiconductors used in this study
at 300 K.

The difference in lattice constants usually imposes a limit to epitaxial growth due

to the stress generated at the interface of two dissimilar materials (heteroepitaxy).

The strain in these films can be calculated using the formula strain = asub/asub-aepi.

The thickness of the film that can be grown on a substrate with different lattice

constant can be calculated using the Matthews-Blakeslee approach [8]. As an ex-

ample, InAs on GaAs can only grow ≤ 1.7 ML before it forms small islands on the

surface [9]. In order for two materials to grow coherently we can imagine that they

both get distorted to an intermediate value. However, from Hooke’s law we know

that the restoration force that system experiences is proportional to the amount of

compression applied to it. From this seemingly simple principle, we can generalize

to three-dimensional arrangement of particles like our atomic lattice. Because of the
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large thickness difference between substrate and epilayer, most of the strain will be

located on the epilayer in the form of strain. Compressive and tensile strain are

present when the lattice constant of the substrate is smaller than the epilayer, and

larger than the epilayer respectively. The way strain is relaxed can take the form of

defects. There are several situations in which atoms arrange themselves in ways that

disrupt the crystalline uniformity. Among these defects we find interstitial impurities

(small atoms finding their way in space between the lattice points), edge dislocations

(where two lattice points accommodate a third one between them), self-interstitial

atoms, vacancies, substitutional impurity atoms, and aggreates of impurities. Struc-

tual defects can include edge and screw dislocations, where atoms end up disrupting

the surface of the crystal by adding a row of atoms or a slip plane, respectively.

2.2.2 Band Engineering

According to some ideas proposed during the last 130 years (at the time of writing)

it is generally accepted that the structure of atoms consists of a nucleus with heavy

baryons (particles made of quarks and gluons) and an electronic cloud surrounding

them. In the previous subsections I discussed the behavior of these particles as a

unit, and how ensembles of them provide a means to observe the emergent structural

properties of the material. Now I will focus on the behavior of their electronic clouds,

how the energy states get occupied and emptied, as well as simple considerations of the

oscillations of the nucleons. What makes a semiconductor, well, semi-conduct? It is

useful to think here of the two different cases surrounding semiconduction: insulators

and conductors.

Trying to pass a large current through a piece of wood will irreversibly damage

the cellular arrangement of the material, rendering it into a burnt piece of charcoal.
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This happens because there is little room for the electrons in the wood to travel to

neighboring atoms: the organic nature of the cells (carbons and hydrogens) make it

hard for electrons to really separate from their nucleons without huge amounts of

energy. In contrast, a conductor such as a metal will conduct electricity and heat

without difficulty. In this case, atoms live in an electronically socialist society, with

all exterior electrons (this is, the electrons that occupy the highest electronic states

and are the least bonded to the nucleus) shared. Semiconductors live in between

these two regimes and require only small amounts of energy to allow charge carriers

to travel across the material.

Figure 2.6: Schematics of electronic bands and their types. (a) depicts
the different types of band gaps in materials. (b) different between direct
and indirect band gap. (c) types of band gap alignments.

Considering a particular property of electrons will now allow me to form the basis
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for what is considered the modern theory of solids. While the particles that form

the nucleus can all have the exact same properties when they are interacting in the

same system (same energy, momentum, mass...) this is not the case for fermions

such as electrons. Due to the Pauli exclusion principle, these particles are prevented

from sharing the same energy level in a system. The quickest way to visualize this

phenomenon is by imagining an object that requires two full rotations, i.e. 720◦, to

come back to its original position. The geometric implications of this property give

rise to an antisymmetric wavefunction that allows for ordering and discretization of

energy levels in atomic systems.

Using this knowledge, we can graphically visualize an ensemble of atoms in very

close physical proximity, such that their electrons’ wavefunctions begin to overlap

and now energy states begin to split into many different energies to accommodate the

irreconcilable particles. A natural arrangement of the energy levels for electrons in

materials like Si, Ge, GaAs, InAs, and GaSb makes it so that there is a certain range

of energies in which no electron can live. We call this the band gap (Fig. 2.7)

When all electrons are in their lowest energy configuration in a semiconductor,

they are statistically most likely to be living in the lower band of the forbidden energy

region (the valence band). When the lowest excited state requires only energy to be

reached (i.e. no momentum) we call the band gap a direct one (Fig. 2.7(b)). In

the opposite case, when both energy and momentum are needed to reach the next

available energy state across the band gap we call it an indirect band gap. The way

electrons interact with bosons (such as photons and phonons) gives rise to several

phenomena worthy of their own treatise, and there are several out there already

written and detailing the minutiae of these processes. I will now summarize the most
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Figure 2.7: Band gap vs. lattice constant diagram for semiconductors.
Adapted from Ref. [3]

important aspects of these interactions and how they relate to the present study.

When an electron absorbs the energy of an incoming photon, and this energy is

larger than that of the band gap, the electron accesses a higher energy state. This

leaves behind an absence of an electron with a lower energy, and this absence is called

as its own particle, a hole. Much like vacuum, a shadow, and gas bubbles in beer it

is easier to bundle their properties and treat them as an entity on their own. The

resistance to acceleration (i.e. the “mass”) of the hole is usually larger than that of the

electron. Because it is essentially the absence of a negative charge, we can treat it as a

“positive” charge that moves opposite to the flow of electrons. The opposite process,

in which an electron loses energy and relaxes to a lower energy state is accompanied

by the emission of thermal or luminal particles. It is by virtue of this process that

we can motivate this study, and obtain light with tunable properties out of the the

alignment of these electronic bands (see Fig. 2.7).
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2.2.3 Quantum Effects

For this study there are three main areas of the dispersion relation between energy

and momentum that manifest themselves in semiconductor materials. These are the

maximum of the valence band, and the minima of the conduction band, specifically

the Γ, X, and L points (corresponding to the 001, 110, and 111 symmetry planes).

When we seamlessly integrate two semiconductor materials with one another -this is,

we grow them epitaxially with abrupt atomic-level interfaces- their band gaps will

not necessarily align (Fig. 2.7). Here is where we can began to take advantage of the

quantum mechanical nature of the charge carriers and design our nanostructures.

For all the systems studied in this dissertation, we can simplify two of them

(InGaAs/InAs and InGaAs/GaSb) to a one-dimensional band alignment system. This

approach allows us a clearer understanding of the physics involved, and more details

are provided in the corresponding chapters below. Let us bring in close proximity

a small band gap material and “sandwich” it between two regions of larger band

gap. Because of the structural discontinuity of how the charge carriers are able to

move within the lattice, a sort of energetic well is formed (Fig. 2.8(b)). Tuning the

dimensions of this structure to be in the order of a few nanometers provides solutions

to the Schrödinger equation that predict the quantization of the carriers’ energy [10].

The energy levels which the carriers can occupy can be calculated using the effec-

tive mass approximation (described below in Chapter 3) and numerically calculated

using the program in Appendix A. This is not the end of the story, however. This

work further relies in not only confining carriers to one dimension, but in all three.

The effects of confining carriers in 3D using tensile strain adds two important factors

to consider when calculating the energy of light emission: 3D confinement increases
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Figure 2.8: (a) Schematic of energy level quantization in a quantum well.
The dashed lines correspond to the energy levels, while the blue solid lines
correspond to the wavefunctions of each level. (b) schematic of a quantum
well (c) Schematic of a quantum wire, and (d) schematic of a quantum
dot.

the complexity of the calculations required, while tensile strain alters the shape of

the conduction and valence band, pushing the confined states further above the band

edge [11].

We should begin with understanding what energy levels are available for the charge

carriers. The density of states present for different levels of dimensional confinement

can be found solving the Schrödinger equation [12]. It is a combination of the available

states and materials properties that allow us to fine tune and engineer the materials

in order to produce the desired light out of these structures.
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2.3 Growth of Solid-State Quantum Dots

The product of combining all the knowledge of the previous two subsections is the

successful fabrication of semiconducting, solid-state self-assembled tensile-strained

quantum dots (TSQDs). On a single crystal semiconductor substrate loaded inside the

MBE reactor, we fine-tune the temperature, growth rate, elemental pressure ratios,

and vacuum levels to create the ideal conditions (or sets of conditions) that give rise

to tunable TSQDs.

A tutorial on how to grow the many different quantum dot systems using MBE is

published from Vallejo, Sautter and Simmonds [3]. I will summarize the main steps

and focus on the tensile-strained aspects used in the present study.

2.4 Characterization Techniques

In most physical science research programs once an idea is put forward, there are

several ways to turn the idea into scientific knowledge. While debate still exists on the

nature and defining characteristics of this type of knowledge [13], the steps involved

have been refined over centuries of practice. Scientific imagination [14], computation

modelling [15], and experimentation all play an important role in today’s complex

research projects. In this section I will briefly describe the physical and mathematical

tools involved in providing us with a much more complete picture of the nature of

each sample.

2.4.1 X-ray Diffraction

As mentioned earlier, our study of solids is systematically well defined when we con-

sider the atomic arrangement of their nanostructures. In order to be able to resolve

the distances between planes of atoms we need rays of light whose wavelength is com-



22

parable to the size of atoms. This is mainly due to the phenomenon of diffraction,

where light encounters and interacts with an obstacle. When the spacing of the ob-

stacle is of approximately the same length scale as the wavelength of the light each

point from which light comes after the interaction can be treated as a source point.

this process gives rise to diffraction patterns and various dynamic interplays between

light and matter can be exploited to study the structure of the sample.

Figure 2.9: (a) Schematic of reflection of x-rays off a series of atomic
planes. (b) Schematic of XRD setup with associated scanning angles.

The spacing between the atomic planes that form the “faces” of the cubic struc-
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ture of our materials of interest can be measured as the lattice constant of the ma-

terial along the (001) direction. Table 2.1 summarizes these distances. I performed

the x-ray diffraction analysis of our samples using a Bruker AXS D8 Discover x-ray

diffractometer, housed in the Boise State Center for Materials Characterization. This

diffractometer has a Cu source that emits Kα1 x-rays . The resulting photon has

a wavelength of 1.5406 Å. Each sample is measured individually by placing it on a

goniometer (a device to very precisely measure angles along different directions) and

detecting the intensity of the diffracted x-rays coming from the sample. Alignments

that ensure the best detection include a height (z) scan, an initial rocking curve,

followed by a χ-scan, and finally a 2θ/ω scan.

These sets of measurements provide an estimation of the deviation of the crystal

structure of the sample from the ideal Bragg condition nλ = 2d sin θ. The result-

ing diffraction patterns have a Gaussian distribution whose full-width half-maximum

(FWHM) measure tells us about the crystal quality. For samples where more than

one material is present, the center intensity of these distribution peaks can tell us the

alloy composition, as well as the degree of lattice matching/strain present.

We can do this by analysing a sample of ideally lattice matched InP/InAlAs/InGaAs

(system for which I fabricated and characterized dozens of samples). An ideally grown

sample would have a single peak, with very narrow FWHM. In reality, we often find

three different peaks with different heights and FWHM. By measuring the angular

distance between the center of the peaks we can calculate the excess or lack of a

certain element based on where its center peak should be according to Bragg’s law.
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2.4.2 Atomic Force Microscopy

For systems in which the morphology of the surface is an important property, we

utilize atomic force microscopy in order to quantify the roughness (often in the order

of Å) and presence of self-assembled structures. The way this technique operates is

through measuring the laser deflection off a very small cantilever that is in electro-

magnetic contact with the surface of interest. The cantilever has a natural frequency

determined by its material properties.

Figure 2.10: (a) Schematic of surface analysis using in an AFM setup.
(b) Profile of a scan used to generate surface topology data.

There is a small tip at the end of it, which interacts through van der Waals forces
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with the surface of the sample, altering the frequency of oscillations in the cantilever.

By scanning the same segment of the sample in both directions (left and right, or

up and down) a retracing factor provides a measure of the quality of the scan. For

this study, we grew a majority of the samples with a surface layer of QDs or other

self-assembled structures that could be studied using AFM. We measured the height,

diamater, and overall shape of these structures using AFM.

2.4.3 Transmission Electron Microscopy

Just like AFM allows us to inspect the surface of a sample with atomic precision,

TEM can create micrographs which show atomic resolution and different aspects of

the crystal lattice or surface morphology, depending on the mode of operation. In this

device there is an electron source often located at the top. A high voltage is applied

to the electrons which pass through a series of condenser lenses (essentially magnets)

that focus the electron beam onto the sample. The wavelength of the electrons (as

described by de Broglie’s relation λ = h/p) is around 2.7 pm when the applied voltage

is 100 kV (remembering of course that at these voltages, we must take into account

relativistic effects when calculating the momentum p of electrons). Arguably the

hardest part of imaging a sample in TEM is preparing it.

A focused ion beam (FIB) setup is commonly used to selectively etch and shape

a sample into the correct geometry (thickness and shape) required for high focus

imaging. This technique uses the same principle of accelerated charged particles by

a high voltage which instead of electrons, uses atomic ions such as Ga or Ar. More

conventional mechanical preparation of samples is still common among institutions

with fewer economic resources. This is the type of sample preparation I used to image

the initial GaAs/AlGaAs multiple quantum wells (MQW) used during my studies.
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Figure 2.11: (a) Schematic of a transmission electron microscopy setup.
The electron beam is aligned through a series of magnetic lenses before
and after interacting with the sample. (b) Schematic of layers used to me-
chanically fabricate a TEM sample, (c) shows the geometry of integrated
sample layers in a copper tube, before being sliced into a sample as shown
in (d).

The preparation begins by sandwiching two pieces of the same sample with the

epilayers facing each other. By gluing them together with thermally-cured epoxy and

two thick layers of Si wafer on the outside for structural integrity. Following the

curing, a mechanical drill is used to cut a cylinder in the middle of the stack with the
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layers of interest right in the middle. This is made possible by a carbon slurry with

µm diameter particles in suspension. After this, the cylinder is slid into a copper

tube of similar diameter and cured with epoxy again.

Once the copper cylinder is ready, it is sliced into very thin sections with a diamond

saw in order to produce several circular samples. These small circles are then thinned

with a selection of several sanding paper levels of increasing fineness, until they can

be atomically prepared using an ion beam mill. When the sample is finally selectively

damaged to atomic levels, it is ready to be inserted into the TEM chamber.

With the sample inside the chamber, a vacuum is produced inside the sample

chamber before focusing the electron beam. It is here when through the passing

(hence the transmission part of the name) of electrons through the sample we can

magnify the signal and absorb the electrons onto a CCD camera and observe sub-

nanometer features. It is important to highlight that thinning the sample is very

important, since it must be in the order of 10 nm in thickness for the electrons to

successfully go through it.

2.4.4 Scanning Electron Microscopy

Using a very similar approach to the generation and acceleration of electrons in a

TEM, SEM takes advantage of the interaction between the sample’s electrons and

the way they are ejected to study the surface of interest. When the electrons are

focused onto the sample’s surface, some of them are simply backscattered, while

others generate a shower of secondary electrons that come from the surface atoms.

Detection of the energy, momentum, and direction of these electrons is then used to

image the surface with nanometer resolution. Sample preparation for SEM requires

non-conductive samples (such as the semiconductors used in this study) to be coated
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with a thin layer of a conductive material. This is done in order to avoid charge

accumulation in the surface of the sample.

Figure 2.12: Schematic of a scanning tunneling microscopy setup. An
electron beam is aligned through a series of magnetic lenses before hit-
ting the sample, where data is acquired through a series of detectors for
backscattered electrons, secondary electrons, and x-rays.

2.4.5 Photoluminescence

Photoluminescence is a technique that allows us to measure the intensity and energy

of the light emitted by our nanostructures. By exciting the electrons in our samples
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using photons with higher energies than those of the semiconductor bandgaps, we

stimulate the emission of their characteristic energy levels. As explained in section

2.2.2 we provide energy to the valence electrons of our samples in excess to that

of their band gap, which then is released in the form of radiative and non-radiative

energy (light and phonons). We can then measure the luminal response and determine

what the band alignment and sizes are.

Sample preparation is comparatively simple in this technique, as we can simply

coat the back of an as grown sample (being careful to remove any excess indium from

the growth process mounting, see section 5.2.1) with silver paint and mount it on a

copper plate. This copper plate is then placed inside a cryostat, which through a

compressor decreases the temperature to either liquid nitrogen or liquid helium levels

(77 K and 7 K, respectively). Through a small viewport, a laser is then shone onto the

sample with known power, wavelength, and angle. Emitted light is then collected by

a detector and analyzed using specialized software. The wavelength of light emitted

by the samples will determine the type of detector used, and this in turn determines

the type of PL that is being carried out. These types of detectors will collect different

colors of light with varying efficiencies, and are summarized in Table A.1.

Type of Detector Silicon (Si) InGaAs HgCdTe (MCT)

Spectral Range (nm) 350 - 1100 850 - 1700 1000 - 5000

Table 2.2: Spectral Detection Range for PL Detectors

The way the detector records the intensity of light at each of the different wave-

lengths is done by selectively diffracting the light coming through the sample through

a set of different gratings. When non-monochromated light hits the diffraction grat-

ing, the zero order light is reflected at an angle similar to the incidence angle; light
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Figure 2.13: (a) Schematic of a photoluminescence setup. The laser beam
used to stimulate the sample electrons goes through a series of lenses
and mirrors to focus and align the correct geometry for the beam, after
which emitted light is directed towards a detector. (b) PL spectra of a
GaAs/AlGaAs multiple quantum well (details provided in chapter 3).

that has interacted with the grooves of the diffraction grating travel at angles that

depend on the width of the grooves and their wavelength. This light is then collected

by rotating the diffraction grating and aligning with the detector.
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2.4.6 Raman Spectroscopy

Raman scattering is the process of inelastic light scattering in which the energy of

scattered light is different from that of the incident light by the energy of an ele-

mentary excitation (molecular or crystal lattice vibration or electronic excitation)

participating in the process. The different vibrational states of each atom emit differ-

ent types of light that can then be collected and analyzed. Energy absorbed by the

different vibrational modes can be detected to provide information on the strength

and type of bonds in the samples. For this study, I used Raman spectroscopy to

verify the composition of the AlGaAs alloy used in Chapter 3.

2.4.7 Nomarski Imaging

Also known as differential interference contrast (DIC) imaging, this technique relies on

separating polarized light into orthogonal paths and combining them before detection

in order to enhance contrast and increase the resolution of the produced image by

analyzing the difference in path lengths. Samples whose surface has features in the

order of tens of µm are too rough for AFM. These types of samples can be imaged

using Nomarski microscopy in order to get a sense of the surface morphology without

damaging more sensitive equipment.

2.4.8 Reflection High Energy Electron Diffraction

RHEED is technique that similar to TEM and SEM, makes use of accelerated elec-

trons to 14 kV which are then directed towards the surface of a sample at very

low angles, and then detected on a fluorescent screen. The diffraction pattern that

appears is an indication of the amount of order present in the surface in question.

Highly ordered surface will show streaky patterns that are the result of the cross-
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section between the Ewald sphere and the volume of detection. This makes RHEED

a uniquely equipped technique to use during MBE growth in order to analyze the

surface reconstructions present in situ and in operando.

We can determine the quality of the surface using the level of quality in the streaks

present in the RHEED pattern. A spotty pattern is the result of irregular structures

on the surface of the sample diffracting the electron beam in a disordered manner.

Streaky patterns in contrast are the result of the sample’s high quality flat surfaces.

Figure 2.14: Plot of the RHEED intensity pattern

Often we can determine growth rates for different materials using the oscillation

of the intensity of the RHEED pattern. These RHEED intensity oscillations (RIOs)

have maxima when the the surface is completely smooth (a full layer of coverage) and

minima at the point of maximum disorder. We can determine a very accurate growth

rate by timing the period of these oscillations.

2.4.9 Residual Gas Analysis

RGA is a technique used to measure impurities in high vacuum systems. The RGA

setup produces a beam of ions through the collisions of gas and electrons produced

in the cathode, which are then filtered according to their mass to charge ratio (Fig.
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2.15). This way pressures in the order of 10−14 Torr can be detected. It is here where

we really can appreciate the outgassing levels of stainless steel and why it is the choice

of material for ultra-high vacuum technologies. Stainless steel is ideal because of its

H2 and H2O outgassing properties, its strength and relative ease of pumping down to

UHV conditions.

Figure 2.15: Plot of an RGA signal analysis. The x-axis represents the
weight of the atoms detected, while the y-axis is a logarithmic scale of the
pressure for each value.
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CHAPTER 3:

DYNAMIC QUANTUM DOT GENERATION

VIA SURFACE ACOUSTIC WAVES USING

TRANSIENT GRATING SPECTROSCOPY

Kevin D. Vallejo, Zilong Hua, Amey Khalnokar, David Hurley, and Paul

J. Simmonds

3.1 Introduction

This introductory study aims to achieve the dynamic lateral confinement of charge

carriers in 2D and 3D using near-THz surface acoustic phonon pulses in polar semicon-

ductors grown using molecular beam epitaxy (MBE). By means of acousto-electrical

effects, the final goal of this work was to measure the degree to which surface acous-

tic waves (SAWs) confine electrons and holes, limiting the number of recombination

processes. Applications for this technological development include the external mod-

ulation of lateral confinement size in the SAWs and subsequent photon emission

wavelength, as well as potential quantum logic gates design using acoustic pulses to

drive electrons in a circuit.

New devices based on nanoelectronics are currently in development as potential

disruptive technologies in the fields of quantum computing, sensing, energy conversion
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and storage, and cryptographic technologies [16]. The manipulation of charge carriers

is the common denominator for these technologies, and more efficient ways to achieve

on-demand control can lead to reliable qubit networks [17], non-destructive sensors

[18], more efficient solar panels [19], and single-photon emitters [20]. Control of the

number of electrons that are transported across the devices is a potential avenue for

energy optimization and increased frequency of operation, making it an important

area of research.

Transport of charge carriers in solid state devices using externally controllable stimuli

can be achieved through the coupling of mechanical stresses and electrical properties,

such as the deformation potential and the piezoelectric effect [21]. By applying an

external mechanical stimulus to the surface of a semiconductor with no center of

inversion such as zinc-blende GaAs (group F4̄3m) the piezoelectric tensor creates an

electric field along certain crystallographic orientations. A simple case to study is

applying a stimulus normal to the [001] direction to obtain a piezoelectric response

along the [011] direction [22]. This mechanical stimulus will take the form of a surface

acoustic wave (SAW) that is mostly confined in depth within one wavelength of the

surface, similar to seismic Rayleigh waves [23]. Because the shape of the mechanical

wave induced on the sample directly affects the shape of the potential wave, the

electric field created can be tailored to trap the excited charge carriers that create

excitons (bound electrons and holes, see section 2.2.2) and trap them in the potential

travelling wave. The excited carriers come from the quantum wells, where they are

confined. Electrons promoted to the conduction band will be trapped in the valleys

of the potential wave, while holes will be in the crests (Fig. 3.1), as shown by Rocke

et al. [24].
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Figure 3.1: Schematic of charge carrier trapping in potential wave gener-
ated by a SAW in a piezoelectric semiconductor.

The carriers transported along in these waves have significantly lower recombina-

tion rates, extending their lifetime potentially by orders of magnitude, and can be

transported across distances of up to 1 mm[24]. The temperature and angular depen-

dence of waves travelling at different angles on GaAs were identified and characterized

even for non-piezoelectric directions by Powlowski et al. [25].

3.2 Methods

There are several ways of generating elastic waves in solids: using a high-power

laser materials can be ablated, which generates a stress perpendicular to the surface,

launching the elastic wave. Using lower power lasers, a local thermal gradient can

induce a force dipole that generates a lattice expansion that relaxes by phonon emis-

sion. Depositing a metallic grating (transducer) with interdigitated fingers (IDT), a

radio-frequency voltage can be applied and through the inverse piezoelectric field a

set of waves can be generated, whose wavelength corresponds to the period of the

IDT gratings. Alternatively, this IDT can be optically excited creating a thermal

coupling that in turn launches the waves. Lastly, the approach we propose in this
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study relies on the beat created by two lasers of differing frequency (this is the differ-

ence in frequency that will be “heard”) incident on a semiconductor substrate. Very

short wavelength SAWs have been produced with this method [26], down to 45 nm.

It is important to highlight that shorter wavelengths provide greater access to the

smaller features in samples, opening them to study with non-destructive techniques,

in addition to confining the charge carriers in the direction of the wave propagation.

It is our aim to take full advantage of the three-dimensional nature of the SAW

generated in a multiple quantum well by calculating the depths of maximum stress

created by the travelling wave below the surface and placing a quantum well (QW)

that will act as a two-dimensional electron and hole gases (2DEG and 2DHG, re-

spectively) where quantum confinement of the carriers can be probed using optical

techniques, such as photoluminescence (PL). Extending this line of thought, three

QWs can be grown epitaxiallly using molecular beam epitaxy (MBE) to locate the

points where maximum modulation of the conduction and valence band occurs, fol-

lowing Rudolph et al. [27]. By using a finely tuned laser beam, split into pump, probe

and reference beams as in Fig. 3.2 (following Every et al. [28]) we can measure the PL

spectra of the three QWs buried below the surface of the sample (as in Fig. 3.6) and

see them disappear as the carriers are separated spatially by trapping in the potential

wave.

3.2.1 Elastodynamics

A crystal structure is defined as the sum of a uniform arrangement of points in space

(lattice) plus a set of atoms occupying that space (basis). This uniformity need not

be the same in all directions. Anisotropy is a result of either the atomic basis, the

lattice, or both, generating a set of (or lack of) symmetries in the structure (Fig.
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2.5(a)). The propagation of sound waves in crystals owes its rich array of anisotropic

phenomena to its dependence on a fourth-order elastic constant tensor. Heat and

sound conduction, electric conductivity and arguably even water filtration levels are

all effects dictated by the arrangement of these atoms [29, 30].

Strain is the displacement a material feels in the direction of propagation of the

wave, also known as dilatation. Shear stress is the tension or compression a material

feels in a direction normal to the wave propagation direction. Stress is a property

akin to pressure where a force acts on area. Strain is defined as the rate of change of

displacement with respect to distance, and is often used as a measure of deformation.

Following the approach of Farnell [31], I derived the solutions to the wave equation

propagating in semi-infinite media (derived in Appendix A) that can then be applied

to cubic crystals to extract displacement equations seen in Royer et al. [23] (also fully

derived in Appendix A):

Velocities along [100]


VL =

√
c11
ρ

VT =
√

c44
ρ

Velocity along [110]


VL =

√
c11+c12+2c44

2ρ

VT =
√

c44
ρ

where VL is the longitudinal velocity, VT is the transverse velocity, Cij corresponde

to the stiffness constants, and ρ is the density of the material. Waves travelling
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on crystalline media have different velocities that vary because of phonon focusing

effects that can be observed in the bulk of materials, as well as in their surfaces

due to the angular dependence on the three acoustic polarizations of their phase and

group velocities [32]. The study of these waves owes its origin to the work of Lord

Rayleigh in 1885, whose contributions made it possible for geophysicists to study

the displacement of earthquakes and be able to prevent disasters [33]. A possible

interdisciplinary offshoot of the present proposal is to establish a reliable method of

generation and detection of waves on semiconductor samples that mimic the physical

characteristics of the earth’s crust to be used by geophysicists to test earthquake

models.

3.2.2 Deformation Potential and Piezoelectricity

The deformation potential interaction results from local changes in the crystal’s en-

ergy band arising from the lattice distortion created by a phonon [34]. The phonon

produces a strain field in the crystal which in turn produces a local change in the

band energy. This interaction is one of the major scattering mechanisms in non-polar

semiconductors. In polar semiconductors, an external strain produces a polarization

which results from the displacement of ions. This is known as piezoelectric coupling.

Thus, acoustic phonon modes drive macroscopic polarization in piezoelectric crys-

tals. This property is one of the most important characteristics of our system. The

piezoelectricity (piezo-, to squeeze) is part of a series of physical responses a material

provides given a small stimulus mediated by the intrinsic response of its structure.

It is defined as the electric moment per unit volume, or polarization charge per unit

area, which in the case of these materials arises from a strain in the crystal lattice.

Symmetry considerations show that to characterize the piezoelectricity of GaAs
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we need only define one value, corresponding to the entry in the piezoelectric tensor

d14 = 0.16 C/m2, known as the piezoelectric constant [22]. Shifts in the excitonic

photoluminescence spectrum are attributed to the piezoelectric effects that arise when

a strain field modifies the samples [35]. Hirakawa and Sakaki [36] calculated the

deformation potential constant for a heavily doped GaAs/AlxGa1−xAs heterojunction

to be ≈11 eV. They also showed that the piezoelectric potential was only about 10%

of this quantity. Researchers have also shown that the deformation potential acts at

short range, while the piezoelectric coupling can act at long range and is orientation

dependent, allowing us to separate their contributions [21].

Strain plays a big role in the band gap opening as it depends on the deformation

potential. A compressive strain will increase the band gap, while a tensile one will

generally decrease it. When a series of layers are grown with many periods, an in-

termediate lattice constant may be adopted by the material where two-dimensional

compressive and tensile strain are complemented by a uniaxial distortion perpendic-

ular to the grown layers.

3.2.3 Transient Grating Spectroscopy

Transient grating spectroscopy (TSG) is a time-resolved optical technique that relies

on interfering laser beams monitored through diffraction of a third probe laser beam

[37]. It uses the optical interference of two or more excitation pulses overlapped at

the surface of a sample, where local heating in a geometry defined by the pattern of

interference produces acoustic disturbances, usually in a sinusoidal shape, since the

surface acoustic modes are the primary contributors to the surface displacement.This

technique has been used to analyze the thermal transport and acoustic properties of

systems such as thin-film semiconductors, microsphere lattices, and materials under
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irradiation [38]. The uniformly distributed wave train can be then measured using

the diffraction of a third beam and compared to a fourth beam used as an oscillator

reference in a process known as heterodyne amplification [38].

Optical heterodyning is a process where two slightly different wavelengths illumi-

nate a detector and the difference in their frequencies produces an oscillating electrical

output. It can be used to precisely measure phase and frequency of light signals rel-

ative to a reference light source. A schematic of this setup can be seen in Fig. 3.2.

The interfering beams are generated by passing short-pulsed lasers through a phase

mask consisting of a volumetric diffraction grating. This phase mask is designed to

diffract a big proportion of the light into the ±1 orders of diffraction while the rest of

them are filtered. This is an attractive alternative as it provides a means to generate

a wave train of continuous SAWs on the surface of our sample and can accurately and

non-destructively characterize these high-frequency acoustic systems. An alternative

way of generating the two laser excitation beams is an energy separator cube [39].

Spatial translation of the beams changes the spacing between the beams, in turn

changing the crossing angle on the sample. In contrast, the phase mask pattern must

be entirely changed to alter the crossing angle and the optical fringe spacing on the

sample.

The detection options available for TSG are heterodyne detection, 2D scanning

probe with interferometry and using a time-delayed probe. 2D suspension platform

interferometer (SPI) uses an ultrafast optical pump and probe technique with a

common-path interferometer. By focusing the pump light on a small spot at nor-

mal incidence from the sample, out of plane motion is detected interferometrically

with pm resolution by using two probe pulses at 510 ps intervals at normal incidence
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Figure 3.2: Schematic of a transient grating spectroscopy laser splitting
setup. Using two lasers of different wavelengths the excitation of the
carriers and the SAW train can be generated and measured within the
same region.

from the other side of the sample.

This approach also allows for the dynamic, external control of lateral confinement

of carriers to ”movable” quantum wires (QWi) and quantum dots (QDs). In contrast

to the established methods of self-assembly [11], droplet epitaxy or pre-patterning of

substrates, where the quantum dot and wire confinement is constrained by the physi-

cal dimensions of the structure, trapping charge carriers in dynamic and controllable

SAWs parallel to the plane of the substrate (with the last dimensional confinement

provided by the quantum well) promises tunable, discrete low-dimensional systems

that can be controlled. This opens the door for single-photon emitters with on-

demand wavelength, as well as dynamic confinement to transport the exciton along

the QW.

3.2.4 Sample Growth

We grew a GaAs/Al0.3Ga0.7As multiple quantum well structure on a GaAs(100) sub-

strate using a GEN 930 MBE system. The structure consisted of three quantum wells

of different thicknesses placed at different depths to exploit different stress conditions
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and excitonic optical resonances (see Fig. 3.3). Substrates are placed mounted on a

molybdenum block using In metal bonding, which provides temperature uniformity

across the sample. The samples are then put under vacuum conditions for 16 hours

prior to mounting them on a substrate heater inside the growth chamber. Here the

temperature is monitored using a thermocouple and a pyrometer, which are both

checked against known surface reconstructions for this substrate. After oxide desorp-

tion, we decreased the substrate temperature to the growth temperature (580◦ C). At

this point the surface shows a slightly spotty (2 × 4) surface reconstruction, which

turns fully streaky after deposition of a few monolayers of epitaxial GaAs.

Figure 3.3: Schematic of the multiple quantum well structure used for this
study. Gray sections correspond to GaAs and white sections to AlGaAs.
The Al0.3Ga0.7As composition is determined using RIOs, XRD, and Raman
spectroscopy.
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3.3 Results and Discussion

We employed several different characterization techniques that served as hands-on

training for the author. The date we acquired showed the high quality sample fabri-

cation level we are able to produce, both structurally and optically.

3.3.1 X-ray diffraction

After calibrating our composition using RHEED intensity oscillations with a couple

of samples, we did a 2θ/ω analysis of the samples to determine the level of agreement

in alloy composition. Vegard’s law dictates an almost linear dependence of the lattice

constant of Al1−xGaxAs with concentration x. We determined a very close agreement

in the alloy content for x=30% in addition to a high film quality evidenced by the

presence of Pendellösung fringes. These fringes are the product of the unpolarized

x-rays satisfying electromagnetic boundary conditions for the Bragg condition. [40]

Figure 3.4: XRD pattern of a Al0.3Ga0.7As MQW.
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3.3.2 Raman spectroscopy

To make sure our sample composition is accurate, more than one technique was used.

Raman allows the measurement of the response from the AlGaAs alloy and comparing

the peaks corresponding to both GaAs and AlAs optical phonons provides information

on the composition, as calculated by Kim and Spitzer [41].

Figure 3.5: Spectrum of a Raman spectroscopy study of the same
GaAs/AlGaAs MQW. We used a 532 nm laser to measure the sample
at 8 K. The position of each peak is determined by the composition of the
alloy, and measuring the peak’s center provides us with a measurement of
Al content.

3.3.3 Photoluminescence

The structure consisted of three quantum wells of different thicknesses placed at

different depths to exploit different stress conditions and excitonic optical resonances

(see Fig. 3.3). Each one of these three quantum wells would have a specific confined
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state above the band edge that we can calculate and measure.

Figure 3.6: Photoluminescence spectrum of the multiple quantum well
structure used in this study. The sample was measured at 7 K and mea-
sured with a 532 nm laser wavelength.

Figure 3.6 shows four very clear peaks which we can assign to each of the QWs

and the GaAs substrate. The optical quality displayed by these samples is indicative

of a low-defect level and overall structural integrity, ideal for this project.

Using a simple particle in a box model we calculated the energies for the electronic

transitions in these quantum wells in an isolated form at 7 K and obtained values

that are within the vicinity of experimental values (Fig. 3.7).

3.3.4 Transmission Electron Microscopy

We verified the structure growth using a JEOL JEM-2100 HR Analytical Transmission

Electron Microscope (TEM) as seen on Fig. 3.8. Each of the planned layers is present

and GaAs is distinguishable from AlGaAs by the contrast in the image, where darker

colors correspond to GaAs. Comparison in expected thicknesses between figures 3.3
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Figure 3.7: Plot of emission wavelength from the MQW sample calculated
from expected values (green), calculated from measured well thickness in
TEM (blue) and experimental values taken from PL (red).

and 3.8 illustrates an error of ≤ 2% in the nominal calculated value. This confirms

the high structural quality we inferred from the PL studies.

3.4 Conclusions and Future Work

In this study we were able to calculate the depths at which GaAs QWs would be

aligned with the high stress points of a SAW travellin on the surface of the sample.

Using MBE we fabricated a structurally sound and optically active sample ready

for future implementation in a TSG setup. Development of this setup requires the

implementation of a working PL setup for which advances have been developed. In-

clusion of a second and third laser (plus optical equipment required for diffraction)

are the following steps. We started the development of quantum logic gates using this

technology and will continue to develop this approach as the experimental setup is

installed. We attempted this development during the summer of 2019, and were able
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Figure 3.8: (Color online) Transmission electron micrograph of the mul-
tiple quantum well structure.

to measure a spectra similar to the one reported in Fig. 3.6 at 77 K. Due to factors

outside of the work group the study had to stop in order to focus on other projects.

This very promising project is therefore still open to future developments with the

initial next steps described here earlier.
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CHAPTER 4:
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Baolai Liang, and Paul J. Simmonds

Reproduced from J. Vac. Sci. Technol. B (2020), 37(6), 061820-1, with

the permission of AIP Publishing.

4.1 Introduction

We have established a robust set of growth conditions for homoepitaxy of high quality

InAs with a (111)A crystallographic orientation by molecular beam epitaxy (MBE).

By tuning substrate temperature, we obtain a transition from a 2D island growth

mode to step-flow growth. Optimized MBE parameters (substrate temperature =

500 ◦C, growth rate = 0.12 ML/s and V/III ratio > 40) lead to growth of extremely

smooth InAs(111)A films, free from hillocks and other 3D surface imperfections. We

see a correlation between InAs surface smoothness and optical quality, as measured by

photoluminescence spectroscopy. This work establishes InAs(111)A as a platform for

future research into other materials from the 6.1 Å family of semiconductors grown

with a (111) orientation. In recent years, there has been renewed interest in epitaxial

growth on the (111) surfaces of III-V semiconductors. This resurgence is driven by

the unique properties of this crystallographic orientation, which are attractive for a
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range of emerging technologies [42]. High quality, (111)-oriented material is needed

for transistors where electron transport occurs in both Γ and L valleys [43]; quantum

dots with negligible fine-structure splitting for entangled photon sources [44, 45];

V2–VI3 topological insulators whose crystalline quality benefits from the threefold

symmetry of the (111) surface [46, 47]; and transition metal dichalcogenides and

other 2D materials since the (111) surfaces lend themselves well to van der Waals

epitaxy [48, 49].

Before we can unlock the full of potential of (111) surfaces, we must first overcome

the challenge of growing semiconductors with this orientation, since growth on (111) is

frequently more difficult than growth on traditional (001) substrates. The formation

of large 3D hillocks during molecular beam epitaxy (MBE) can impair the optical and

electronic properties of these materials [42]. As the result of considerable research

efforts, high-quality, (111)-oriented materials can now be grown on some of the most

commonly used III-V substrates. Growth conditions have been optimized for the A

and B faces of GaAs(111) [50, 51, 52, 53, 54, 55, 56, 57]. Similarly, several papers

explore the MBE parameters for homoepitaxy of InP(111), as well as for heteroepitaxy

of its technologically relevant lattice-matched alloys, In0.52Al0.48As and In0.53Ga0.47As

[45, 58, 59, 11].

In contrast, few studies exist concerning the growth of InAs(111)A [60, 61, 62, 63].

Reference [60] demonstrates rough InAs(111)A surfaces covered in a high density

of hillocks, while references [62, 64] grew only very thin films (¡ 30 nm) for low-

temperature scanning tunneling microscopy, which would not be thick enough for

future device structures. A systematic study of the effects of MBE growth conditions

on InAs(111)A morphology and material quality has not yet been reported.
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Establishing the MBE growth of InAs(111)A would open up research areas requir-

ing (111)-oriented growth with lower band gaps than can be reached with the GaAs

and InP materials systems. In addition, growth of high-quality InAs(111)A would

provide access to other (111)-oriented semiconductors in the 6.1 Å materials family

[65]. With a lattice constant of 6.058 Å, InAs is almost lattice matched to GaSb and

AlSb (6.096Å and 6.136 Å respectively), as well as to several II-VI semiconductors.

Monolithic integration of these 6.1Å materials on (111) surfaces would create the op-

portunity for developing heterostructures with previously unavailable functionalities

[65].

In this paper we add InAs(111)A to the list of III-V substrates for which homoepi-

taxial growth conditions have been comprehensively studied. We determine the MBE

growth conditions required for minimizing surface roughness and maximizing material

quality. We show that the growth of InAs(111)A is particularly sensitive to careful

choice of substrate temperature.

4.2 Methods

Using an indium effusion cell and a valved As4 source, we use MBE to grow InAs on

pieces of undoped InAs(111)A substrate. We use As4 for consistency with existing

literature reports, most of which use this As species [60, 63]. Since (111)A substrates

cleave preferentially along the [110], [101] and [011] directions, the resulting pieces are

triangles and parallelograms, which are incompatible with indium-free sample holders.

We therefore use high-purity indium metal to mount the cleaved InAs(111)A pieces

onto molybdenum blocks, an approach that provides excellent temperature uniformity

across the sample. We monitor substrate temperature, Tsub, using a thermocouple

behind the substrate and an infrared pyrometer, calibrated against known changes



52

in surface reconstruction using reflection high-energy electron diffraction (RHEED).

We remove the InAs surface oxide by heating the substrate under As4 to Tsub = 495

◦C, annealing it for 600 s, and then annealing at 500 ◦C for a further 180 s. We then

adjust Tsub to the required growth temperature. After oxide desorption, RHEED

shows a clear (2 × 2) surface reconstruction. Using RHEED intensity oscillations

performed on the (001) surface, we calculate growth rates on (111)A in monolayers

per second (ML/s).

To identify optimal MBE conditions for InAs(111)A homoepitaxy, we grew three

experimental series, each sample consisting of 100 nm InAs, to explore the effects

of: i) Tsub from 380–520 ◦C; ii) InAs growth rate from 0.06–0.24 ML/s; and iii) and

As4/In V/III atomic flux ratio from 12 to 48. For a given In flux in atoms cm−2s−1,

we find the equivalent atomic As flux by reducing the As until we see a transition

from the As-stabilized (2x4) reconstruction to the In-stabilized (4x2) reconstruction

on InAs(001). We use multiples of the corresponding As beam equivalent pressure to

obtain any desired V/III atomic flux ratio. After growth, we anneal samples under

As4 at the growth temperature for 180 s to promote surface smoothing [63], before

cooling under As4. We characterize InAs surface morphology using atomic force

microscopy (AFM), and calculate the root mean square roughness, Rq, from 1 × 1

µm2 AFM images (unless otherwise noted). We characterize material quality using

room-temperature photoluminescence (PL) spectroscopy. We also explored the use

of x-ray diffraction and Raman spectroscopy to measure crystal quality. However,

these techniques did not provide sufficient resolution to distinguish between the best

and worst of the samples in this study, and so the results are not discussed here. All

error bars in this study show the standard deviation across multiple measurements,
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divided by the square root of the number of measurements.

4.3 Results

4.3.1 Substrate Temperature Variation

InAs(111)A material quality is strongly dependent on Tsub, with both surface mor-

phology and PL intensity optimized in the range 470–500 ◦C.

We grew a series of InAs(111)A samples at Tsub = 380, 410, 440, 470, 500, and

520 ◦C, while holding the growth rate and V/III ratio constant at 0.12 ML/s and

24 respectively. At Tsub ≤ 440 ◦C, growth proceeds by the formation of 2D flat,

monolayer-high islands that show no preferential growth direction (Figs. 5.1(a)–(c)).

Between Tsub = 470 ◦C and 500 ◦C, we see a transition from layer-by-layer growth

to step-flow growth, with the formation of long terraces (Figs. 5.1(d)–(e)). As well

as this change in growth mode, raising Tsub from 380 ◦C to 500 ◦C also smooths

the InAs(111)A surface, lowering Rq from 4.9 Å to 1.4 Å . However, increasing Tsub

further, to 520 ◦C, has the opposite effect, roughening the InAs(111)A surface, pre-

dominantly as a result of step-bunching (Fig. 5.1(f)).

Samples grown at Tsub ≥ 440 ◦C exhibit a twofold increase in PL intensity, com-

pared to samples grown at lower temperature (Fig. 5.1(g)). Defects such as dis-

locations and mid-gap trap states can act as non-radiative recombination centers,

reducing PL intensity. The brighter PL we see for Tsub ≥ 440 ◦C, therefore suggests

that the material quality is enhanced in samples grown at higher temperature.

Fig. 5.1(h) illustrates that we can obtain extremely smooth InAs(111)A and

bright PL emission simultaneously. From these results, one should grow InAs(111)A

at Tsub = 470–500 ◦C for optimal material quality.
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Figure 4.1: (a)-(f) 1µm × 1µm AFM micrographs showing the effect of
Tsub on InAs(111)A surface morphology. Height for (a)-(c) is 3 nm while
for (d)-(f) it is 1 nm. All samples were grown at 0.12 ML/s, with a V/III
ratio of 24. A dramatic decrease in Rq surface roughness above Tsub = 440
◦C, is accompanied by a transition from island growth to step-flow growth.
(g) InAs(111)A PL spectra as a function of Tsub. PL is brighter for samples
grown at higher temperature, consistent with improved material quality.
(h) Triangles show Rq (over a 1 µm2 area) as a function of Tsub, with
roughness minimized at 470–500 ◦C. Squares show the integrated intensity
of the PL spectrum for each Tsub sample. We see a sharp increase in light
emission intensity above Tsub = 410 ◦C.



55

4.3.2 Growth Rate Variation

InAs(111)A material quality is weakly dependent on InAs growth rate (GR), with

both surface smoothness and PL intensity optimized in the range 0.06–0.12 ML/s.

We grew a series of InAs(111)A samples with growth rates of 0.06, 0.12, and 0.24

ML/s, while holding Tsub at 500 ◦C, based on the results above. For each sample, we

adjusted the As4 flux to maintain a constant V/III ratio of ∼24.

All three samples exhibit a step-flow morphology. Looking at 5× 5 µm2 areas of

the samples, Rq roughness decreases monotonically with increasing growth rate (Fig.

5.2(a)-(c)). However, at higher magnification (insets to Fig. 5.2) the sample grown

at 0.12 ML/s shows the smoothest surface due to its long terraces, ∼ 1µm wide).

The 0.06 ML/s and 0.12 ML/s samples show almost identical PL emission, with

a slight decrease in intensity for the sample grown at 0.24 ML/s (Fig. 5.2(d)). The

small reduction in PL intensity suggests that at higher growth rate, shorter adatom

migration lengths may introduce point defects, so that material quality starts to

suffer.

Fig. 5.2(e) shows that by growing more slowly, we can optimize InAs(111)A sur-

face smoothness and optical quality at the same time. Given that surface morphology

of the sample grown at 0.12 ML/s presents the lowest roughness and bright optical

emission, we recommend using this growth rate.

4.3.3 V/III Ratio Variation

InAs(111)A material quality is weakly dependent on V/III flux ratio, with surface

smoothness and PL intensity optimized in the range 24–48.

We grew a series of InAs(111)A samples with V/III flux ratios of 12, 24, and 48,

while holding Tsub and growth rate constant at 500 ◦C and 0.12 ML/s respectively,
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Figure 4.2: (Color online) (a)-(c) AFM micrographs showing the effect of
InAs(111)A growth rate on surface morphology. All samples were grown
at 500 ◦C, with a V/III ratio of 24. Large figures are 5 × 5 µm2 scans
with a height of 3 nm, with insets of 1 × 1 µm2 and height of 1 nm. (d)
InAs(111)A PL spectra as a function of sample growth rate. These spectra
are similar in intensity, indicating that InAs(111)A optical quality is only
weakly dependent on growth rate. (e) Triangles show Rq (over a 1 µm2

area) as a function of InAs(111)A growth rate, with the lowest roughness
occurring at 0.12 ML/s. Squares show the integrated intensity of the
PL spectrum for each growth rate. PL intensity decreases at the highest
growth rate, and the surface becomes rougher.
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based on the results above.

At a V/III ratio of 12, we observe the growth of ”wedding cakes” (concentric

stacks of 2D islands), ∼ 7 nm tall, across the sample surface. Increasing the the

V/III ratio to 24 produces a significantly smoother surface, where a step-flow growth

can be seen around the wedding cakes. For V/III ratios ∼ 48, InAs(111)A growth

transitions fully into a step flow mode with atomically flat terraces, ∼ 1 µm wide

(Fig. 5.3(a)-(c)).

PL intensity declines slightly with increasing V/III ratio, over the range studied

here, which could indicate a reduction in material quality, possibly due to the for-

mation of As antisite defects. Alternatively, it is possible that as the InAs becomes

extremely smooth (Fig. 5.3(c)), outcoupling of photons from the sample is reduced,

lowering the measured PL intensity [66]. The PL intensities of the three samples

measured are within 1.5 standard deviations of each other (Fig. 5.3(e)). To put this

in context, the standard deviation of the intensity from these three samples’ intensity

is comparable to the difference in intensity we see between PL measurements done at

different locations on the same sample.

Plotting InAs(111)A Rq and integrated PL intensity as a function of V/III ratio

(Fig. 5.3(e)), the situation differs from what we saw for Tsub (Fig. 5.1(h)) and InAs

growth rate (Fig. 5.2(e)). For the V/III ratio series, there does not seem to be

an analogous correlation between smoother surfaces and enhanced material quality.

However, since the optical quality seems to remain fairly high regardless of the V/III

ratio used, it makes sense to optimize V/III ratio in order to achieve the smoothest

InAs(111)A, and so we recommend V/III flux ratios of ∼ 48.
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Figure 4.3: 5×5 µm2 AFM micrographs showing the effect of V/III ratio on
surface morphology. All samples were grown at 500 ◦C, with a growth rate
of 0.12 ML/s. Large images have a height of 6 nm, with insets of 1×1 µm2

and height of 1 nm. For V/III > 12, we see smooth InAs(111)A surfaces
and the formation of regularly spaced terraces aligned perpendicular to the
[110] direction. (d) InAs(111)A PL spectra as a function of V/III ratio. The
spectra are reasonably close in intensity, indicating limited dependence of
V/III ratio on InAs(111)A optical quality. (e) Triangles show Rq (over a 1
µm2 area) as a function of V/III ratio, showing that ratios above 24 result
in the smoothest film growth. Squares show the integrated intensity of
the PL spectrum for each V/III ratio sample. Although there is a small
downward trend with increased V/III ratio, the magnitude of the change
is almost within the measurement error.
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Figure 4.4: (Color online) Contour plots of Rq roughness as function of
(a) growth rate and Tsub, (b) V/III ratio and Tsub. Contour plots of in-
tegrated PL intensity as function of (c) growth rate and Tsub, and (d)
V/III ratio and Tsub. Deeper color hues indicate improved material pa-
rameters: darker magenta and blue indicate smoother surface and higher
PL intensity, respectively.
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4.3.4 Summary of growth conditions

Fig. 5.4 summarizes the MBE conditions that lead to smooth, high-quality homoepi-

taxial InAs(111)A. Figs. 5.4(a)–(b) show how surface roughness is minimized at Tsub

= 475–500 ◦C when we use a growth rate of 0.12 ML/s and V/III ratios of 24–48.

Figs. 5.4(c)–(d) show that PL intensity is also brightest when these growth conditions

are used, confirming that we can simultaneously optimize both InAs(111)A surface

morphology and optical quality.

4.4 Conclusions

We have established a set of MBE growth parameters that yields exceptionally smooth

InAs(111)A homoepitaxial films with atomically flat terraces, ∼ 1 µm in width, and

optimal optical quality. The ability to grow smooth, high-quality InAs(111)A films

opens up opportunities for research into other 6.1 Å semiconductors that share this

technologically relevant surface orientation.
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with the permission of AIP Publishing.

Interest in III-V semiconductors with a (111) orientation has increased in recent

years. The unique structural and electronic properties of semiconductors with this

crystallographic orientation are the main driver behind this renewed interest [42].

The symmetry of the (111) surface means these III-V materials are well-suited to in-

tegration with 2D materials such as transition metal dichalcogenides [48, 49], V2–VI3

topological insulators [46, 47], and certain IV-VI rocksalt semiconductors such as

PbSe [67]. Transistors with a (111) orientation may offer ballistic electron transport

in both Γ and L valleys, to overcome the density of states bottleneck [43]. Quantum

dots (QDs) with a (111) orientation have negligible fine-structure splitting, making

them ideal entangled photon sources [44, 45].
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For this latter application, Stranski-Krastanov (SK) self-assembly of QDs on (111)

surfaces must be driven by tensile strain [68]. The specific combination of tensile strain

and surface orientation creates an energy barrier to dislocation nucleation and glide,

resulting in the spontaneous formation of defect-free QDs [56, 57, 3]. The presence of

residual tensile strain in the self-assembled QDs also modifies their properties, lending

them some unusual characteristics. Tensile strain breaks the valence band degeneracy,

lifting the light-hole band above the heavy-hole band [69], and raising the prospect of

light-hole exciton formation in QDs for quantum media conversion applications [70].

Tensile strain also reduces the semiconductor band gap energy (Eg), pushing QD light

emission and absorption towards the infrared (IR) [71, 45, 72, 11, 68]. This reduction

in Eg typically exceeds the increase in the QD ground state transition energy that

comes from quantum confinement. The result is light emission below the band edge

of the bulk material from which the QDs are composed [71, 45, 72, 68].

The ability to grow QDs with red-shifted light emission presents us with an op-

portunity to create novel optoelectronic devices for IR applications. By synthesizing

tensile-strained QDs from III-V semiconductors such as In1−xGaxAs that have a nar-

row bulk band gap, we could in principle engineer highly tunable mid-IR light sources.

Laser devices based on self-assembled QDs (e.g., Ref. Norman2019) are significantly

quicker, easier and cheaper to grow than quantum cascade structures [73].

In this paper we explore the self-assembly of tensile-strained In1−xGaxAs QDs

by molecular beam epitaxy (MBE) on InAs(111)A. This is a rich material system:

changing the Ga content, x, adjusts both the In1−xGaxAs band gap and the amount

of tensile strain due to lattice mismatch with the InAs matrix. Raising x increases Eg

in In1−xGaxAs, but also increases the tensile strain, which serves to simultaneously
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reduce Eg. When we combine these composition-related effects with the additional

degree of freedom that comes from quantum confinement, it is easy to see just how

tunable the band structure of tensile In1−xGaxAs QDs could be.

A few research groups have previously explored tensile-strained GaAs and In0.5Ga0.5As

QDs and quantum wells (QWs) [74, 75, 76, 77]. Those reports all focused on GaSb(001)

as the substrate material. Despite the fact that efficient tensile strain relief can be

an issue for achieving defect-free self-assembly on (001) surfaces [57, 78], these re-

searchers were able to demonstrate QD and QW light emission in the 2 − 2.3 µm

range by keeping the nanostructures small [74, 75, 76]. More recent studies show

that moving from (001) to (111) substrates will give us more flexibility in QD size,

since dislocation formation is retarded in (111)-oriented semiconductors under tensile

strain [56, 57].

We therefore use InAs substrates with a (111)A orientation to help minimize

plastic relief of the tensile strain. Our choice of InAs instead of GaSb allows us

to use arsenic as a common anion for both the QD and matrix. This means we

can cap the QDs immediately without the need for complex shutter sequences at

the III-As / III-Sb interfaces, which helps minimize any QD annealing effects [79].

We investigate how one can control the size and areal density of the self-assembled

In1−xGaxAs/InAs(111)A QDs as a function of their composition and MBE growth

conditions. We use a combination of computational modeling and photoluminescence

(PL) to explore the electronic structure of these QDs. This work sets the stage for

future studies of the optical properties of tensile-strained In1−xGaxAs(111) QDs.
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5.1 Methods

All samples were grown via solid-source MBE on unintentionally doped, nominally

on-axis (±0.5 ◦) InAs(111)A substrates. We use high-purity indium metal to mount

the InAs(111)A substrates onto molybdenum blocks, which ensures excellent tem-

perature uniformity across each sample. We monitor substrate temperature (Tsub)

using a thermocouple behind the substrate and an infrared pyrometer, calibrated by

reflection high-energy electron diffraction (RHEED) against known changes in sur-

face reconstruction. We calculate growth rates in monolayers per second (ML/s) on

(111)A from RHEED intensity oscillations performed on the (001) surface. We cali-

brate the composition of the In1−xGaxAs layers using RHEED intensity oscillations

and ex-situ X-ray diffraction.

We begin by heating the InAs(111)A substrates under As4 to Tsub = 495 ◦C

to remove the native oxide. We use As4 for consistency with previous studies of

InAs(111)A homoepitaxy [80, 60, 63]. We then anneal the substrate for 600 s at this

temperature, followed by a further annealing step at 500 ◦C for 180 s. After oxide

removal and annealing, the RHEED shows a bright (2×2) surface reconstruction. To

smooth the substrate surface, we grow a 100 nm InAs buffer at Tsub = 500 ◦C, with

a growth rate of 0.12 ML/s and an As4/In flux ratio of 48. We have optimized these

conditions for InAs(111)A homoepitaxy previously [80].

We then adjust Tsub and cell temperatures as required for a specific deposition of

In1−xGaxAs/InAs(111)A experiment. In this study, we explore In1−xGaxAs coverage

from 2−4 ML, In1−xGaxAs composition from x = 0.25− 1.00, and Tsub from 410− 500 ◦C.

Depending on the purpose of the experiment, the In1−xGaxAs QDs are either left ex-

posed for atomic force microscopy (AFM), or buried with an InAs capping layer for
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photoluminescence (PL) spectroscopy. We grew all In1−xGaxAs layers at 0.4 ML/s,

adjusting the In and Ga fluxes according to the alloy composition. During the tran-

sition between layers there is no change or pause other than the minimum required

to change the substrate temperature and Ga, In, or As flux when required by the

different growth series.

We use NanoScope software to analyze multiple AFM images of surface In1−xGaxAs

QDs from each sample to find the average QD height, diameter, and areal density. We

calculate error bars for each parameter by dividing the standard deviation of each pa-

rameter population by the square root of the number of QDs measured, which amount

to the total visible QDs in each AFM scan [81]. We examine the structure, morphol-

ogy, and compositional distribution of our samples using cross-sectional bright-field

transmission electron microscopy (TEM), and scanning TEM (STEM) combined with

electron energy loss spectroscopy (EELS) to map material composition. We prepare

TEM samples using a focused ion beam lift-out method and characterize them in a

JEOL 200F ARM operating at 200 kV. All TEM images, STEM images, and EELS

maps were taken with the samples tilted to align the electron beam to a [110] zone-

axis.

5.2 Results and Discussion

Fig. 5.1 shows a matrix of AFM images from the full set of In1−xGaxAs on InAs(111)A

samples we grew. Moving from left to right corresponds to increasing the Ga con-

tent (x) of the In1−xGaxAs layer, while moving from top to bottom corresponds to

increasing the InGaAs coverage. Below we discuss some of the trends revealed in this

matrix.
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Figure 5.1: 500 nm × 500 nm AFM micrographs showing the evolu-
tion of surface morphology after deposition of 2− 4 ML In1−xGaxAs, with
Ga concentrations of x = 0.25, 0.5, 0.75 and 1.0. We grew all samples at
Tsub = 410 ◦C. The z-scale is 3 nm for all images. The dashed outline
highlights the ML coverage series for In0.5Ga0.5As (Sec. 5.2.1). The solid
outline highlights the In1−xGaxAs composition series for 3 ML coverage
(Sec. 5.2.2).
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5.2.1 In0.5Ga0.5As/InAs(111)A coverage series

The column with the dashed outline in Fig. 5.1 highlights a series of In0.5Ga0.5As

samples grown at Tsub = 410◦C where we increase the coverage from 2 to 4 ML. We

focus on this series in Fig. 5.2.

The sample grown with 2 ML In0.5Ga0.5As exhibits a comparatively smooth sur-

face, for which flat 2D islands are the predominant morphological feature (Fig. 5.2(a)).

Prohl et al. reported previously that nucleation of InAs on GaAs(001) can occur at

deposition amounts lower than 1.6 ML on defects and hollow sites of the c(4×4) GaAs

reconstruction. The few seemingly already-assembled island visible on Fig. 5.2(a) do

not provide enough information to quantify their morphological features with sta-

tistical significance. When we raise the coverage to 3 ML, we observe a dramatic

change in the morphology, such that the surface is covered in self-assembled 3D In-

GaAs QDs (Fig. 5.2(b)). This 2D-to-3D transition is a hallmark of the SK growth

mode. The tensile lattice mismatch between In0.5Ga0.5As and InAs(111)A is 3.3 %,

with the critical thickness for SK growth lying between 2 and 3 ML (Figs. 5.2(a)-(b)).

A critical thickness in this range is consistent with the 2 − 2.5 ML reported for the

InAs/InAlAs(001) QD system that has a compressive mismatch of 3.2 % [82, 83]. By

staying below this critical thickness, we can therefore produce 2D In0.5Ga0.5As QWs

under large tensile strains, with potential IR optoelectronic applications [75]. As we

raise the In0.5Ga0.5As coverage from 3 ML to 4 ML, the 3D QDs increase in average

height (0.57± 0.03 to 0.69± 0.14 nm), average diameter (7.9± 0.2 to 8.7± 1.0 nm),

and areal density (2.3 to 6.8× 1011 cm−2) (Fig. 5.2(c)).

We can tune the critical thickness for the SK growth mode by modifying the

magnitude of the tensile strain. The presence of QDs in Figs. 5.1(b)−(c) means
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that the transition to 3D self-assembly has already occurred by the time we have

deposited 2 ML InGaAs. In0.25Ga0.75As and GaAs are lattice mismatched to InAs by

5.0 % and 6.7%, respectively. Compared with the In0.25Ga0.75As sample in Fig. 5.1(a),

the resulting increase in tensile strain in these cases has reduced the critical thickness

below 2 ML. Again, this is consistent with other highly strained SK systems such as

InAs/GaAs(001) QDs where 7.2 % compressive lattice mismatch results in a critical

thickness of ∼ 1.6 ML [84]. In general, the higher the strain, the lower the critical

thickness for SK growth [85, 86]. The ternary nature of the tensile InGaAs QD system

gives us a great deal of control in this respect.

5.2.2 In1−xGaxAs/InAs(111)A composition series

The row with the black outline in Fig. 5.1 highlights a 3 ML In1−xGaxAs sample series

grown at Tsub = 410◦C, in which we tune the Ga concentration: x = 0.25, 0.50, 0.75 and 1.00.

We focus on this series in Fig. 5.3.

At x = 0.25, the tensile strain resulting from the 1.67 % lattice mismatch be-

tween the In0.75Ga0.25As and the InAs(111)A substrate is insufficient to drive QD

self-assembly (Fig. 5.3(a)). Similarly to the discussion in the previous section for

Fig. 5.2(a) these few islands do not provide enough information to accurately de-

scribe their morphology. Indeed, Fig. 5.1(h) shows that the surface remains flat,

even after 4 ML In0.75Ga0.25As deposition. As we have already mentioned, the abil-

ity to grow smooth tensile-strained InGaAs layers could be useful for QW-based IR

optoelectronics [75].

As we raise x, we reduce the In1−xGaxAs lattice constant. The result is a greater

lattice mismatch with the InAs(111)A substrate and hence higher tensile strain. For a

Ga concentration of x = 0.5, the tensile strain is large enough to produce spontaneous
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QD formation from 3 ML coverage (Fig. 5.3(b)). As we further increase the Ga

concentration to x = 0.75 (Fig. 5.3(c)) and then x = 1.0 (Fig. 5.3(d)), we see that

the 3 ML In1−xGaxAs QDs become larger and more densely packed. InGaAs QD

areal density increases by almost six times (2.32 to 13.6× 1011 cm−2) as we raise x

from 0.5 to 1.0 (Fig. 5.3(e)), with smaller increases in QD height and diameter over

the same compositional range (Fig. 5.3(f)).

That we see larger, higher density QDs in Figs. 5.3(e)−(f) for a constant InGaAs

coverage of 3 ML confirms our finding from the InGaAs coverage series that critical

layer thickness is dependent on the strain. Because tensile strain increases as we raise

x, the critical thickness required for the 2D-to-3D SK transition is reduced [86, 85, 3].

A thinner wetting layer means that a greater proportion of the 3 ML InGaAs will

end up in the 3D QDs, and so their size and areal density increase accordingly.

5.2.3 In0.5Ga0.5As/InAs(111)A substrate temperature series

We use a third set of samples to explore how Tsub affects the morphology of 3 ML

In0.5Ga0.5As QDs (Figs. 5.4(a)–(d)). As we raise Tsub from 410 ◦C to 500 ◦C, the areal

density of the In0.5Ga0.5As QDs decreases by almost 20× from (2.32 to 0.12× 1011 cm−2)

(Fig. 5.4(e)).

The ability to tune QD density by as much as an order of magnitude with InGaAs

composition (i.e., tensile strain) (Fig. 5.3(e)) and Tsub (Fig. 5.4(e)) is desirable for

future optoelectronic applications. High QD density is suited to high intensity pho-

ton emission for LEDs/lasers, while low QD density is appealing for single-photon

generation where light collection from individual QDs is needed.

As we raise Tsub over the same range, the average diameter of the InGaAs QDs

increases monotonically by a factor of three (Fig. 5.4(f)). Average QD height also
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initially increases, peaking at ∼ 440 ◦C (Fig. 5.4(f)). These trends are consistent

with ripening effects observed in previous studies of both compressive- and tensile-

strained QD systems [87, 56]. As we increase Tsub, adatom surface diffusion length is

enhanced, resulting in the formation of large, low density QDs that are more ef-

ficient at minimizing the strain energy than small, high density QDs. However,

further raising Tsub to 470–500 ◦C, reduces the average QD height. These obser-

vations indicate the formation of larger, flatter InGaAs islands (Fig. 5.4(d)) at high

Tsub. A similar temperature-dependence of QD aspect ratio has been seen during

SK growth of tensile-strained GaAs/InAlAs(111)A QDs [11], and droplet epitaxy of

InAs/GaAs(111)A QDs [88], where it was attributed to longer adatom diffusion and

an enhanced ability for adatoms to migrate from the tops of islands to the terrace

below.

5.2.4 Transmission Electron Microscopy of In0.5Ga0.5As

We used cross-sectional TEM to examine 3ML and 4ML In0.5Ga0.5As QDs grown at

410 ◦C, i.e., equivalent to those in Figs. 5.2(b) and (c) but capped with InAs. We

used low magnification TEM to survey wide areas of these samples and examine their

film quality (Fig. 5.5), and strain contrast from the presence of the InGaAs QD and

wetting layers is visible at the interface between the InAs buffer and cap layers. For

the 3 ML sample, we see that the InAs capping layer is free of threading dislocations

originating at the In0.5Ga0.5As QD layer (Fig. 5.5(a)). This lack of defects indicates

that tensile strain in the 3 ML InGaAs QDs is not high enough to cause widespread

relaxation. We do however see several defect types originating in the substrate, in the

InAs buffer, and at the interface between the two. These defects and strain contrast

visible along that interface are unrelated to the InGaAs QDs and instead suggest
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that the quality of the InAs(111)A substrate itself, as well as the pregrowth surface

treatment, were not fully optimized for these specific samples.

When we raise the In0.5Ga0.5As coverage to 4 ML (Fig. 5.5(b)), we see more

pronounced contrast in the InGaAs layer than for the 3 ML InGaAs sample, consistent

with the larger InGaAs QDs in this sample (Fig. 5.2). However, we also observe a high

density of defects originating at the InGaAs layer, consistent with increased strain

from the larger InGaAs QDs in this sample. This was a high enough stress to cause

relaxation via widespread dislocation nucleation and glide [57]. For self-assembly of

defect-free In0.5Ga0.5As QDs, one must therefore remain below this upper deposition

limit of 4 ML.

Figs. 5.6(a) and (d) show bright-field (BF) STEM images from the 3ML and 4ML

InGaAs QD samples, respectively. Figs. 5.6(c) and (f) show corresponding EELS

maps of the Ga L-edge signal from the boxed regions of the 3 ML and 4 ML samples

in Fig. 5.6(a) and (d). Figs. 5.6(b) and (e) show high-resolution TEM images of

QDs from the 3ML and 4ML samples respectively, with numbered QD locations that

correspond to positions on the EELS maps.

Figs. 5.6(d)-(e) show that the strain contrast around each 4 ML QD extends much

farther than the EELS map in Fig. 5.6(f) shows the actual QD size to be. Conversely,

for the 3ML QD sample the apparent QD size in the BF TEM/STEM (Figs. 5.6(a)-

(b)) better matches the QD size indicated by EELS mapping (Fig. 5.6(c)) because

the QDs are not straining the surrounding InAs lattice as much.

We note that while both the 3ML and 4ML QDs are visible in BF TEM and

BF STEM imaging modes due to their strain contrast, they are not readily visible

in the annular dark-field (ADF) STEM imaging mode used concurrently with EELS
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mapping. Therefore, to allow us to correlate the EELS maps with BF TEM and

BF STEM images of the same areas, we intentionally chose EELS mapping locations

close to easily identifiable features or defects such as that on the left hand side of

Fig. 5.6(a). For the 3 ML InGaAs sample in particular, Fig. 5.5(a) shows that such

defects are not representative of the crystal quality of the sample as a whole.

The EELS mapping reveals that in both samples, the InGaAs QDs have low

height-to-diameter ratios, and that QD size and density increases when moving from 3

ML to 4 ML coverage. These observations are consistent with our AFM measurements

of corresponding uncapped 3ML and 4ML samples in Figs. 5.2(b–c).

5.2.5 Electronic structure of In1−xGaxAs/InAs(111)A QDs

Having established the MBE conditions required for defect-free growth of these novel,

tensile-strained InGaAs(111)A QDs, we moved on to explore their electronic struc-

ture. Although the bulk band gap of In1−xGaxAs is larger than InAs for all com-

positions, we know that tensile strain can cause profound changes in semiconductor

band structure [71, 45, 68, 3]. We were therefore interested to see whether for specific

compositions, the tensile strain could reduce the InGaAs/InAs(111)A QDs band gap

sufficiently to produce carrier confinement.

We therefore calculated the bulk band alignments of In1−xGaxAs/InAs(111)A as

a function of composition (Fig. 5.7). Our model accounts for the effects of tensile

strain on the InGaAs band structure by using two different components, an in-plane

hydrostatic term and an axial term. The hydrostatic strain acts on the band gaps of

the system, while the axial component modifies the valence bands. We then calculate

the energy of any confined states in the QDs by solving the Schrödinger equation

for the envelope function in the effective mass approximation. For a more detailed
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description of our model see Ref. schuck2019.

For In1−xGaxAs compositions x = 0.25−0.75, we obtain a type-II band structure,

with a barrier in the valence band (Figs. 5.7(a)–(c)). QDs with a type-II band

alignment are of interest for various optoelectronic applications due to their enhanced

carrier lifetimes and the fact that their emission wavelength is tunable with excitation

density [57, 89]. In contrast, for the case where x = 1.0, the band gap of the GaAs is

too large for the tensile strain to lower the conduction band edge below that of the

InAs(111)A barriers. According to these calculations, the tensile-strained GaAs forms

“anti-dots” with respect to the InAs(111)A, with barriers in both the conduction and

valence bands and no confined states (Fig. 5.7(d)).

For x = 0.25, our calculations suggest a weakly confined electron ground state in

the tensile-strained QW (Fig. 5.7(a)). In the coupled WL-QD systems formed when

x = 0.5 − 0.75, the electron ground state appears to be close to or just above the

continuum of states of the InAs barriers (Fig. 5.7(b)–(c)).

We used PL spectroscopy to test these predictions of weakly confined electron

states in at least some of our samples. In particular we looked for evidence of recom-

bination between electrons confined within the In1−xGaxAs QWs or QDs and holes

localized outside of the QDs in the InAs(111)A barriers. However, despite exploring

a range of measurement temperatures and excitation densities, we were unable to de-

tect any obvious light emission from the QDs. This lack of a PL signal confirms either

the limitations of our model’s ability to capture the effect of tensile strain on band

structure, or the fact that even at 7 K, the thermal broadening of the confined states

was sufficient for the electrons to escape. To overcome this issue in future, we will

use this work as the basis for synthesizing these tensile-strained In1−xGaxAs(111)A
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QDs on barriers such as AlGaSb for which even a modest increase in band gap will

ensure robust electron confinement.

5.3 Conclusions

We have established that tensile-strained InxGa1−xAs forms either QWs (for x = 0.25)

or self-assembled QDs (for x ≥ 0.5) when deposited on InAs(111)A in the range of

Tsub = 410− 500 ◦C. For a composition of In0.5Ga0.5As, the critical thickness for the

SK-growth mode formation of these QDs lies between 2 and 3 ML. The accumulated

tensile strain energy from 4 ML In0.5Ga0.5As coverage exceeds the barrier to dislo-

cation nucleation and glide and so plastic strain relief occurs. We can control both

the density and size of the InGaAs QDs as a function of the MBE growth conditions.

Our band structure calculations predict a type-II band alignment with weak electron

confinement for InxGa1−xAs(111)A QWs and QDs where x ≤ 0.75. We anticipate

that the future use of wider band gap barrier materials will allow us to demonstrate

highly tunable light emission from these tensile-strained InxGa1−xAs(111)A QDs for

various IR applications.
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Figure 5.2: 1 µm × 1 µm AFM micrographs showing the evolution of
surface morphology after deposition of (a) 2 ML, (b) 3 ML, and (c) 4 ML
In0.5Ga0.5As. All samples were grown at Tsub = 410 ◦C. The z-scale is 3 nm
for all images.
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Figure 5.3: (a)-(d) 500 nm × 500 nm AFM micrographs showing the
effect of Ga content on the morphology of 3 ML In1−xGaxAs/InAs(111)A.
(a) For x = 0.25, the InGaAs forms a smooth 2D layer with formation of
only occasional QDs. (b) Self-assembled QDs appear for x ≥ 0.50. As the
Ga concentration is increased to (c) x = 0.75, and (d) x = 1.00, we see QD
size and density increase. (e) Areal density of In1−xGaxAs/InAs(111)A
QDs as a function of x. (f) Average QD height (left axis) and diameter
(right axis) against x. All samples grown at Tsub = 410 ◦C, from a coverage
of 3 ML InGaAs. The z-scale for AFM images (a)-(c) is 2 nm, and 5 nm
for (d) for clarity. The z-scale for AFM images is 4 nm
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Figure 5.4: 500 nm × 500 nm AFM micrographs showing how the mor-
phology of 3 ML In0.5Ga0.5As/InAs(111)A changes as Tsub is increased:
(a) 410 ◦C, (b) 440 ◦C, (c) 470 ◦C, and (d) 500 ◦C. QD size increases as
we raise Tsub, accompanied by a decrease in QD areal density. (e) Areal
density of 3 ML In0.5Ga0.5As/InAs(111)A QDs versus Tsub. (f) Graph of
average QD height (left axis) and diameter (right axis) versus Tsub.
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Figure 5.5: Cross-sectional TEM image montages taken at low magnifi-
cation of In0.5Ga0.5As/InAs(111)A samples containing (a) 3 ML and (b) 4
ML InGaAs layers. In (a) we can resolve two distinct strained regions:
at the interface between the substrate and the homoepitaxial InAs(111)A,
and in the 3 ML InGaAs QD layer. In (b) we see the same features, but
the contrast for the In0.5Ga0.5As layer is enhanced due to the larger 4 ML
QDs in this sample. In addition, dislocations in the InAs cap indicate
tensile strain relaxation in these larger 4 ML InGaAs QDs.
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Figure 5.6: Cross-sectional TEM characterization of capped QD samples
grown at 410 ◦C and containing (a)−(c) 3 ML or (d)−(f) 4 ML In0.5Ga0.5As.
BF STEM images of the (a) 3 ML and (d) 4 ML InGaAs QD layers, and
corresponding Ga L-edge EELS maps taken from the boxed areas for 3
ML (c) and 4 ML (f). High-resolution TEM images of (b) 3 ML and (e)
4 ML InGaAs QDs from the same area as the EELS maps in (a) and (c),
respectively. For ease of comparison, we have numbered corresponding
QD locations in the EELS maps and high-resolution TEM images.
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Figure 5.7: Simulation of the bulk band gap of In1−xGaxAs (black curves)
under biaxial tensile strain on InAs(111)A substrates. The darker orange
color signifies the experimentally derived thickness of the 2D wetting layer,
showing its reduction with increasing strain. For samples with x ≥ 0.5,
the lighter yellow color represents the average QD height measured with
AFM. The red lines show the electron ground states for the wetting layer
(solid line) and QDs (dashed line), calculated by solving the Schrödinger
equation in the effective mass approximation.
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CHAPTER 6:

TENSILE-STRAINED INDIUM GALLIUM

ARSENIDE QUANTUM DOTS ON GALLIUM

ANTIMONIDE (111)A

Kevin D. Vallejo, Trent. A. Garrett, Madison D. Drake, Baolai Liang,

Kevin Grossklaus, Carlos I. Cabrera, and Paul J. Simmonds

Reproduced with permission from MDPI Nanomaterials, Nanomaterials

2021, 10(10), XXXX

6.1 Introduction

The opportunities provided by III-V semiconductors grown on high-index planes has

increased in recent years. Recent results on self-assembled structures with photon-

ics applications on the (111) surface greatly drive this interest [45]. In addition to

developing optimal conditions for homoepitaxy of these materials and self-assembly

of these materials [80, 90], integration with 2D materials is a growing field of study.

Some of the directions research is taking in regards to this integration include IV-VI

rocksalt semiconductors such as PbSe [91],V2–VI3 topological insulators [46, 47], and

transition metal dichalcogenides [48, 49]. The (111)-oriented quantum dots (QDs)

that have been reported to be optically active [11] have negligible fine-structure split-
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ting, making them ideal entangled photon sources [44, 45]. Integrating thin films of

these materials and nanostructures into transistors with a (111) orientation have the

advantage of ballistic electron transport in both Γ and L valleys allowing them to

overcome the density of states bottleneck [43].

We employ a combination of surface orientation along the (111) direction and ten-

sile strain between substrate and epilayer to provide an energy landscape where QDs

can nucleate defect-free [56, 57, 3]. In optically active materials, the presence of strain

even in already self-assembled QDs produces a split in the valence band degeneracy

separating the light from the heavy hole bands [69]. This strain is also responsible for

the reduction of the semiconductor band gap energy (Eg), which produces a red-shift

in the luminal properties of these QDs [71, 45, 72, 11, 92].

Light emission in the infrared (IR) coming from these QDs is ideal for future

applications of light-emitting devices (LEDs) based on them. Engineering the band

gap of materials that already emit in the IR, we can further reduce their emission

spectra. These laser structures are potentially faster, cheaper, and less complicated

to grow than quantum cascade laser (QCL) based structures [93, 73].

In the present study we explore the self-assembly of tensile-strained In1−xGaxAs

QDs by molecular beam epitaxy (MBE) on GaSb(111)A. These materials offer several

advantages in combination, as increasing the Ga content in the In1−xGaxAs alloy

increases the band gap of the QDs while also increasing the tensile strain experienced

by the epilayer. The combination of these two factors offers a phase space to study

all the possible combination for tuning the light emission and properties of the QDs.

Furthermore, the barrier height of GaSb can be increased by adding Al, without

significantly increasing the strain values [94].
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Previous studies have shown that In0.5Ga0.5As embedded in GaSb(001) as quan-

tum wells are capable of light emission due to the type II or III band alignment where

holes are confined in GaSb and electrons in In0.5Ga0.5As [95]. These QWs were shown

to emit light in the 0.45 to 0.7 eV range as a function of amount of In1−xGaxAs de-

posited. Gassenq et al.demonstrated light emission from a series of thin In1−xGaxAs

QWs grown on GaSb(001) in the 0.551 to 0.597 eV range [75]. Lower In concentra-

tions have also been shown to form tensile-strained QW and QDs able to emit light in

the 0.57 to 0.72 eV range by Terent’ev et al. [96], Ledentsov et al., [97] and Toropov

et al. [74].

Taking advantage of (111) substrates gives us more flexibility in QD tunability,

as we get fewer dislocations and a larger space of band gaps between the materials

[56, 57]. Building on the work done for this system on InAs(111) substrates [90] we

investigate the relation of size and areal density of the self-assembled In1−xGaxAs

QDs with MBE growth conditions. The properties of these TSQDs will set the stage

for device engineering with light emission in the mid-IR.

Reference Substrate Epitaxial Structure Wavelength

Taliercio [95] GaSb(001) In0.5Ga0.5As QW 1.7 to 2.7 µm
Gassenq [75] GaSb(001) In0.5Ga0.5As SL 2.075 to 2.25 µm
Terent’ev [96] GaSb(001) GaAs QW and QD 1.72 to 2.175 µm
Toropov [74] GaSb(001) GaAs QD on GaAsSb 1.72 to 2.175 µm

Table 6.1: Light emission studies of InGaAs on GaSb

Demonstrating light emission from In0.5Ga0.5As TSQDs on a GaSb barrier would

confirm the effects of tensile strain on band gap reduction by pushing the states to-

wards confinement. In contrast, were we to find that there is not enough confinement

for the tensile-strained islands to behave like quantum dots, increasing the barrier
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height using AlxGa1−xSb provides large room for band gap increase without changing

the strain levels significantly.

GaSb requires a lower beam equivalent pressure to grow than GaAs (3 × 10−6

Torr vs. 1 × 10−5 Torr). In addition, the (111) surface has a lower group V sticking

coefficient thatn the (001) surface. Because of these considerations we paid special

attention to the time at which different group V elements where present in the cham-

ber.

6.2 Methods

We grew all samples using solid-source MBE on Wafer Tech. unintentionally doped,

p-type nominally on-axis (±0.1 ◦), 0.5 mm thick GaSb(111)A substrates. We use

high-purity indium metal to mount our GaSb(111)A substrates onto molybdenum

blocks in order to accomodate the unsual cleaving geometry of the substrate and

ensure temperature uniformity. We monitored the substrate temperature (Tsub) us-

ing a BandiT temperature monitoring tool and a thermocouple located behind the

substrate, calibrated by reflection high-energy electron diffraction (RHEED) against

known reconstructions of the GaSb surface. We calculate growth rates in monolayers

per second (ML/s) on (111)A from RHEED intensity oscillations (RIOs) performed on

the GaAs (001) surface and calculating the difference in atomic deposition amount

based on the difference in lattice constant. We calibrate the composition of the

In1−xGaxAs layers using RIOs and calculating the corresponding beam equivalent

pressures (BEP).

Following the scarce literature resources available for this orientation we attempted

the GaSb hompepitaxial growth with a TSUB = 450 ◦C, a growth rate of 570 nm/hr

(0.45 ML/s), and a V/III BEP flux ratio of 1.7 during growth [61]. We determined
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that while growth rate and substrate temperature were well tuned in this work, a

much higher V/III BEP ratio offers a better quality surface prior to QD deposi-

tion (V/III> 15). We studied the morphology of the surface using AFM (Fig. 6.1).

The As-for-Sb exchange is the most important group V interaction within InAs- and

GaSb-based material systems. For mixed group alloys, group III elements determine

the growth rate. Ga-As bonds are stronger than Ga-Sb bonds and there is a thermo-

dynamic driving force to replace the Sb atoms with As atoms. For this system, we

calculated the tensile strained levels at different concentrations (caused by the larger

lattice constant of GaSb compared to InGaAs) of Ga in the In1−xGaxAs alloy to both

ensure care when growing thick films and for us to use in our calculations of band

gap size, being careful we do not exceed the Matthews-Blakeslee limit. The tensile-

strained values for 25%, 50%, and 75% Ga concentration are 2.27%, 3.93%, and 5.6%

respectively. We included computational modelling to calculate the confined energy

levels for electrons and holes in the TSQDs using the Schrödinger equation for the

envelope function in the effective mass approximation. The axial component of strain

modifies the valence bands while the hydrostatic strain acts on the band gaps of the

system. The model we used for these calculations is a more sophisticated version of

that explained in Ref. [68].

6.3 Results and Discussion

6.3.1 GaSb Homoepitaxy

Prior to the deposition of In1−xGaxAs, we needed a smooth GaSb buffer layer free of

hillocks or other detrimental features for QD nucleation. Following the approach of

Dura et al.[61] we optimized the procedure and determined the ideal conditions for
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a highly uniform surface with step flow terraces of about 100 nm are Tsub= 450◦C,

growth rate of 0.45 ML/s, and a V/III BEP ratio of 16 (Fig. 6.1). The films we

optimized are free of hillocks and other imperfections reported in previous studies.

We reduced the growth rate to 0.225 ML/s and increased significantly the V/III ratio

(as seen in the progression of figure 6.1 (a)-(d)) to ensure a smooth surface with

values of root-mean-square roughness (Rq) as low as 3 Å. The Rq value decreased as

we increased the V/III by increasing the BEP flux of Sb, and kept the Ga (growth

limiting element) constant (Fig. 6.1(e)). These Rq values will be the lowest reported

so far in the literature.

Features on the surface are largely gone when the Sb BEP pressure is 3.1×10−6

Torr . The inset on Fig. 6.1(d) shows an interesting coalescence of atoms along

the line of symmetry of each triangular terrace. We believe this structural feature

corresponds to high energy barriers near the edges of terraces. Ga antisites (GaSb)

form when the Sb lattice site is occupied by a Ga atom, resulting in the p-type

conducting nature of GaSb [98]. The high quality of this GaSb film was confirmed

by the optical activity measure using photoluminesce (PL) and discussed below.

6.3.2 In1−xGaxAs Quantum Dots

We used as a starting point the conditions for In1−xGaxAs nucleation we achieved on

InAs(111)A substrates that we optimized in chapter 4. We studied several variables in

order to optimize the structural integrity of the QDs, which we then analyzed using

different characterization techniques. The variables we studied include deposition

amount, substrate temperature, alloy composition, and interval between group V

overpressure.

The structure is made of a 250 nm GaSb buffer layer we grew at the optimized
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Figure 6.1: 5 µm x 5µm AFM micrographs showing the evolution of the
surface quality of GaSb with varying quantities of Sb overpressure. The
images have a vertical scale of 6 nm. We grew (a) at 1.5x10−6 Torr BEP
and several large “wedding cake” structures are visible, the structures are
significantly flattened in (b) which we grew at 1.9x10−9 Torr. (c) shows
a large structure with step-flow growth product of its 2.5×10−6 Torr BEP
Sb overpressure, and finally (d) shows large terraces of 500 nm, which
we grew at 3.1x10−6 Torr. Inset is a 1 µm x 1 µm section with a vertical
scale of 1 nm. (e) shows the relationship between Rq and Sb overpressure
where we obtained a significant improvement of the surface by increasing
the V/III ratio.

conditions stated in section 6.3.1. On this smooth surface we deposit 0.5 to 3.0 ML

of In1−xGaxAs at different compositions, growth rates, and substrate temperatures.

In order to protect these QDs from the atmosphere and allow us to carry out PL

measurements, we covered them with a 75 nm layer of GaSb grown at the same

conditions as the buffer, and finally deposited an identical layer of In1−xGaxAs on

the surface for study using AFM. The final structure is shown in Fig. 6.2. During

QD growth we explored ranges in temperature from 610◦ to 670◦ ◦C as measured by

our thermocouple (presumably 380◦ to 450◦C), for growth rate 0.1 to 0.4 ML/s, and
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Figure 6.2: Sample growth structure. Buried QD layer is used for PL
studies, while the top layer is used for AFM characterization.

V/III BEP ratios of approximately 12.

RHEED Pattern Evolution

We studied the evolution of the RHEED diffraction pattern during each step of sample

growth in order to map sample quality to visible RHEED features. Figure 6.3 details

patterns for each step in the sequence. Steps (a)-(d) of figure 6.3 show the evolution

of the homoepitaxial GaSb. We determined a transition in the surface reconstruction

at 650 ◦C from seemingly (2x4) to a (12x1), in accordance with Proessdorf et al.. [99].

Deposition of In1−xGaxAs caused an evident shift in the RHEED pattern poten-

tially due to the quick onset of self-assembled structures. A spotty pattern substitutes

the streaky reconstruction and it is only further enhanced as the sample is brought
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Figure 6.3: RHEED patterns obtained during the various stages of growth
of buffer, QD layer, capping layer, and top QD layer.

back to the GaSb growth temperature under an As overpressure (Fig. 6.3(e)-(h)). It

is not until the As is purged from the chamber, Sb is reintroduced, and we grow sev-

eral monolayers of GaSb that the streaky pattern returns, indicating a high-quality

interface despite the 5% lattice mismatch between GaSb and In1−xGaxAs(Fig. 6.3(i)-

(j)).

Group V Presence Effects

During the critical pause between the first layer of In1−xGaxAs QDs and the GaSb

capping layer (Fig. 6.2 bottom) the As to Sb transition is a critical step in determining

the quality of the resulting sample.

We measured the time and amount of GaSb required for the transition between

spotty pattern formed during QD deposition (Fig. 6.3h) to a streaky pattern (Fig.

6.3i) to happen (Fig. 6.4(b)). This time varies from 7 to 120 seconds, depending
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Figure 6.4: (a) Shutter sequence during growth of samples. (b) Relation
between GaSb capping layer surface reconstruction time as a function of
InGaAs deposition amount, and As-to-Sb time pause during growth.

on the time between closing the As overpressure and allowing Sb to flow in, and the

amount of InGaAs deposited on the surface. The sequence of shutter opening and

closings is illustrated on Fig. 6.4(a).

Figure 6.2 shows the trends for these changes as functions of thickness of In1−xGaxAs

and the pause between group V elements. The time it takes for the surface to reach

“smoothness” (defined as a streaky RHEED pattern) increases almost linearly with

the thickness of deposited In1−xGaxAs. In contrast, the longer the pause between

group V elements the sooner the surface reaches this state. It should be noted that

a pause of 0 seconds is in actuality detrimental to the overall morphology of the QD

samples: the presence of too much As when the GaSb capping layer begins to grow

produced large pits on the surface of the samples, almost identical to those that occur

in pauses of 30 seconds.
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Low Temperature TSQD Growth

Having identified all the conditions for successful nucleation of TSQDs, we grew a

series of samples with In1−xGaxAs QDs grown at 420 ◦C (670 ◦C on our thermocouple)

at 0.1 ML/s. We skipped the pause between As and Sb – essentially setting a pause

of 0 seconds- to observe the effect in the sample characteristics. We characterized

this samples using AFM and PL looking for a relation between QD morphology and

light emission (Fig. 6.5)

Figure 6.5: (a)-(f) 1 µm x 1 µm AFM scans of In1−xGaxAsQDs grown at
420 ◦C (640 ◦C on our thermocouple) at 0.1 ML/s. The pause between
group V switch was 0 seconds (no pause). (g) Photoluminescence spectra
obtained from samples with 0.7 to 2.5 ML using an InGaAs detector. The
three emission peaks are identified with their corresponding transitions in
the GaSb buffer layer.

We can appreciate an absence of islands at a deposition of 0.5 ML, instead only

a series of pits we believe to be the result of Sb/As atomic substitution (Fig. 6.5(a).

At higher deposition amounts the number and size of islands increases, while the big

valleys in the samples remain relatively unchanged (Fig. 6.5(b)-(f)).

Figure 6.5(g) shows the PL spectra of the first series of QD samples. All the peaks
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present in this graph correspond to different transitions in the GaSb substrate (Table

A.1).

Table 6.2 lists the three different PL peaks and their corresponding transitions.

We identified these emission labels following the study from Lee et al.(Ref. [100]).

The absence of light from the TSQDs can be an indication of these structures being

highly relaxed and full of defects – which would limit prevent light emission due to a

high occurrence of scattering events- or they simply emit light at a longer wavelength

than our current InGaAs detector is able to measure. We currently have samples from

the high temperature series being analyzed by one of our collaborators to verify the

quality of the InGaAs layer. At the same time our collaborator at UCLA is trying

to detect light emission from these samples using a Fourier-transform IR PL setup.

We hope to receive results in the weeks leading up to the oral defense date. A third

possibility can be the band alignment of this system, which I will discuss below in

section 6.3.2.

Table 6.2: GaSb PL Peaks

Peak Center Wavelength Transition [100]

1 792 meV Bound Exciton
2 774 meV Acceptor
3 753 meV LO phonon acceptor replica

High Temperature TSQD Growth

After analyzing the data, we determined the optimal time for the critical pause be-

tween As/Sb switch. Once the InGaAs layer of TSQDs finishes, we heat the substrate

back to the GaSb growth temperature (or stay at the same temperature if the TSQDs

were grown there) under As overpressure. We then close the As shutter and wait 10
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seconds. After this we open the Sb shutter and after quickly checking the Ga tem-

perature stability for 5 seconds, we begin to grow the GaSb capping layer.

In addition to the critical pause, we also decided to halve the GaSb growth rate

to 0.225 ML/s, and increase the InGaAs growth rate to 0.4 ML/s. This effectively

doubles the Sb overpressure during the buffer and capping layer growth, and limits

the time for InGaAs to interact with the GaSb layers, which are the potential cause

for the pits and valleys observed in previous series.

Figure 6.6(a)-(c) shows the AFM scans of TSQDs grown with these optimized

conditions.

Transmission Electron Microscopy

We used TEM to inspect the structural integrity of our InGaAs/GaSb QDs grown at

high temperature. Fig. 6.7 shows increasing magnifications of the buried In0.5Ga0.5As

QD layer. Figure 6.7(a-b) show the high level of epitaxial integration between the

layers, evidenced by the lack of defects present. Figures 6.7(c-e) show micrographs

increasingly focused on individual QDs which show how highly confined the strain is

in the In0.5Ga0.5As layer.

Electronic Structure

Our model for this system predicts a the InGaAs/GaSb band alignment to be type

III (Fig. 6.8). This is in agreement with previous reports from Taliercio et al.[95].

If these TSQDs really have a type-III band alignment, we may not have an effective

band gap across which we obtain recombination and photon emission. Even in this

type of band alignment, there can be confined states in the InGaAs region which could
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Figure 6.6: (a)-(c) 1 µm x 1 µm AFM scans of In1−xGaxAsQDs grown at
450 ◦C (670 ◦C on our thermocouple) at 0.4 ML/s. The pause between
group V switch was 10 seconds. (d) Shows the density of these TSQDs
as a function of deposition amount. (e) Plot of diameter and height of
TSQDs as a function of deposition amount.

potentially generate a virtual type-II band alignment and generate photon emission.

Further calculations and PL studies will help us elucidate the nature of the electronic

structure.

6.4 Conclusions

In this chapter we developed a reproducible set of conditions for high quality GaSb(111)A

homoepitaxy. The quality of these samples is currently the best to date. In addi-
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a) b)

c) d) e)

Figure 6.7: Transmission electron microscopy images of an In0.5Ga0.5As
QD layer, 3 ML in thickness buried under 75 nm of GaSb. (a) shows
the strain to be focused to the In0.5Ga0.5As layer with no directly visible
defects forming. (b) Shows a series of individual QDs evidenced by the
strain contrast. (c) Closer images of two differently sized QDs. (d) Single
QD seen with atomic resolution, and (e) shows the atomic arrangement in
the QD.
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Figure 6.8: Schematic of band alignment in the InGaAs/GaSb TSQD sys-
tem with biaxial strain. It is notable that at all concentrations this system
exhibits a type III band alignment.

tion, we confirmed the self-assembly of In0.5Ga0.5As TSQDs on GaSb(111)A, and the

excellent optical quality of the GaSb buffer layer on which we grew them. We cur-

rently have TEM, FTIR-PL, and computer-aided modelling studies undergoing to

shine light on the photonic nature of these structures.

Author Contributions

Kevin D. Vallejo was the lead grower for this study: designing, programming and

growing the samples. In addition he contributed the literature review, sample prepa-

ration and shipping, XRD, as well as data gathering, analysis, and manuscript prepa-

ration.
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CHAPTER 7:

COLLABORATIONS AND FUTURE WORK

Kevin D. Vallejo

A fundamental advantage of focusing on the growth and optimization of structures

using MBE is the ease with which collaborations can be established. The material

selection and sample quality of our laboratory has been recognized by national and

international teams who reached out to us to fabricate samples for their projects. In

the first part of this chapter I summarize some of the work I performed for these

projects and the main results obtained so far at the time of writing. In the second

part, I summarize what the next steps for some of the projects in this dissertation

could be. Very interesting fundamental science and applications will no doubt derive

from the results summarized so far.

7.1 Collaboration Efforts

7.1.1 Tensile-Strained Quantum Dots on InAlAs

The pioneering efforts on the self-assembly of TSQDs offered me the insights on how

to establish the optimal growth methodology for this tensile-strained systems. The

project focused on GaAs/InAlAs TSQDs aimed to write a recipe book for the self-

assembly of these nanostructures, and produce a photonic structure able to produce
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highly entangled photons with very small fine-structure splitting. The project focused

on Ge/InAlAs had the objective of turning Ge from an indirect band gap semiconduc-

tor to a direct band gap one. The change in the band configuration due to strain offers

the possibility to create photonic devices based on Ge. I helped develop the recipes

for the growth of several samples used in these projects, in addition to do XRD char-

acterization checking for alloy composition and strain values. We produced several

publications from these projects: an initial work on GaAs/InAlAs [11], Ge/InAlAs

[3], and anomalous wetting layer growth on GaAs/InAlAs [92].

7.1.2 Review of Self-Assembled Quantum Dots via MBE

As part of the team that leads the global effort on self assembly of tensile strained

semiconductor QDs, I was part of crafting a tutorial on how to utilize MBE to grow

self-assembled QDs. We summarized the entire history of the field since the 1990s

until now, and showed how our TSQDs on (111) have the potential to duplicate

the amount of nanostructures available for self-assembly. This is due mainly to vast

majority of systems being compressive-strain materials grown on (001) surfaces. It

is considerably more difficult to identify the growth conditions for the (111) surface,

hence the allure of doing research on lower index surfaces. In addition to my own

original research, I contributed the review of the most significant advances in the field

of self-assembled II-VI and III-nitride QDs [101].

7.1.3 Superconduction of Al on InAs(111) Quantum Well

This project aims to take advantage of the high quality InAs developed in Chapter

4 and use it as substrate on which to deposit thin layers of epitaxial Al. There are

few studies on the behavior of electron gases on surfaces other than (001) [102, 103].

Our work focuses on having a superconductor (Al) in proximity to a high spin orbit
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material. Research in quantum computing has identified Majorana zero modes as a

potential vehicle for qubits [104]. The interface between superconductors and one-

dimensional semiconductors are a promising are where these MZM can be found

[105]. My contribution to this project so far includes the growth of high quality InAs

substrates covered in amorphous As, plus safe shipping for subsequent deposition of

Al. Current study shows the Al layer forms interesting patterns on the InAs substrate

as shown in Fig. 7.1.

Figure 7.1: SEM of the surface of an Al epilayer deposited on InAs(111)
grown homoepitaxially on InAs(111)A.

Our collaboration in this project includes a team of researchers at New York

University, who are among the lead experts in this area.
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Figure 7.2: Schematic of sub-monolayer quantum dot superlattice struc-
ture for infrared photodetectors. The active region is marked as the sub-
structure that repeats six times.

7.1.4 Influence of the arsenic flux on the performance of

infrared photodetectors based on InAs submonolayer

quantum dots

In collaboration with a group from the University of Sao Paulo we grew a series of

samples of sub-monolayer quantum dot photodetectors (SMLQDIPs). The structure

for these samples involved the programming of nested loops in the growth software

to accomplish superlattices of sub-monolayer quantum dots (SMLQDs) within larger

superlattices that act as electronic barriers (see Fig. 7.2).

These structures present in principle a more controllable and uniform structure

and composition when compared to traditional SK grown dots. The samples show

high optical quality evidenced by their PL response (Fig. 7.3(a)). In addition, pre-
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liminary results show a record value of detectivity for this type of devices, which have

been submitted for publication in the journal Sensors and Actuators A: Physical.

Figure 7.3: (a) Photoluminescence spectra of the different SMLQDIP
samples. (b) Plot of the specific detectivity of the samples. The samples
are A (2 × 4 with low As), B (c(4 ×4 with low As), and C (c(4 ×4 with
high As) grown with different surface reconstructions prior to the SMLQDs
deposition.

My contribution to this project was the calibration, growth software programming,

growth, XRD characterization, and shipping of about a dozen different samples with

variations in the structure shown in Fig. 7.2.

7.1.5 Interfacial structure and luminescence properties of epi-

taxial PbSe films on (111)A InAs

Integration of rocksalt IV-VI materials on III-V semiconductors offers new research

directions in infrared photonics. This project aims to provide a route for the mono-

lithic integration of these materials with nearly lattice matched MBE growth of PbSe

on InAs (Fig. 7.4). Integration of IV-VI rocksalt materials has been reported in

the (001) directions, however the preferential dislocation direction for this system



102

Figure 7.4: PbSe/InAs interfacial structures: High-resolution HAADF-
STEM cross sections of two PbSe/InAs interfaces with proposed struc-
tures.

prevents the relaxation of thermal stress when grown in this orientation, resulting

in cracked samples. For this reason it is optimal to grow on the (111) direction,

where strain can be relaxed via glide planes and provide structural integrity even

at cryogenic temperatures.[91] My contribution to this study was the growth of ho-

moepitaxial InAs substrates that were capped with amorphous As and shipped to

the NYU team, where subsequent PbSe deposition and characterization gave rise to

a joint publication (Ref. [67]).

7.2 Future Work

There are many new research directions that can be pursued based on the work

I presented in this dissertation. With the optimized surfaces of InAs(111)A and

GaSb(111)A on the (111)A surface from chapters 4 and 6, integration of materials

like metals and IV-VI semiconductors is possible as discussed in this chapter. On

the basis of the highly encouraging initial results discussed here, I anticipate that
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other low-dimensional structures can be designed and grown to greatly increase our

understanding of transport in materials with this unusual (111)A orientation. As an

example, developing an InAs/GaSb quantum well in this crystallographic orientation,

or a series of quantum wires in higher index surfaces is not too far in the future. These

studies can be used to understand the behavior of the electron accumulation layer

that is often formed in InAs(111) [106]. Self-assembled quantum wires with low defect

density are highly sought structures for their light emission properties (just like QDs)

[107].

More closely in line with this work, exploring different composition for the InGaAs

self-assembled structures on GaSb is a natural step to increase our understanding

of this system (for which only a 50% stochiometric alloy was characterized). In

addition, following the detection of light from these QDs, measuring the fine-structure

splitting between orthogonal bright exciton states would help understand the degree of

correlation and entanglement among the emitted photons. To date, the only optically

active TSQDs system is the GaAs/InAlAs developed by Simmonds [56] and Schuck

[11]. Furthermore, light emission is potentially still able to be optimized by exploring

changes in the QD morphology, which has been demonstrated to have effects on

QD-emitted light [11].

With respect to work developed in chapter 3, the obvious next step should be to

complete and optimize the TGS PL setup to provide the SAW spectra for a proof

of concept study. The light detection and sample fabrication expertise is already

planned to be focused in the same work space. Optimizing the alignment in the

relatively complex TSG PL setup shown in Fig. 2.13 will be the first step.
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Each subsection of this chapter contains the contributions of Kevin D. Vallejo for

each project. This chapter was entirely designed and drafted by Kevin D. Vallejo.
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G. Weimann. Acoustically driven storage of light in a quantum well. Phys-

ical Review Letters, 78(21):4099–4102, 1997.

[25] Mats Powlowski, Francois Sfigakis, and Na Young Kim. Temperature dependent

angular dispersions of surface acoustic waves on GaAs. Japanese Journal of

Applied Physics, 58(3), mar 2019.

[26] Qing Li, Kathleen Hoogeboom-Pot, Damiano Nardi, Margaret M. Murnane,

Henry C. Kapteyn, Mark E. Siemens, Erik H. Anderson, Olav Hellwig, Eliza-

beth Dobisz, Bruce Gurney, Ronggui Yang, and Keith A. Nelson. Generation

and control of ultrashort-wavelength two-dimensional surface acoustic waves



109

at nanoscale interfaces. Physical Review B - Condensed Matter and Materials

Physics, 85(19), may 2012.

[27] J. Rudolph, R. Hey, and P. V. Santos. Long-range exciton transport by dynamic

strain fields in a GaAs quantum well. Physical Review Letters, 99(4):1–4, 2007.

[28] Arthur G. Every, Sara E. Ferry, Penghui Cao, Alejandro Vega-Flick, Michael P.

Short, Alexei A. Maznev, Keith A. Nelson, and Cody A. Dennett. Bridging

the gap to mesoscale radiation materials science with transient grating spec-

troscopy. Physical Review B, 94(21):1–10, 2016.

[29] Peter Agre, Landon S. King, Masato Yasui, Wm B. Guggino, Ole Petter Ot-

tersen, Yoshinori Fujiyoshi, Andreas Engel, and Søren Nielsen. Aquaporin water

channels - From atomic structure to clinical medicine. Journal of Physiology,

542(1):3–16, 2002.

[30] Aymeric Ramiere, Ryoto Yanagisawa, Masahiro Nomura, Roman Anufriev,

Jeremie Maire, and Sebastian Volz. Heat conduction tuning by wave nature

of phonons. Science Advances, 3(8):e1700027, 2017.

[31] G. W. Farnell. Properties of Elastic Surface Waves. In Physical Acoustics, pages

109–166. 1970.

[32] Y. Sugawara, O. B. Wright, O. Matsuda, M. Takigahira, Y. Tanaka, S. Tamura,

and V. E. Gusev. Watching ripples on crystals. Physical Review Letters,

88(18):1855041–1855044, 2002.

[33] Lord Rayleigh. On waves propagated along the plane surface of an elastic solid.

Proceedings of the London mathematical Society, 1(1):4–11, 1885.



110

[34] Michael A. Stroscio and Mitra Dutta. Phonons in Nanostructures. 2009.

[35] H. S. Kim, J. Y. Lin, H. X. Jiang, W. W. Chow, A. Botchkarev, and H. Morkoç.
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IR lasing from highly tensile-strained, type II, GaInAs/GaSb quantum wells.

Electronics Letters, 45(25):1320, 2009.

[76] T.C. Lin, Y.H. Wu, L.C. Li, Y.T. Sung, S.D. Lin, L. Chang, Y.W. Suen, and

C.P. Lee. Electron delocalization of tensily strained GaAs quantum dots in

GaSb matrix. Journal of Applied Physics, 108(12):123503, dec 2010.
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DERIVATIONS AND PROGRAMMING CODE
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A.1 Phonon Dispersion Relation Derivation

From Stroscio [34], the longitudinal displacements of a 1D chain of atoms with two

different masses m and M are taken to be

u2r = A1e
i(2rqa−ωt) (A.1)

and

u2r+1 = A2e
i[(2r+1)qa−ωt)] (A.2)

where q is the phonon wavevector and ω is its frequency. Recalling Newton’s second

law (F = ma) we can write

m
d2u2r

dt2
= −α(u2r − u2r−1)− α(u2r − u2r+1) (A.3)

= α(u2r+1 + u2r−1 − 2u2r) (A.4)

(A.5)

and

M
d2u2r+1

dt2
= −α(u2r+1 − u2r)− α(u2r+1 − u2r+2) (A.6)

= α(u2r+2 + u2r − 2u2r+1) (A.7)
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Substituting the displacements into this equations we obtain

−mω2A1 = αA2(eiqa + e−iqa)−−2αA1 (A.8)

(A.9)

and

−Mω2A2 = αA1(eiqa + e−iqa)−−2αA2 (A.10)

Combining these two equations to solve for ω2 and eliminating A1 and A2 we obtain

ω2 = α

(
1

m
+

1

M

)
± α

[(
1

m
+

1

M

)2

− 4 sin2 qa

mM

]1/2

(A.11)

The higher frequency solution is known as the optical mode since for many semicon-

ductors its frequency is in the terahertz range which happens to coincide with the

infrared portion of the electromagnetic spectrum. The lower frequency solution is

known as the acoutic mode. Since we only dealt with longitudinal displacements,

these solutions correspond to the longitudinal optic and the longitudinal acoustic

modes of the linear chain lattice.

Phonon confinement in quantum wells results from the reduction of the travel

distance allowed for wave propagation. In superlattices, the Brillouin zone limits get

reduced from −π/a 6 k 6 π/a to −π/lz 6 k 6 π/lz where lz is the superlattice

period. Acoustic phonon branches in this regime undergo backfolding.
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Polar Semiconductor Dispersion In polar semiconductors the masses m and M

carry opposite charges, e∗ and −e∗ as a result of charge redistribution. When there

is an electric field E present we need augment the previous force equation with terms

describing the interaction with the charge. Using a long-wavelength limit for E the

equations become

−mω2u2r = m
d2u2r

dt2
= α(u2r+1 + u2r−1 − 2u2r) + e∗E (A.12)

(A.13)

and

−Mω2u2r+1 = m
d2u2r+1

dt2
= α(u2r+2 + u2r − 2u2r+1)− e∗E (A.14)

Also in this long wavelength approximation, the displacement of each atom with the

same mass is the same. This implies that the wavevector q tends to zero (q → 0).

Denoting the displacement of even-numbered sites by u1 and the odd-numbered ones

by u2 we obtain

−mω2u1 = 2α(u2 − u1) + e∗E (A.15)

(A.16)

and

−Mω2u2 = 2α(u1 − u2)− e∗E (A.17)
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from which it can be deduced that mu1 = −Mu2, thus

−(ω2 − ω2
0)u1 = e∗

E

m
(A.18)

(A.19)

and

−(ω2 − ω2
0)u2 = −e∗ E

M
(A.20)

where ω0 = 2α(1/m + 1/M) is the resonant frequency squared in the absence of

Coulomb effects. The electric polarization P produced in such a polar diatomic

lattice is given by

P =
Ne∗(u1 − u2)

ε
=

1

ε

Ne∗2

(ω2
0 − ω2)

(
1

m
+

1

M

)
E (A.21)

A.2 Surface Acoustic Wave Theory

From Klingshirn [108], let us consider a one-dimensional string. Two types of waves

can propagate along it: ones where particle is parallel to the direction of wave prop-

agation (longitudinal) and one where it is perpendicular to it (tranversal). The mass

density of the string is ρ, the cross-section A and the infinitesimal displacement is dz.

Using these parameters Newton’s equation of motion becomes

F = dm
∂2u

∂t2
= ρA · dz · ∂

2u

∂t2
(A.22)
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Force is then connected to the elasticity modulus by

F = A · E∂
2u

∂t2
since σ(z) = E

∂u

∂z
(A.23)

Putting these equations together yields

ρ
∂2u

∂t2
= E

∂u

∂z
(A.24)

known as the standard harmonic wave equation A more general -and rigorous- ap-

proach to deriving the wave equation is as follows: A body in which no gravitational

or inertial forces act can have forces acting on it described by

F =

∫
V

fdV

In component form this would be

Fi =

∫
V

fidV

However, forces act on the surfaces of the body giving us

Fi =

∮
σidS

where σi is a force acting on a surface unit. The infinitesimally small area dS can be

described by the normal vector to the surface n̄, which turns our equation into

dS̄ = n̄dS → dSk = nkdS
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In component form. Putting these expressions together we arrive to

σi = σiknk → Fi =

∮
σiknkdS =

∮
σikdSk

It then follows that

∫
V

fidV =

∮
σikdSk

By virtue of Gauss’ theorem, we recall

∮
φdSk =

∫
∂φ

∂xk
dV

→
∮
σikdSk =

d

dxk
σikdV

→
∫
V

fidV =
d

dxk
σikdV ∴ fi =

dσik
dxk

Invoking d’Alambert’s principle, all forces equaling zero serves as condition of equi-

librium:

• Weigth per unit volume: ρg

• Inertial forces per unit volume: ρ∂
2r̄
∂t2

• External forces per unit volume: fi
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Putting these forces together we obtain the equation of motion

ρg − ρ∂
2r̄

∂t2
+ fi = 0

or in component form ρg − ρ∂
2xi
∂t2

+ fi = 0

→ ρg − ρ∂
2xi
∂t2

= fi =
dσik
dxk

Now, taking the small forces to obey Hooke’s Law for small deformations of the form

σik = σik(γlm)

We expand this as a function of γlm as a McLaurin series

σik = σik(0) +
∂σik
∂γlm

∣∣∣
γlm=0

γlm + . . .

Keeping only the first term in the expansion to respect the linear theory of elas-

ticity, and considering the boundary condition where no stress means no deformation

we obtain

σik(0) = 0

→ σik = cijklγlm

where cijkl =
∂

∂γlm
σik

∣∣∣
γlm=0

The elasticity equation is then formed by the stress tensor components Tij defined
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as

Tij = cijkl
∂ul
∂xk

Using x2 as our depth dimension we obtain the condition

Ti2 = ci2kl
∂ul
∂xk

= 0

The elasticity equation is the

ρ
∂2ui
∂t2

= cijkl
∂2ul
∂xj∂xk

and a proposed solution to this equation, having a displacement in the x1 direction

and an amplitude decaying exponentially in the depth direction takes the form

ui = u′ie
−iqkx2ei(ωt−kx1)

Substituting said solution onto the equation we obtain

ρ
∂2

∂t2
ui = cijkl

∂

∂xj

∂

∂xk
ul

→ ρ
∂2

∂t2
u′ie
−iqkx2ei(ωt−kx1) = cijkl

∂

∂xj

∂

∂xk
u′ie
−iqkx2ei(ωt−kx1)

ρu′ie
−iqkx2e−ikx1

∂2

∂t2
eiωt = cijklu

′
ie
iωt ∂2

∂xkxj
e−iqkx2e−ikx1

At this point we can observe that all terms containing x3 derivatives will become zero,
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leaving us with a right hand side array of the form

ρu′ie
−iqkx2e−ikx1(−ω2)eiωt =(

ci11l
∂2

∂x2
1

+ ci12l
∂2

∂x1∂x2

+ ci21l
∂2

∂x2∂x1

+ ci22l
∂2

∂x2
2

)
u′ie

iωte−iqkx2e−ikx1

Taking the appropriate derivatives on the RHS we obtain the expression

= ci11l(−ik)2ui + ci21l(−qk2)ui + ci12l(−qk2)ui + ci22l(−iqk)2

=
[
− k2ci11l − qk2(ci21l + ci12l)− q2k2ci22l

]
ui

And then regrouping on the LHS we obtain

−ω2ρui = −k2
[
ci11l + (ci21l + ci12l)q + ci22lq

2
]
ui

ω2

k2
ρui =

[
ci11l + (ci21l + ci12l)q + ci22lq

2
]
ui

If we set V = ω
k
, ζ = ρV 2 and Γil = ci11l + (ci21l + ci12l)q + ci22lq

2 we end up with the

Christoffel equations

(Γil − ζδil)ui = 0

These equations provide the wavevelocities in GaAs/AlxGa1−xAs and are given by
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Along [100]


VL =

√
c11
ρ

= 4.73× 105 cm
s

VT =
√

c44
ρ

= 3.35× 105 cm
s

Along [110]


VL =

√
c11+c12+2c44

2ρ
= 5.24× 105 cm

s

VT =
√

c44
ρ

= 3.35× 105 cm
s

A.3 Energy Quantization in Quantum Wells

In this section I will explain how we can solve for the energy states of a charge

carrier inside a quantum well. We begin with the description of the evolution of

its wavefunction (a mathematical entity whose squared inner product produces the

probability of finding the charge carrier within a certain value) as described by the

Schrödinger equation. This description is valid as a mathematical description of

the landscape created when there are two abrupt interfaces grown with atomically

discrete steps, such as those created using MBE. Starting with the time-dependent

Schrödinger equation

(
− ~2

2m
∇2 + V (r, t)

)
Ψ(r, t) = i~

∂Ψ(r, t)

∂t
(A.25)

We consider a time-independent potential barrier in each layer, i.e. V (r, t) = V (r)

for which the equation has a solution of the form
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Ψ(r, t) = Re[ψ(r)e
−iEt

~ ]

Plugging this solution back into equation A.25 we obtain

− ~2

2m
∇2ψ(r) + V (r)ψ(r) = Eψ(r) (A.26)

which is known as the time-harmonic Schrödinger equation. In order to solve

this new equation, we must realize the conditions of the potential experienced by the

charge carriers at each point as they go across the material interface:

V =


V0 z < −L

2

0 −L
2
< z < L

2

V0 z > L
2

(A.27)

We can then simplify equation A.26 to be a one-dimensional problem because the

interfaces exist normal to the growth direction, and there is material isotropy on the

planes parallel to the substrate. Our one-dimensional Schrödinger equation (equation

A.26) then takes the form

− ~2

2m

d2

dz2
ψ(z) + V (z)ψ(z) = Eψ(z) (A.28)

and we can now begin to look for solutions in the different regions of our structure.

Inside the well In the region (−L
2
< z < L

2
) the potential V (z) = 0, and we can
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simply write

− ~2

2m

d2

dz2
ψ(z) + 0 · ψ(z) = Eψ(z)

− ~2

2m
ψ′′(z) = Eψ(z)

ψ′′(z) = −2mE

~2
ψ(z)

We define

k2 =
2mE

~2

→ ψ′′(z) = −k2ψ(z)

and propose a solution of the form

ψ(z) = A cos(kz) +B sin(kz)

We then take this solution and verify that

ψ′(z) = −Ak sin(kz) +Bk cos(kz)→ ψ′′(z) = −k2(A cos(kz) +B sin(kz))X

We can now divide this solution into even and odd parts (our initial proposed solution
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is itself a linear combination of these two) and take the same approach for the other

regions in the structure.

Outside the well In this region the potential V (z) 6= 0. We can still use the same

approach used for the center region, for the potential is a constant on the external

regions of the structure.

For z > L
2

− ~2

2m

d2

dz2
ψ(z) + V0ψ(z) = Eψ(z)

− ~2

2m
ψ′′(z) = (E − V0)ψ(z)

ψ′′(z) = −2m(E − V0)

~2
ψ(z)

we can then define

α2 =
2m(V0 − E)

~2

→ ψ′′(z) = α2ψ(z)

The proposed solution by Weisbuch [109] is

ψ(z) = Be−α(z−L
2

)
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for which we can verify that

ψ′(z) = −Bαe−α(z−L
2

) → ψ′′(z) = α2Be−α(z−L
2

)X

The same procedure can be done for the other side of the well and obtain the solution

ψ(z) = Beα(z+L
2

)

Interfaces At the point where the heterojunction occurs, we must be aware of

the different effective masses that exist on each side of the interface. The resistance

to movement that carriers experience in each material have different values due to

the crystal structure (atomic species and arrangement) they encounter on their path.

A way of calculating the allowed energy states in these simple QW heterostructures

is considering the boundary conditions and ensure the continuity of the matter and

probability densities across the interfaces. This approach was first proposed by Ben-

Daniel and Duke[110] and has been extensively cited in most approaches to solve this

problem.[108, 110, 111, 109]

The two conditions stated above can be written in equation form as

ψII(
L

2
) = ψIII(

L

2
) (A.29)

1

m∗A

∂ψII
∂z

=
1

m∗B

∂ψIII
∂z

(A.30)

Where we can then plug the wavefunctions we derived earlier for each region
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A cos(kz) = B ∵ e−α(L
2
−L

2
) = 1

− 1

m∗A
kA sin(

kL

2
) = −α 1

m∗B
B

Substituting B into our first boundary condition

k

m∗A
A sin(

kL

2
) =
−α
m∗B

A cos(
kL

2
)

− k

m∗A
sin(

kL

2
) =

α

m∗B
cos(

kL

2
)

Hence our even solution is

→ − α

m∗B
+

k

m∗A
tan

(
kL

2

)
= 0 (A.31)

And a similar treatment for the odd components of our solutions yields

→ k

m∗A
cot(

kL

2
) = − α

m∗B
(A.32)

From Klingshirn [108], we have that the effective mass of electrons and holes is given
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by

1

meff

=
1

~
∂2E

∂k2
(A.33)

A generalization of this equation relates the effective mass tensor to the direction of

propagation

1

meff

=
1

~
∂2E

∂ki∂kj
; i, j = x, y, z (A.34)

The bands of semiconductors tend to be parabolic in the vicinity of band extrema,

which are the most important points for optical and transport properties. This leads

to the effective mass approximation due to the effective masses being constant in these

regions. An interesting result outside the scope of the present study is the polaron,

defined as the entity of a charge carrier plus a ”phonon cloud” resulting from the

Coulombic interactions between the ionic cores and the free carrier.

Carrier GaAs m∗e GaAs m∗h AlAs m∗e AlAs m∗h
Value 0.0665 me 0.53 me 0.15 me 0.5 me

Table A.1: Effective masses used for calculation of energy levels, from
Nakwaski[4]

We can solve these equations numerically using the Newton-Rhapson method,

which applies to a polynomial function f(x) upon which a Taylor expansion is done

around the point x = x0 + ε This approache takes the form

f(x0 + ε) = f(x0) + f ′(x0)ε+
1

2
f ′′(x0)ε2 · · ·



139

Taking only the first order expansion we obtain an equation which is equivalent to a

tangent line to the original function.

f(x0 + ε) ≈ f(x0) + f ′(x0)ε

→ ε = − f(x0)

f ′(x0)

which is equivalent to the iterative version

εn = − f(xn)

f ′(xn)
→ xn+1 = xn −

f(xn)

f ′(xn)

Using Mathematica’s function MethodaTangente, which is an iterative function

where the arguments are [initialguess,precision], we can grab a value close to the

graphical zero and our result will be the energy above the GaAs base bandgap (see

appendix section A.5).

A.3.1 Energy Levels in Quantum Dots

Similar to the confinement effects present in quantum wells, quantum dots have dis-

crete energy levels associated with the effects of material band gap, size confinement,

and the energy of the excitons present in the structure.[112] The confinement term

can be calculated for an ideal, spherical QD surrounded by a matrix of finite potential

V0. The Bohr radius of this quasi-particle can be expressed as

a∗B = εr

(
m

µ

)
aB (A.35)

with εr being the relative permitivity, µ the reduced mass of the system, and aB is

the Bohr radius. The confinement energy (which is added to the band gap) can be
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expressed as

Econf =
~2π2

2a2

(
1

m∗e
+

1

m∗h

)
=

~2π2

2µa2
(A.36)

Finally, the energy of the exciton generated inside a QD has energy of the form

− 1

εr

µ

me

Ry = −R∗y (A.37)

which comes from the coulomb attraction between the electron and hole. In total,

the energy of this ideal quantum dot can be expressed as

EQD = Eg +
~2π2

2µa2
−R∗y (A.38)

A.3.2 Computational QD Energy Levels Calculation

To calculate the energy levels of our real QDs we use a different approach than

that of an ideal sphere. The geometry of TSQDs grown on (111) oriented surfaces

resembles more that of a pyramid with terraces and steps, and this geometry has

much fewer symmetries as a consequence. We use a constantly refined model that

deduces carrier confinement potentials U by adding the changes produced by strain

to the QD and matrix heterostructures. We do this by taking the offset ratio from

the difference between aboslute energy position of the average valence band and the

ustrained bands.

By treaating the wetting layers of these materials as QWs, we can use the envelope

function approximation to find the conduction band energy levels. The Schrödinger

equation is enough to describe the behavior of electrons in the confuction band. How-

ever, the energy levels in the light and heavy hole bands requires a more sophisticated
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approach, and we selected to use a 4 × 4 k · p Kohn-Luttinger hamiltonian, following

preliminary work found in Ref. [92].

First we use a single-band constant potential Hamiltonian operator

H(r) = −~2

2

(
∇ 1

m∗(r)
∇
)

+ U(r) (A.39)

In order to approximate the QD geometry more closely, a tetrahedron with a base

in the shape of an equilateral triangle provides us with a close match. The dimensions

we use for these models come from AFM scans (cf. ??). The envelope function we

use can then be expanded into a basis set made linear combination (ψ(r) and φ,

respectively). This is then applied to solutions to this “cuboidal” QD that has an

infinite barrier height

Ψ(r) =
∑
l,m,n

al,m,nφl,m,n(r) (A.40)

and the energy levels can be obtained from the matrix equation

(Ml,m,n,l′,m′,n′ − Eδl,l′δm,m′δn,n′) al,m,n = 0 (A.41)

where the orthonormality of the wavefunctions provides the Dirac delta factors.

The matrix elements Ml,m,n,l′,m′,n′ are then

Ml,m,n,l′,m′,n′ =

∫
Ψ∗l′,m′,n′H(r)Ψl,m,ndr (A.42)

=

[
~2π2

2m∗b

(
l · l′

L2
x

+
m ·m′

L2
y

+
n · n′

L2
z

)
+ U

]
δl,l′δm,m′δn,n′ (A.43)

+
~2

2

(
1

m∗d
− 1

m∗b

)∫
D

∇φ∗l′,m′,n′∇φl,m,ndr − U
∫
D

φ∗l′,m′n′φl,m,ndr (A.44)
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This matrix Ml,m,n,l′,m′,n′ can then be solved numerically using the Monte Carlo

method.

A.4 Piezoelectric Tensor

Piezoelectricity is defined as the electric moment per unit volume, or the polarization

charge per unit area. It is a component of the electrical displacement D.

D = ε0E + P (A.45)

(A.46)

and is defined as

P = dσ (A.47)

where P is the polarization, d is the piezoelectric modulus and σ is stress. We can

think of polarization as the response of a material to an applied stress. In tensor

notation, equation A.47 can be written as

Pi = dijkσij (A.48)

because each component of P is related to all the stress components σij.

Pi = dijkσjk =


P1 = d1jkσjk,

P2 = d2jkσjk,

P3 = d3jkσjk
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for a total of 27 terms necessary to fully describe the polarization of a body. This

is characteristic of third rank tensors. Considering the stress symmetry condition

σij = σji[22] it follows that dijk = dikj. This reduces the amount of terms from 27 to

18, as we have d112 = d121, reducing our three matrices in the following manner


di11 di12 di13

di21 di22 di23

di31 di32 di33

→

di11 di12 di13

di22 di23

di33


Writing the equation for Pi is now easier if we take the remaining six terms of each

direction of P and put them in one row

dij =


di11 di12 di13

di22 di23

di33

 =

{
di11 di22 di33 di23 di13 di12

}

and we can thus rewrite dij as

dij =


d11 d12 d13 d14 d15 d16

d21 d22 d23 d24 d25 d26

d31 d32 d33 d34 d35 d36

 (A.49)

In order to further reduce the number of coefficients required to characterize the

piezoelectricity of a material we look into the symmetries of its crystal structure. A

crystal with a center of symmetry (i.e. a point from which all the elements can be

inverted and the structure would remain unaltered) can begin feeling a stress and then

undergo an inversion: the stress would remain the same yet its polarization should
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change sign, but the crystal remains the same. The only value for which this is true

is P=0. It follows that materials with centers of symmetry are not piezoelectric.

The crystal structure for GaAs is represented by the group F 4̄3m. Part of the cubic

family, it is defined by a 4-fold inversion axis, a 3-fold rotation axis and a mirror.

If we consider that one of its diad (2-fold) axis of symmetry is parallel to the x3

direction, we can transform its piezoelectric modulus d123 by switching signs on the

1’s and 2’s. This means that coefficients that have only no 3’s or two 3’s will have to

be transformed to their opposite sign d211 = −d211 which necessarily means they are

zero. Repeating this with the 3 diad axes of symmetry parallel to the cartesian axes

leaves us with only 3 coefficients that are all equal: d14 = d25 = d36

dij =


0 0 0 d14 0 0

0 0 0 0 d14 = d25 0

0 0 0 0 0 d14 = d36


indicating that the direction [110] is the piezoelectrically active direction in GaAs/AlGaAs.

A.5 Quantum Well Energy Calculation Code

For the work performed on chapter 3, and to give me and my collaborators a sense

of where the luminescence from the TSQDs in chapter 6 would come, I wrote the

following code to solve for the energies of confined states within a simple quantum

well.

ClearAll;
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planckconstantreduced = 6.582119514*^-16 ; (*h bar in eV s *)

mo = 9.10938188 10^-31;

echarge = 1.60218 10^-19(* C *);

MetodaTangente[x0_, eps_] := Block[{p0, p1, dp, k}, p0 = N[x0];

p1 = p0;

dp = 1;

k = 0;

While[dp > eps, p0 = p1;

p1 = p0 - (funimpar[p0]/funimpar’[p0]);

dp = Abs[p1 - p0];

k = k + 1;];

Print[p1];];

(* 300K *)

Upot = 0.3781 ; (*Difference in bandgaps of Al and GaAs*)

massAlGaAs1[

x_] := (0.063 + 0.083 x ) mo; (*Effective mass of electrons*)

massAlGaAs = massAlGaAs1[0.3];

massGaAs = 0.063 mo; (*Effective mass of GaAs electrons*)

lwell = 5;

funimpar[z_] :=

Sqrt[massAlGaAs/massGaAs] Tan[z] -
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Sqrt[(lwell/2 Sqrt[(2*massAlGaAs*Upot)/

planckconstantreduced^2])^2 - z^2]/z;

funpar[z_] :=

z/Sqrt[(lwell/2 Sqrt[(2*massAlGaAs*Upot)/

planckconstantreduced^2])^2 - z^2] +

Sqrt[(massAlGaAs/massGaAs)^-1] Tan[z];

(*For 5 nm well*)

MetodaTangente[0.65, 0.001]

Show[Plot[{funpar[z]}, {z, 0, 3}, PlotStyle -> Red,

Exclusions -> True, AxesLabel -> {eV, Arb}],

Plot[{funimpar[z]}, {z, 0, 3}, PlotStyle -> Blue ],

Plot[{(funimpar[z]*funpar[z])}, {z, 0, 3}, PlotStyle -> Green,

AxesLabel -> {eV, Arb}]]

(*For 7 nm well*)

lwell = 7

MetodaTangente[0.65, 0.001]

Show[Plot[{funpar[z]}, {z, 0, 3}, PlotStyle -> Red,

AxesLabel -> {eV, Arb}],

Plot[{funimpar[z]}, {z, 0, 3}, PlotStyle -> Blue] ,

Plot[{(funimpar[z]*funpar[z])}, {z, 0, 3}, PlotStyle -> Green,

AxesLabel -> {eV, Arb}]]

(*For 10 nm well*)

lwell = 10



147

MetodaTangente[0.8, 0.001]

Show[Plot[{funpar[z]}, {z, 0, 3}, PlotStyle -> Red,

AxesLabel -> {eV, Arb}],

Plot[{funimpar[z]}, {z, 0, 3}, PlotStyle -> Blue ],

Plot[{(funimpar[z]*funpar[z])}, {z, 0, 3}, PlotStyle -> Green]]

A.6 XRD Simulation and Fitting Code

For work done for projects to which I contributed very little, I wrote a code to turn

data from the Dynamical x-ray diffraction GID SL tool from Argonne National Lab.

[Source: GID SL on the Web]

A.6.1 Code for XRD simulation

period=20

t=20 code=InAs sigma=2 da/a=a

t=30 code=InAs x=0.75 code2=InSb sigma=2 da/a=a

end period

t=450 code=AlAs x=0.11 code2=AlSb sigma=2 da/a=a

period=600

t=20 code=InAs sigma=2 da/a=a

t=30 code=InAs x=0.75 code2=InSb sigma=2 da/a=a

end period
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A.6.2 Code for Scaling and Plotting Data

ClearAll;

importdata1 = Import["G:\\InGaAs Paper\\nBn XRD\\simulation.dat"];

importdata2 = Import["G:\\InGaAs Paper\\nBn XRD\\M448scan.dat"];

importdata1[[All, 1]] = 2*importdata1[[All, 1]];

importdata1[[All, 2]] = 10000000*importdata1[[All, 2]];

ListLogPlot[{importdata1, importdata2}, Joined -> {True, False},

Frame -> True,

PlotStyle -> {{{Red}, PointSize[0.01]}, {{Blue}, PointSize[0.01],

Opacity[0.5]}}, GridLines -> Automatic,

FrameLabel -> {"2\[Theta] (degrees)", "Intensity (arb. units"},

PlotLegends ->

Placed[PointLegend[{"Simulation", "Data"},

LegendFunction -> "Frame",

LegendLayout -> "Column"], {{0.25, 0.8}, {1.7, 0.05}}],

PlotRange -> {{55, 65.5}, Automatic}]

dataset1 = importdata1;
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