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Abstract

This article proposes a theory of watermarking securityedasn a cryptanalysis point of view. The
main idea is that information about the secret key leaks fitoenobservations, for instance watermarked
pieces of content, available to the opponent. Tools fromrmftion theory (Shannon’s mutual information
and Fisher’'s information matrix) can measure this leakagaformation. The security level is then
defined as the number of observations the attacker needstessfully estimate the secret key. This
theory is applied to two common watermarking methods: thstiutive scheme and the spread spectrum
based techniques. Their security levels are calculateidstghree kinds of attack. The experimental work
illustrates how Blind Source Separation (especially Irhefent Component Analysis) algorithms help
the opponent exploiting this information leakage to diseldhe secret carriers in the spread spectrum

case. Simulations assess the security levels derived ithtegetical part of the article.

Index Terms

Watermarking, Security, Equivocation, Fisher informatimatrix, Blind source separation.

. INTRODUCTION

Digital watermarking studies have always been driven byitiygrovement ofrobustnessMost of arti-
cles of this field deal with this criterion, presenting morelanore impressive experimental assessments.
Some key events in this quest are the use of spread spectijurihglinvention of resynchronization
schemes [2], [3], the discovery of side information charjdgl[5], and the formulation of the opponent
actions as a game [6].

On the contrarysecurityreceived little attention in the watermarking communityeTfirst difficulty
is that security and robustness are neighboring concepichvare hardly perceived as different. The
intentionality behind the attack is not enough to make araleiabetween these two concepts. An image

compression is clearly an attack related to robustnessit buight happen intentionallyi.e. with the
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CAYRE et al: WATERMARKING SECURITY: THEORY AND PRACTICE 3

purpose of removing the watermark, or nBbbustwatermarking is defined in [7] as a communication
channel multiplexed into original content in a non-perdadptway, and whose ¢apacity degrades as

a smooth function of the degradation of the marked cofitéfle add that the degradation is due to a
classical content processing (compression, low-passitidfenoise addition, geometric attack ...). The
attacker has three known strategies to defeat watermatkstiodss: to remove enough watermark signal

energy, to jam the hidden communication channel, or to ddsymize the watermarked content.

T. Kalker then defines watermarkirggcurityas ‘the inability by unauthorized users to accegise.
to remove, to read, or to write the hidden messaipe] communication chanriekstablished by a
robust watermarking. Security deals with intentional éktkawhose aims are not only the removal of the
watermark signal, excluding those already encompassé irobustness category since the watermarking

technique is assumed to be robust.

Some seminal works have already warned the watermarkingneonity that digital watermarking may
not be a secure primitive.€., a tool providing information security) despite its romests. However,
they only deal with dedicated attacks relevant to particalgplications. The deadlock attack concerns
copyright protection and illustrates the impossibilitygevent somebody to watermark content with his
own technique and key (by embedding a watermark signal orésting a fake original) [8]. This ruins
the identification of the owner because two watermarkinghobés interfere in the same piece of content.
The collusion attacki., the mixing of several watermarked versions of the sameetis related to
the fingerprinting application. Multiple problems in theldieof copyright protection and authentication
stems from the copy attack, where the attacker first copieatarmark and then pastes it in a different
piece of content [9]. The oracle attack is a threat whendweropponent has access to a watermarking
detector as in copy protection for consumer electronicdcedev[10]. The attacker first estimates the
secret key, testing the detection process on differentegi@d content [11]; this disclosure then helps

him forging pirated content. The number of detection trie®iére of utmost importance.
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Articles proposing a complete analysis of robust wateringrkecurity are extremely rare. The authors
are only aware of the pioneer work [12], where two digital mladion schemes achieve perfect secrecy,
and more recent works sketching a general framework forrggcanalysis [13], [14]. The main idea
is here to adapt Shannon’s definition of cryptography sectoi watermarking. At the beginning of the
game, the watermarker selects a watermarking techniqueiakd up randomly a secret key. According
to the Kerckhoffs's principle, the opponent knows the seléalgorithm but not the secret key. Then,
the watermarker starts producing some marked pieces oktrbnthe opponent has access to some
observations and his aim is to estimate the private key. I8rds main idea is that information about
the private key might leak from the observations. Hence,ahmosteriori uncertainty of the opponent
decreases as he makes more and more observations. Howsvethdve-mentioned works have only

translated the cryptanalysis methodology into waternmarkerminology.

The goal of this article is to offer a complete and workableotlty of watermarking security. It
completes Barni'st al. approach, assessing for the really first time security tewélsubstitution and,
especially, spread spectrum based watermarking methodshis purpose, the first section summarizes
the methodology and introduces the basic notation. Measeme of the information leakages are based
on Shannon’s mutual information for a substitutive watekimy method in section Ill and on Fisher's
information for a spread spectrum based watermarking ndetfigection IV. This yields estimation of
security levels for three types of attack. Yet, these infation theory tools do not reveal any insight for
practical hacking of spread spectrum based watermarkiecfidh V tackles this algorithmic issue. Tools
from the blind source separation (BSS) field appear to beeedly helpful for the attacker, especially

Principal Component Analysis (PCA) and Independent CorapbAnalysis (ICA).
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CAYRE et al: WATERMARKING SECURITY: THEORY AND PRACTICE 5

II. METHODOLOGY
A. Notation

Let us first list some notational conventions used in thisepayectors are sets in bold font, matrices
in calligraphic font, and sets in black board font. Data ardten in small letters, and random variables
in capital ones. The length of the vectors considered inghiser isN,: z(i) is thei-th component of
vectorx. The probability density function of random varial®e (or its probability mass function iX
is discrete) is denoted hyx (.). Hidden messages havé. bits and secret keys are usually composed of
N, elementsg.g.several carriersu, the ¢-th carrier. Finally,N, vectors are consideree represent

this collection of vectors and; is the vectorx associated to thg-th observation.

B. The cryptanalytic approach

The methodology presented in this section is clearly iespiby the cryptanalysis. It has already
been presented in [14], and is based on three key articlexkKeffs [15], Shannon [16] and Diffie-
Hellman [17]. We first briefly present these concepts, befonmaalizing them in the following subsections.

Kerckhoff’s principle It has been stated in 1883 that keeping an encryption afgoriecret for years
is not realistic, and this principle is now used in any crgpéphic study. In watermarking, the situation
is similar, and it is assumed that the opponent knows the nmatd&ing algorithm. Hence, for a given
design and implementation of an algorithm, the securitinstfom the secrecy of the key. The designer’s
challenge is: “Am | sure that an opponent will not exploit someaknesses of the algorithm to disclose
the secret key?”. Watermarking processes are often spiittimee functions. The first one extracts some
features from content (issued by a classical transformh) siscDCT, wavelet, FFT, Fourier Mellin, ...),
which are stored in a so-called extracted vector. The seomedmixes the extracted vector with the
secret watermark signal, giving a watermarked vector. Tharinsertion function reverses the extraction

process to come back in the original world, putting out théewaarked document. Fig. 1 illustrates the
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hidden messagan —watermark signalw <— secret keyk

!

,—> mixing ‘l

extracted vectorx ~ watermarked vectory

T |

original watermarked

content—’ extraction insertion —’content

eg. DCT, FFT, Wavelet, ... imperceptibility

Fig. 1. Global point of view of the embedding process

secret keyk

|

watermarked . . decoded
Content—’ extraction deCOdmg —messagem

e.g.DCT, FFT, Wavelet, ...

Fig. 2. Global point of view of the detection process

embedding process. The detection follows an analogousegsoas sketched in Fig. 2. According to the
Kerckhoff’s principle, the opponent knows all the involvieohctions. He thus observes the watermarked
vectors from contents he has access to, because the extraatiction has no secret parameter.
Shannon’s approachhe methodology for studying the security of encryptionesoks is here trans-
posed to watermarking. The embedder has randomly picked sgri@t key, and used it to watermark
several pieces of content. The opponent observes thesespadavatermarked content, all related to the
same secret key but hiding different messages. The watkimgatechnique isperfectly securéf and
only if no information about the secret key leaks from theestations. If it is not the case, thsecurity
levelis defined as the number of observations which are neededdttosé the secret key. The bigger
the information leakage is, the smaller the security le¥ehe watermarking scheme will be.
Diffie-Hellman’s terminologyAccording to the context of the attack, the opponent may lem@ess
to several kinds of data. The opponent has at least accesst¢omarked content, but, in some cases, he

might also observe the hidden messages (for instance, the nathe author in copyright protection or
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k X
: |
m (¢ W — — Y
encryption watermark embedding

Fig. 3. An analogy with cryptography: plaintest — watermarkw, key k — original x, ciphertextc — watermarked content

y.

the status of a movie in copy protection) or to the originalbd@or instance, imagine DVD movies are
watermarked for copy protection; original version of oldvies were not protected). This implies that a
security level is assessed for a given context. In thislertiwe study:

« the Watermarked Only Attack (WOA), in which the opponentyohbs N, watermarked vectors

y e

« the Known Message Attack (KMA), in which the opponent onlys 4, watermarked vectors and
the associate messaggs m)’\;
« the Known Original Attack (KOA), in which the opponent onha$\N, watermarked vectors and
the corresponding original onég,x)"-.
The reader might be surprised that the KOA context desemgatiention. Seemingly, there is no need
to attack watermarked content when one has the originalorer§he pirate does not hack these pieces
of content, but his goal is to gain information about the se&ey, in order to, later on, hack different

pieces of content watermarked with the same key.

C. Perfect covering

Although encryption and watermarking are two differentuwség primitives, they might look like the
same at first sight. Fig. 3 illustrates this analogy invedgd in this subsection.

Shannon definegerfect secrecyf a crypto-system by the inability of opponents to refine pineba-
bility distribution of plaintextam by observing related cipher texts, all encrypted by keyVe adapt this

1st of July, 2004. Revised 9th of November, 2004. DRAFT
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definition to watermarking, stating that the most importtmibg to be hidden is the watermark signal,
and not the original content. The equivalent of the plaintexhere, the watermark signal.

Definition 1: A watermark embedding makegparfect coverindgf pw(w) = pw(wly) for any(y, w).

This means that in a perfect covering scheme, the obsemngadibonly watermarked pieces of contents
will never reveal any information on the watermark signdly; W) = 0. If K — W — Y is a Markov
chain, I(Y; W) > I(Y;K) holds. Consequently, perfect covering implies perfectessc

Shannon easily found a necessary condition to get perfece®g by using his information theory
tools: H(M) < H(K), where H(.) denotes the entropy, that i& (M) = — > p(m)log p(m). Yet,
the same proof yields the following necessary conditiondb perfect covering (W) < H(X). This
deeply reveals the difference between cryptography andmmairking. As suggested by the greek word
rkpvnTw (Meaning “I hide”), the role of the secret key is, in encrgptito hide the meaning of the
plaintext. Hence, its entropy should be greater or equdldamne of the plaintext. Whereas steganography

(cTeyavw means “l cover”) hides the watermark covered by the hostasign

D. Information leakages and physical interpretation

If a watermarking scheme does not provide perfect secréen bne would like to measure the
information leakage on the secret key. For this purpose, shibsection presents several tools from
information theory, which will later be useful to analyzessical watermarking schemes.

1) Shannon’s measurdn the case where the secret KRyis a discrete variable, and more usually a
binary word, the entropyd (K) measures the uncertainty of the opponent on the true valke Wfhen
he makes some observatidr@”, his uncertainty is now evaluated through a conditionalagy;, which
Shannon namedquivocation H(K|O"-) = H(K) — I(K; O"-). The information leakage is measured

by the mutual information between the observations andebheeskey. The bigger the information leakage

le.g. observations can be “cipher texts”, or “pairs of plain/@phexts”.
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is, the smaller the uncertainty of the opponent is. Equitionas a non increasing function withv,. It
goes fromH (K), ideally down to0. When it becomes null, this means that the opponent has énoug
observations to uniquely determine the secret key. Shadafined theunicity distancehe first value of

N, for which the equivocation becomes null, , meaning that #teo$ all possible keys is now reduced
to only one element. This is a way to measure the securityl [&ye of a primitive.

Unfortunately, these tools are not suitable for any wateking scheme. It is well known that entropy
(or conditional entropy) of a continuous random variablesioot measure a quantity of information.
Mutual informationI (K; O"-) is always pertinent as a measure of information leakageshbiphysical
interpretation of the equivocation as the remaining umdety does not hold when the secret key is
regarded as a continuous random variable as in section IY.irfstance, the equivocation can take
positive or non positive values, ruining the concept of itpidistance.

2) Fisher's measureThis is the reason why another information measuremenbisgaed. In statistics,
Fisher was one of the first to introduce the measure of the amolinformation supplied by the
observations about an unknown parameter to be estimatepoSe observatio® is a random variable
with a probability distribution function depending on a aaeter vectof. TheFisher Information Matrix

(FIM) concerning® is defined as
FIM(0) = Eypyp”  with 3 = Vglogpo(o;8), (1)

where E' is the mathematical expectation operator ang is the gradient vector operator defined by
Vg = (8/90[1],...,08/96[Ng])". The Cramér-Rao theorem gives a lower bound of the covegiamatrix

of an unbiaised estimator of parameter ve@owhenever the FIM is invertible:

R,

p = FIM(0)™, )

in the sense of non-negative definiteness of the differerateixnin our framework, the parameter vector

can be the watermark signal or the secret key. (2) provides piysical interpretation: the bigger the
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information leakage is, the more accurate the estimatiothefsecret parameter is.

The FIM is also an additive measure of the information, piedi the observations are statistically
independent. Suppose that the watermark signal has beexd addV, pieces of content whose ex-
tracted vectors are independent and identically diseithetsX ~ N(0,Rx). The observations ar&,
watermarked signals. Thelpg po(o;w) = —1/2 Z;V:"l(yj — w)Rx (y; — w)T + const. Calculation
readily gives FIMw) = NOR;. This models applications which detect presence of (anddeobde)
watermarks, or also template signals which resynchronirgent transformed by a geometric attack .

The mean square errat{||@ — 0|2} is the trace ofR@, and thus its lower bound decreases in
N,~ L. However, the rateV,* = N,tr(FIM(@)~!) depends on the statistical model and consequently the
kind of observations (see section V). The estimation ii§igantly more accurate when the number
of independent observations increases of an ordeNgf The biggerN,*, the more difficult is the
disclosure of the secret key. This notion is close to theityndistance of the above subsection. This is

the reason why we use the same notatigyi (although absolutely not defined in the same way).

[1l. SECURITY ANALYSIS OF THE SUBSTITUTIVE METHOD
A. Mathematical model

In such a scheme, a binary vector= (z(1) ... z(N,))? is extracted from the content. For instance,
in the famous Burgett, Koch, and Zao technique [18], pairs of DCT coefficients of an image are
compared in absolute value. The message to be hidden is g bieetorm = (m(1)...m(N.))T. The
secret key is a list ofV. integersk = [k(1),...,k(N.)] with 1 < k(¢) < N, and k(¢) # k(¢') if
¢ # ¢'. The embedding process copiesn y and then substitutes thg/¢)-th bit of y by the ¢-th bit of
the message to be hiddeg(k(¢)) = m(¢). The inverse extraction function maps back the watermarked
vectory into the content. The decoding simply reads the bits whodiedés are given by the secret key.

Example 1: N, =8 and N, = 4:

DRAFT 1st of July, 2004. Revised 9th of November, 2004.
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m = (1101) k = [2,8,5,3]

x = (01001011) y = (01100011)
The uncertainty of the opponent is given by the entropy of sheret key that the embedder has

randomly selected amond,!/(NV, — N,)! possible keys. Thus:

N,!

HU) = o8 (3, N

©)

B. Perfect covering

Theorem 1:As defined above, a substitutive watermarking scheme pesvigerfect covering.
Proof: We can model the substitutive watermarking as fdlolet x be a binaryN,-length random
vector, whose probability mass function is uniform and éqaa2—">, andw be a binaryN,-length

vector whose bits equal to 1 indicates the bits to be flippezhdd, we haveg = x & w, giving:

py(y) = Y py(yIwpw(w) = D px(y & w)pw(w)

weWw wew

SN Y pulw) =2V
weWw

py(ylw) =px(y o w)=2"".

The Bayes rulepy (y|w)pw (w) = pw (w|y)py (y), then givespw (w) = pw (Wly).

C. Watermarked Only Attack

The substitutive method providing perfect covering, ithen very easy to show thd(Y; W) = 0,
which implies that/ (Y; K) = 0. There is no information leakage, and the equivocation igketp H (K)

whatever the number of observations. In a way, one can saysduarity levelN,* = +oc.

D. Known Message Attack

If the opponent observes only one watermarked congerdéind its hidden messaga;, the indices
i such thaty,(:) = m4(¢) are possible values df(¢). DenoteS; (¢) this set. AsP(y,(i) = m1(¢)|i #
k(¢)) = 1/2, there are in expectation+ (N, — 1)/2 elements in this set.
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600 T

5001\ <)

H(KIM)
——H(K|O)
400 Shannon approx

T 300 e

200+

100+

Fig. 4. Substitutive watermarking: equivocations for WO8MIA and KOA, against the number of observation$. = 64,

N, = 512. The triangle and the square respectively mark the secieisis for the KMA and KOA.

Now assume that the opponent observes several congéhtsind their hidden messages’-. Set
Sn, () is now defined bySy, (¢) = {7 : y;(i) = m;(¢) V4, 1 < j < N,}. The probability thaty;(i) =
m;(¢)Vj knowing thati # k(¢) is 1/2". Thus, in expectationSy,| = 1 + (N, — 1)/2", and the
equivocation abouk(¢) is equal tolog,(1 4 2~"-(N, — 1)). However, there might be some overlapping
between theV, setsSy, (¢), and the total equivocation is smaller than the sum of théveqations about

k(¢). As the calculus is quite complex, we stay with this appration:
H(K|(Y,M)"") S Nelogy(1+2 (N, — 1)). @)

Shannon approximated this equivocation Ny(log,(N, — 1) — N,) when N, < logy(N, — 1), and
by 2= N,(N, — 1)/1og(2) when N, >> log,(N, — 1) (see Fig. 4). He also approximated the unicity

distance byN,* = log, N, [16, Sect. 14].

E. Known Original Attack

If the opponent observes only one watermarked congeraind its original versiorx;, the indicesi

such thatx, () # y1(i) are possible values for the key samples. There are in exjmects./2 of such
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indices, agp(z1(k(¢)) = m1(¢)) = 1/2. When the opponent observggairs, the sef; = {¢: 35,1 <
J < j,xzy(€) #y;(¢)} grows up. However, the event that an index revealed by a néwyaas already

known happens with a probabilit§; |/ N.. This leads to the following series:
Sj] = [8j-1] + Ne(1 = [S;-1]/Ne) /2 = Ne(1 - 277). (5)

Yet, it is not possible to assign a key sample to one of thedieés. The equivocation is then the sum
of two terms: one is due to th&. — |Sy, | undisclosed indices to be picked up randomly among the

remaining candidates, the second one is due toMHepossible permutations of the chosen indices:

(Vo — [ISw, [1)!
(Ny = Ne)!(Ne = [ISw, [1)

HOKIY, X)) = log, ) +lomav ©

The security level (in the unicity distance sense) is notngefias the equivocation is always greater than
zero. This is due to the tering, (V.!) reflecting the ambiguity in the order of the estimated keysam
We preferably consider that within a number of observatigreater thanV,” = log, V., the opponent
learns all the indices store in the secret key. This infoiomais helpful for watermark jamming. He can
also notice if two hidden messages are the same. Yet, thegaitibprevents him reading the hidden
messages (he cannot put the hidden bits in the right orded)waiting hidden messages.

Fig. 4 gives a good synthesis of the results. In the WOA céaseppponent cannot get any information
on the key, and then cannot do anything. In the KMA case, hdlis ® completely disclose the key,
and then he will be able to read, erase, write or modify hiduessages. In the KOA case, he is able to
recover the components of the key but up to a permutationtta he will be able to erase the hidden

message, but not to read or write a proper one.

IV. SECURITY ANALYSIS OF SPREAD SPECTRUM BASED TECHNIQUES

Spread spectrum is a military communication scheme ingedigring World War 11 [19]. It was

designed to be good at combatting interference due to jamrhiding a signal by transmitting it at low
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power, and achieving secrecy. These properties make sppEadrum very popular in nowadays digital
watermarking. Theoretical studies [6] and practical immatations [20] focus on the optimization of

operational capacity-robustness functions at given edibgdistortions.

A. Mathematical model

Denote byx a vector of N, samples extracted from original content. The embeddinpesaddition

of the watermark signal which is the modulation 8f private carrierau,:

NC
W= = alu ™
€ r=1

where~ > 0 is a small gain fixing the embedding strength, dnd|| = 1, 1 < ¢ < N.. The Watermark
to Content power Ratio (WCR) equajdo2 /a2 (or 10log,, (7202 /02) if expressed in dB). The inverse
extraction puts back vectgr = x + w into the media producing watermarked content.

Symbol vectoml represents the message to be hidden/transmitted thromggntoln the case of a Direct
Sequence Spread Spectrum (DSSS), the modulation is a SBRSK: a(¢) = (—1)™®), 1 < ¢ < N, and
o2 = 1. Yet, the scope of this model is far broader than the sole cBBSSS. Spread spectrum is a very
common process used to increase the signal to noise ratioogctng signals on a smaller subspace of
dimensionN,. < N,. This also covers some side-informed watermarking teatesiqsometimes called
spread transform) [5], [21]-[23]. Symboig¢) are then continuous real values (see subsection V-D).

For security reason, the carriers are private and issued fseado-random generator fed by a seed.
Many people think the secret key is the seed. This is not fatséhe disclosure of the seed obviously
gives the carriers and allows the watermarking channelsscddowever, the knowledge of the carriers
is sufficient and the pirate has no interest in getting bacthéoseed. Hence, in this article, the secret
key, defined as the object the opponent is keen on reveafintgeicarriers.

In the sequel, the security analysis considers severalrmatiged vectorsy;, 1 < j < N,, with

different embedded messages = (a;(1)...a;(N.))T being linearly mixed by theV, x N, matrix

DRAFT 1st of July, 2004. Revised 9th of November, 2004.
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U = (uy...uy,). To cancel inter-symbol interferences at the decoding, Sideriers are two-by-two
orthogonal vectord4"t/ = Iy, whereZy is the N x N identity matrix. Index; denotes theé’” samples

of a signal, whereas indices the different signals. Thus, there @fg watermarked vectors given by:

i
yi =xj + —==Uaj, ®
J ) \/ﬁc )
or, equivalently, concatenatiny, vectorsx; (resp.y; or a;) column-wise in theN, x N, matrix X

(resp.) or the N, x N, matrix A):

yV=X+ \/VWMA. 9)

B. Perfect covering

Assume thatX ~ A(0,Rx) and thatw is picked up randomly among sequences distributed as
N(0,Rw). Then,py = N(0,Rx + Rw) and pyjw-w = N(w,Rx). The Bayes rule shows that
spread spectrum based watermarking does not provide p&dgering. Even if the attacker has only
access to watermarked pieces of content, some informakliontahe watermark signal is leaking from
these observations. The following subsections invegtigdiether the opponent can, thanks to this leakage

on the watermark signal, gain some knowledge about the tseangers.

C. Known Message Attack

In this subsection, the opponent has access to (watermaitypedls/hidden messages) pairs. Moreover,
only the DSSS techniqué.€., a BPSK modulation) is considered. Our attack may not wortk \gide
information embedding because the opponent still ignoyathslsa, as they also depend on the original
signal. Formally, the observations considered in this sotisn are(y, a)™-.

Assume, for simplicity reason, that each occurrence ofwandectorX is independently drawn from
N(0,02Zy,). The following theoretical derivations (as well as the aion used in experiments in

section V) can be adapted to colored original signals anch e stationary original signals [24].

1st of July, 2004. Revised 9th of November, 2004. DRAFT



16 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL.XX, NO.Y, XYZaD5

Another motivation is that, according to the Power Spect@monstraint [25], watermark signals usually
adopt the statistical structure of host signals in ordemtrdase their robustness. Rw = 7?*Rx.

Hence, the Karhunen-Loeve Transform simultaneouslyemsitboth signals.

The likelihood is the probability of observing the datd-, while knowing the model:

1 T
) Noy —6( 202 £4j /N 7 10

and the log-likelihood idog L = K — 51; ;V:"l lly; — \/LFUaj)HQ. The opponent wants to estimate the

private carriersu”. So, the derivative implied in the FIM i§ = 9log L/d(uf ... u} )" with

N,
.
= y ). 11
B T 2O ()

Product expectation gives the following, x N, sub-blocks:

Olog L Olog L T 72
E = uw
(%558 (%55 (Fule

The FIM is then the following block matrix:

(fuu)l,l cee (j:.uu)l,NC

(fuu)Nc,l cee (-7:uu)NC,NC

2 2 9
— Lj:uu No—H4o0 r MINUNC ) (12)

o
N.o?2 N.o?2

With a BPSK modulationg, = 1. The information leakage is linear with the humber of obatons,
thanks to the assumption of independence, and the rate ém diiy the Watermark to Content power
Ratio per carrier?/N.o2. The security level of spread spectrum based watermarkicigniques against

KMA is N,* = N.o2/+? of (watermarked signals/hidden messages) pairs.
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D. Known Original Attack

The opponent observeéy, x)¥-. The vector difference of each observatipgives the source signals

a; being linearly mixed by theV, x N, matrix i/:

dj = yj — Xj = —unaj. (13)

Assume thatV, > N, and that there are at leasf. linearly independent messages. The difference
matrix D = Y — X « UA is then full rank, and Spai®) = Span(i/). The observation of difference
vectors discloses the secret subspace @pganprovided symbol matrix4 is full rank. However, this
doesn't reveal the private carriers. Denotedhg matrix whose columns constitute an orthonormal basis
of the subspace Sp&P). We haveg = UP”, with P a unitary N, x N, matrix. A priori, there is no
reason for whichP = Zy_. Hence, decoding the symbols with matédxgives the following mixture

v = /N.£7d /v = Pa. This is a blind source separation (BSS) problem with a sguaixing matrix.
Comon proved that it is possible to identify (and thud/), but up to a permutation and scale ambiguity,
only if at most one source is Gaussian [26]. The scale antlyigsiindeed a sign ambiguity in our
problem, as we se#’i/ = Z. In conclusion, at best, the mixing matrix is identified @y= 1%/ with

IT a permutation matrix an®l a diagonal matrix whose elements aré. At best for the opponent, the
secret carriers are identified up to a signed permutatien (atrix I13) ambiguity.

The likelihood to observe for a given matrixP is p(v; P) = | det P|~pa(P~1v), and its score is:

0
55 logp(viP) = P TP Tx(Ptv)vip T, (14)
with x(x) = —a%logpA(x) [27]. The asymptotic accuracy of the estimations is knowrbéoonly

dependent on the symbols distribution, and especially ®man-Gaussianity. As, in our case, symbols
are i.i.d., denote by(.) the score function of:;(i), and byx,(.) the score function of a Gaussian

random variable sharing the same variaricee, (x,,(z) = z/02). The trace of the Cramér-Rao Bound is
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then shown to be proportional {@—* + 1/2)/2N, for large N, [28], with ¢ defined as:

_ B{(x(a) = xn(a))*}
E{xn(a)?}

(15)

However,g is not above bounded and tendsioc when the symbols tend to have a discrete or bounded
support. This is typically the case in watermarking, as theedder would not allow the use of unbounded
symbols for a perceptual distortion reason. In the case sdrelie symbols, error free mixing matrix
recovery is possible within a finite number of observatidfm.instance, [29] shows a workable algorithm
needingN, > N,? observations for BPSK symbols. In the case of bounded stggarbols, the trace

of CRB decreases at a faster rate thatv, [28], [30].

E. Watermarked Only Attack

In this section, the sources are unknown and can then bededyas nuisance parameters [31], [32].

Vector ¢ equals therflog L/d(uf ...u} af ...a% )T, with the following N, x 1 vectors:

dlogL vy
aaj B U%\/NC

Utx; vjef{l,...,N,}. (16)

Product expectation gives the following sub-blocks:

dlog L 9log L™ ~2 ¥

( da;  Oay NCU%( aa)j k —NCU% N9,k
Olog L dlog LT 72 A2 .

E = _(F _ F oI
< Ouy 8aj NCU% ( ua)[,] NCO':% ( au)g,&

whered; ; is the Kronecker function. We write with explicit notation:

IV A 17
= Noo? 17)
fau ‘7:0,0,
Note thatF,, = Zy,n,. The Cramér-Rao Bound for estimated \@tt= (uf,...,u} ) is given by:
Ncaa% -1
CRB(Vectd)) = 5 Fuu s (18)
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With Fuy = (Fuu — FuaFiart Fau) = (Fuu — FuaFau)- It is known that, in the general casg,.} > F,.!
(i.e. 7,1 — F,1 is non negative definite). In other words, nuisance parameender the estimation of

U less accurate [27]. But, the situation is even worse herba$M becomes singular. Indeed:

N, N,
(fua]:au)é,k = Z(}-ua)é,j(]:au)j,k = Z aj(g)aj(k)uuTa (19)
s =1

thereforeF,, = AAT @ (I, — UUT). As (Zy, — UUT)uy, = 0, Fy is singular.

This problem stems from two facts. First, we did not integrswme constraints during our derivation.
Especially, we know thatléTu;C = 6y [31] gives an alternative expression for the bound in theeca
where the unconstrained problem is unidentifiable and tiv& idn invertible.

However, the integration of the above-mentioned condsaithe derivation of the FIM is not sufficient
for N. > 1. The second fact is that an ambiguity remains about the aaddr‘phase’ of the carriers.
The system is only identifiable up to a signed permutatiore ddseN, = 1 is interesting, as constraint

integration removes the FIM singularity because the anityigaf the permutation does not exist.

1) One carrier: The parameter vector to be estimated is composed of the eiciyuier and the hidden
symbols as nuisance parameteig? A). Please, note that” and.A are row vectors in this case. The
constraint omy is: (||u||?—1)/2 = 0. The sequel is only the strict application of [31]. The (N, +N,)
gradient matrix of the constraint is equaldo= (ulTO%O), whereOy is a N zero vector. There exists a
matrix H € RWet+No)x(No+No—1) whose columns form a basis for the nullspace&jothat is, such that

GH = 0. In our case, one particular choice Hf is readily verified to be:

H= , (20)

with 24+ a basis of the complementary subspace of Gpanin RY-. Then, according to [31, Th. 1], the

Crameér-Rao Bound under the above-mentioned constra@RB(UT A) = H(HT FIM H)~'HT. With

1st of July, 2004. Revised 9th of November, 2004. DRAFT



20 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL.XX, NO.Y, XYZaD5

our choice ofH, this yields:

0326 (AAT)fluJ_uJ_T 0

CRBUTA) = £ ; (21)
7 0 In,
and we finally get:
2 2
Ty _ 92 T\=1; 17 ,1T No—=+oo  Og 1y,1T
CRBU") = 5 (AAY)UU — NOU%YQZ/I u-. (22)

2) N, carriers (N. > 1): The ambiguity renders the FIM singular, even when congidethe
constraints. However, section V shows that, in practice, dbponent builds noisy estimation of the
carriers up to a signed permutation. A possibility in [32],t0 pretend that the opponent knows,
messages (for instanc{ag}é\[:’q), in order toartificially remove the ambiguity. This add§,, N. constraints

of the type:a;(¢) = a;(¢). At the end, calculation leads to:

NcU?c -1 T
CRB(Vectld)) = 2 HouuB™ " Huyu™ (23)

with B the N.(N, — Np,) X Ne(N, — N,;,) matrix whose(N, — Ny,) x (N, — Nyy,) blocks are(B),, =
(AAD) U TUL — (A, N, AN, N, D e TUUT UGS, andH,, the NN, x N.(N, —1) diagonal matrix
whoseN, x (N, — 1) blocks on diagonal aréH,, )¢, = L{j. In these expressions, the cqumnsMg‘f
form an orthonormal basis of the complementary subspaceari(®,), and Ay, .x, = (an, 4+1...an,).
However, the minimal numbeW,,, to remove the ambiguity depends on the symbols’ pdf [32].

Facing the difficulty of finding the right parameté¥,, and the cumbersome calculus, we prefer to
approximate the information leakage about a carrier by, (82ere~? is replaced by the power per
carriery?/N,. The security level is thew,* = N.02/02~% which is, by the way, coherent with (23).

This is quite surprising because the security level is thmesagainst KMA. Yet, the estimation of the

secret carriers remains up to a signed permutation in the WOA

F. Possible Hacks
The conclusion of this security analysis stands in the wifie possibilities to forge pirated content.
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« The pirate discloses secret subspace $panHe can now focus attack’s noise in this subspace to
jam the communication far more efficiently. He can also hulihe watermarked signals projection
in this subspace to remove the watermark.

« The pirate discloses the secret carriers up to a signed patioru The above-mentioned hacks are
still possible. Besides, he can detect whether two watédmaapieces of content share the same
hidden message. He can also flip some randomly chosen biteovier, the accidental knowledge
of hidden messages in few watermarked pieces of contenttmeghove this ambiguity. This extra
security analysis indeed pertains to subsection IlI-D.

« The pirate discloses the secret carriers. He has a full adoethe watermarking channel to read,

write or erase hidden message.

Of course, the quality of the pirated pieces of content ddpeim the accuracy of his estimation. The

authors focus on this aspect in [33].

V. ALGORITHMS FOR SPREAD SPECTRUM BASED TECHNIQUES

Section Il not only gives security levels of the substitatimethod, but also contains almost practical
implementations of workable algorithms. On the contraggtion IV only presents theoretical assessment
of security levels. Hence, this section deals with prattadgorithms useful to hack spread spectrum
based watermarking schemes. For each attack, an algostipresented, and tested on synthetic data as
supposed by the model of (8), with BPSK symbols and gaussiahvectors. These algorithms are then
applied on spread transform side information methods amdstii image technique.

This section has an intensive use of PCA and ICA algorithnimichvis completely new in watermarking
security analysis, as the only other papers mentioning RGMIn the watermarking community have
different purposes. [34] and [35] used ICA to design a wasgkimg embedder. [36] presented a technique

for estimating the watermark by observing only one imageeiTpurpose is the simple erasure of the
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whole watermark signal and not the disclosure of the seenetrpeters, whereas the approach here allows
a complete access to the watermarking communication chammemove, read or write hidden data

The following average normalized correlation measureseffieiency of our attack:
N. .
1 u

AN

/=1

Although the normalization renders estimatars/||t;|| biased [38], the normalized correlation is pre-

“ﬂ

(24)

;>

ell

ferred because it is an extremely popular measure in thermvatking communityn < 1 means that the

opponent discloses vectors almost collinear with the seamgiers. When existing, we manually removed

the ambiguity of the signed permutation. Measures afe done averaginy; = 128 experimental results.
The relation with the theoretical security levels is noffidiflt to find out. (24) is in expectation the

cosine of the angle betwearny andu, = u, + n, n being the estimation noise (orthogonaldg and

whose norm is,/tr(CRB(Vect(l()))/N., with tr(A) the trace of matrix4.) The following relation holds:

N ||
= /Iu|® + tr(CRB(Vectl()))/N.

(25)

A. Known Message Attack
Observing(y,a)™¥>, the opponent can use the Maximum Likelihood Estimator (Wtéfated to (10).
This estimator is also defined BY%L =0 v/ € {1,..., N}, which gives:

g;[:_VNC
v

(VAT (AAT) L, (26)

The MLE is known to be unbiased and consistém, it asymptotically achieves the CRB derived in
subsection IV-D. Fig. (5) shows experimental values;againstN, and WCR= +2 /o2 for the DSSS
case. The locus of points such that= const are projected on the plang = 0. They appear to be

parallel with the curveN, = N.o2 /2. Tests done with differentv, confirm that the efficiency of the

2\We discovered after submission a similar approach unigdelpted to watermark removal and only based on PCA in [37].
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WCR in dB log,4(N, )

Fig. 5. KMA for DSSS (V. = 4, N, = 512).  againstlog,,(N,) and WCR in dB. The curvéV, = N.o2/+* is plotted

with small circles.

attack does not depend on the vector length. This asserteabeetical security level of subsection IV-C.

B. Known Original Attack

In this case, the opponent observes several instanes-=ef(y; —x;) o Ua;. As seen in subsection V-
D, this is related to the well known problem of signal pro@egsalled Blind Source Separation (BSS),
with no noise. A lot of papers have already been written on B8 we just recall here its most common
algorithms. Note that spread spectrum corresponds to tf& ®®r-determined caseg, N, > N,).

The most classical algorithm in BSS is the Principal ComporAenalysis (PCA). Denot® = ) — X.
This technique makes an eigendecomposition of the m&iX = 2 AATUT /N,. This corresponds
to a Gram-Schmidt orthogonalization of vectet§-. Please, note that 2 Rank(A) is also the rank
of DDT. Hence, the decomposition outpytsorthonormal vectors lying in Spdty). In the best case,
the opponent hap = min(N,, N.). Nevertheless, in reality, he may haye< min(N,, N.) if the N,
symbol vectors are linearly dependent.

When successfuli.€., whenp = N,.), the PCA technique yields a orthonormal basis of the secret

subspace Spdtf{). The possibilities to hack watermarked pieces of conteream8paril/) is disclosed
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Fig. 6. PCAvs.ICA. PCA finds the secret carriers up to a rotation, whereas $Gcceeds to align the estimated carriafs

with u™e (Here, N. = 2). An ambiguity remains in their order (permutation) andeatation (sign).

are summarized in subsection IV-F. Yet, the vectors of tlisidare not necessary collinear with the
private carriers. This is due to the unitary matfixmentioned in subsection IV-D. The opponent cannot
decode, as projection of watermarked signals onto thislzages a mixture of the hidden symbols. This
is illustrated by Fig. 6. The same reason prevents him tratisgrinformation in the hidden channel.
Nevertheless, under the assumption that the symbol veaterstatistically independent, the opponent
can resort to a more powerful tool: the Independent CompoAealysis (ICA). It is an extension of
PCA, constraining the output estimated symbol vectors tindependent [26]. Good tutorials on ICA
and on its links with BSS are [28], [39]. A very general ICA aifighm named FastlCA [40] has been
preferred to algorithms dedicated to specific symbol distion [29], [30].

In short, ICA algorithms usually work in the basis recovebyda PCA. This basis describes exactly
the secret subspace (provided that N.). The problem is now reduced to the estimation of ¥ex N,
matrix P. Hence, parameteN, has absolutely no influence on the attack. Then, in an itergfocess,
the ICA ‘rotates’ the basis until it nullifies an objectivenittion (often called a constrast function) of the
estimated sources"~. This function can be an approximation of the mutual infaioraof the estimated
sources. Contrast functions depend on the distributionhef dymbol sources. However, this measure
reflects statistical independence only for lafyg. For a finite number of observations, ICA algorithms
usually search for a minimum of the contrast function witk tielp of a gradient descent technique.

When successful, ICA reduces the set of ambiguity matrieet® the one of signed permutations.

This is illustrated by Fig. 6. Subsection IV-F lists the pgbg#ies to hack watermarked pieces of content
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when the carriers are disclosed up to a signed permutation.

C. Watermarked Only Attack

The WOA case is quite similar to KOA, as it is related to BSS mo#&sy environment. The covariance

matrix R,, has the following expression:

’Y2 ’Y20'2
Ry = Rx + ﬁunauT = 02T + T“uuT. (27)

Yol
N,

c

Its diagonalization leads t&V, eigenvalues equaling? +

, and N, — N, eigenvalues equaling?.
Hence, the eigenvectors related to tNg biggest values constitute a basis of Sfdh which is also
known as the signal space in blind equalization for digitaiheunications.

PCA estimates covariance matf, by Y)Y /N,, and outputsV,. eigenvectors whose eigenvalues are
the biggest ones. Due to this rough estimation, these \@dtonot live exactly in Spaf@/). Compared to
Fig. 6, these noisy estimation vectors would not lie in trenpdf the page, regarded as subspace 8pan
in this simple example. However, ICA will still try to rotatem in order to render the decoded symbols
independent. Fig. 7 shows the locus of points such that const for different values ofN,. and N,,
with the DSSS method.€., a BPSK modulation). The ICA algorithm meets the theoréticait only
for large N,, and high energy of watermark signal per carrighV,,/N... Note that, forN.. = 4, the gap

between experimental performances and theoretical liets ¢arger.

D. Spread transform side information watermarking
This subsection presents experiments with side informatiatermarking using the process on spread
spectrum. In these methods, the symhol§) depend on the host signal in the following way:
a;(0) = f(m;(f),uix;) (28)

Three techniques were investigated: Improved Spread SpectSS) [23], Scalar Costa Scheme (SCS)

[21], and Maximized Robustness Embedding (MRE) [22]. Twplementations of SCS have been done.
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T T
—#= Nc=1;Nv=512
—5- Nc=1;Nv=256
- Nc=1;Nv=48

Nc =4 ; Nv = 256

15 L L L L L L L L L
-20 -19 -18 -17 -16 -15 -14 -13 -12 -11 -10

Fig. 7. WOA for DSSS. Operating points achieving= 0.8 for different parameterd/. and N,.. The solid line is the theoretical
limit for N. = 1, and curves with stars, circles and triangles are the exgertial results. They capture the efficiency of the
PCA, as only one carrier is used. The dashed line is the ttieairémit for N. = 4 (i.e. the solid line translated dbg,,(V)),

the dashed curve with circles is the experimental results thie FastICA algorithm [40].

The carriers have disjoint supports in the first one, whicka ipossible interpretation of [21ja; =
(uTol'...00)T, uy = (0Xu”...01)7, and so on withr N. = N,. The second implementation is called
SCS with Subspace Projection (SSP) [41]: the carriers haftdl support and are orthonormal. The
embedding distortion, the vector length and the numberaddm bits are the same for a fair comparison.
The KMA case has not been investigated. The knowledge of th&sages does not usually imply the
disclosure of the symbols. In SCS, functigii.) of (28) is private and depends on a secret kieg., (

a dithering vector). However, information about the symnsholay leak from the message. Symbols are

Gaussian variables centered of-1)":(® for the ISS technique:
aj(f) = y(=1)™® — \ul'x;. (29)

We foresee that the MLE algorithm could easily be tuned tdaifhis information leakage.
The KOA is simpler, as the basic assumption is still validix; and ulx; (k # ¢) are Gaussian
distributed and non correlated; thus, the symbols aresstatily independent. Yet, the efficiency of

BSS depends on the symbols distribution, so that we expffetatit performances. Once again, in our
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Fig. 8. KOA for four different watermarking techniqué&( = 4, N,, = 512). Dotted line:n = (1 + k/N,)™*; Dash-dotted

line: n = (1 + (k/N,)?)~ L.

simulation, the opponent always uses the same generic I@éitim. No fine tuning according to the
expected symbols distribution is done. Fig. (8) shows tiselts, except for SCS Surprisingly, the rate
of the noise estimation variance is ierO2 for DSSS, SSP and MRE. This seems to be due to the
bounded support feature of the symbols in these methodpiteed the use of a generic algorithm. For
ISS, the rate is in/N,. Please, note that, according to (29), the KOA for ISS is lainto a WOA for
the SS method, with a watermark to host power ratio/9f\%c2. A smarter attack on ISS stems from
this remark. First, difference vectors are used to disclbeesecret subspace with a PCA. Then, they are
corrected in adding the projection of the original vectaraled by a factoi\. We are now in a situation
similar to a KOA with DSSS. Finally, ICA finishes the job wonkj on the corrected vectors. The last
curve named ‘Corrected 1SS’ in Fig. (8) shows the dramatiprowement. The security level of ISS is
in practice as low as the DSSS one.

The WOA is also straightforward as we applied the same ICArélgn for DSSS, ISS, MRE, and

SSP. For SCS, the observed watermarked vectors are spltiunks ofr samples. Thus, the opponent

3For SCS,N, = 1 is enough to disclose small length carriemup to a sign.
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has N,/ = N, vectors whose length i, = N, /7, watermarked withN, = 1 secret carrier. The
algorithm is thus a simple PCA in this case. Fig. (9) showg#selts. SCS (or more precisely the way we
have implemented it) is obviously the less secure. But thla change brought in the implementation
of SSP is sufficient to correct this security fldwThe other techniques share the same security level.
ISS seems to be slightly more secure; however, remembenthatid not tune the contrast function of
the ICA algorithm. In the same way, the embedding paramétgrs) play a big role in the symbols
distribution, and the attack might thus perform differgnihis is the reason why we prefer to look at

the global shape of the curves, rather than to draw erronemudusions from these meager differences.

25
10g,,(N,)

Fig. 9. WOA for five different watermarking method®’{ = 512, N. = 4, WCR=-15dB).7 = 128 for SCS. For SCS, SSP
and ISS, the embedding parameters are optimal for an expaciee attack whose distortion equals the embedding tistor

WNR=0 dB.

“We only analyze here the security of the spreading transfdfety the dithering vector in SCS-like technique constitat

second barrier, which will be the subject of a future work.
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E. Application to a robust watermarking technique

The goal of this last subsection is to demonstrate the poWsinuart’ attacks based on secret carriers
estimation. So far, this article has investigated the filgtge of the attack: the secret disclosure. Now, in
a second phase, the opponent uses dhposterioriinformation to hack pieces of content, which were
watermarked with the same secret key. To this end, the stibseleals with real still images. The robust
watermarking technique from [20] has been chosen.

A challenge is proposed to two opponents: they attack a watdied image with an increasing attack
distortion, until an oracle warns them that the decoded awgsss different from the embedded message
(V. = 8 bits, PSNR=38dB). Pirate A usé&dind attacks i.e., pertaining to the robustness issue — except
any geometric attack). For instance, in this article, hdescthe size of the image by a quarter, JPEG
compresses it with a decreasing quality factor, and finalples back the image. Pirate B usssart
attacks. He has estimated the secret carriers by a WOA, Mjth 1000 images such thaj = 0.5°, and
he tries to remove the hidden information for one carrietaide of algorithm adaptations to real images
may be found in [33]. Fig. (10) shows the result of the chajkefor the Lena image. For a panel of 50
pictures (12 x 512 pixels), pirate B on average produces an attack distortefBlsmaller than pirate

A to successfully hack watermarked pictures.

VI. CONCLUSION

As in cryptanalysis, measurement of information leakageahé fundamental principle underlying the
theoretical framework for robust watermarking securityessment presented in this article. A watermark-
ing technique, even robust, is not secure if the opponentrefine his knowledge on the presumably

secret key while pieces of content are watermarked with #meeskey. The security level is then defined

5The opponent cannot know this last value. However, nothimygmts him to run simulations with his own private carriers

in order to estimate).
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(a) Pirate A (b) Pirate B

Fig. 10. Comparison between the two pirated Lena images.i$hieir best quality for a successful attack. Pirate A: RSRL.8

dB, Pirate B: PSNR=35.8 dB.

by the number of observations the opponent needs in ordezciaraely estimate the secret key.

The conclusion of this article is not that spread spectrusebavatermarking techniques or substitutive
schemes are broken. The goal is to warn the watermarking cmitynthat security is a crucial issue.
Designers should not only control the imperceptibility athe robustness of their schemes but also
assess their security levels. Depending on the applicalesigners are targeting (and especially on the
observations available to the pirate), watermarking sdveieces of content with the same key might
bring threats. This potentially arises difficulties on theykmanagement. For instance, it is not clear
how a blind watermarking decoder will be informed of the se&ey, if this later one is to be changed

according to the security levels assessed in this article.
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