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Chapter 1

Introduction

1.1 Thesis Motivation
Reliability engineering is a rapidly growing activity in industry today. It originated as such during the 1950's as a response to the demanding pressures in companies and products. Considerations such as life cycle costs, cost of ownership, product safety, liability or product reputation means that a company needs to be able to predict, assess and guarantee the operation and use of the product well after the production release. Reliability is the attribute of a product that includes every step of the life cycle of the product, from concept to disposal. The reliability effort in a company needs to be addressed by the implementation of a reliability program that deals with all the different aspects of reliability in the life cycle, and establishes interaction and communication between them. Also in many cases, it involves developing specific paths for retrieval of support phase information, since this stage of the life cycle offers the best feedback on product operation and performance.

However, improving reliability is not the only new challenge that the organization has to face. In the recent years there has been powerful worldwide changes that have altered the environment of business. Firstly, increased competition and market pressure have resulted in short release cycles. Teamwork has been greatly enhanced, and product development processes have been revolutionized with implementation of Concurrent Engineering techniques. As a result of this, new tools have been introduced in the engineering environment, e.g. Computer Aided Engineering, and networked systems have made virtual teamwork possible.

Secondly, the business environment has also become global, and companies need to collaborate and interact with customers and suppliers that can be in different countries or
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continents. Finally managing information, and maximizing the knowledge resources has become more and more important as the economies in the developed countries move towards a knowledge and information based model. Information systems provide the communication and analytic power that firms need for conducting trade and managing business on a global scale, and support the organization in developing its activity and its knowledge building effort.

The reliability activity can also profit from the information technology resources and in order to achieve its goals in this global, and collaborative environment, it needs to be supported by efficient information structures and systems. Therefore it seems suitable to develop the reliability program through information management structures and to implement reliability initiatives based and supported by these structures.

The following thesis, describes and prototypes an integrated approach to reliability management and operation, supporting the reliability activity with information systems, as the means of managing data, procedures and methodologies.

1.2 Objectives of the Thesis

The research, which this Masters thesis is based on, is embedded into an industrial research project, entitled Reliability and Field Data Management for Multi-Component Products. The main objective of this project is to develop a prototype of a system to manage reliability and field information, both in data and in processes. This system should provide the means for retrieving data, should integrate tools and methodologies in order to analyze it, and should be capable of storing the outputs of the analysis efficiently, in order to support knowledge building [Roc97].

The objective of this thesis is to develop a model for the reliability program operation, by approaching reliability as a process integrated with the life cycle of the product. It is also the purpose of this thesis to select, based on the requirements of the reliability model, a system that will support the operation of this program.

A prototype of this system will be developed in order to prove these concepts and to illustrate the different models and structures proposed in the research.

1.3 Approach to Work

The research started with a study of different reliability methodologies and initiatives, both through literature reviews, and through a close relationship with the industrial partners, and their reliability engineering operations. Based on the experience gained through these
means, a model of reliability process was created in order to give structure to the reliability program. The requirements and needs of the program were outlined. This was followed by close research into the different information tools available for reliability work, which included the use of different software packages, and the evaluation of their features and functionality. As a result of this evaluation, Product Data Management Systems (PDM) proved to be the most suitable technology framework for reliability management, and therefore research into different PDM solutions and packages was carried out. SmarTeam PDM has been selected because of its flexibility, its integration with CAD and Office packages and its ease of implementation. The suitability of PDM systems to support reliability management has been tested through the customisation of the SmarTeam Software, and the integration of the software with some other specifically developed tools. The overall system has been tested with ThermoKing Europe, and their operations. All along the process of implementing the system, continuous contact and feedback from the company helped in assessment and improvement of the different aspects of its operation.

1.4 Thesis Structure

The thesis structure is as follows:

Chapter One presents the motivation, the objectives, the approach to work and the layout of the thesis.

Chapter Two deals with reliability concepts, by presenting the model of the process of reliability, and by describing the methodologies and initiatives involved in this process.

Chapter Three describes the information requirements arising from the reliability program operation. A benchmarking exercise of different solutions is presented and a review of the selected tool, i.e. PDM is given.

Chapter Four describes the customisation requirements and overall structure of the prototype of the Reliability and Field Data Management System that has been developed. A number of reliability initiatives will be specified.

Chapter Five presents the prototyped Reliability and Field Data Management System, its information structure and interface. It will also show the way in which, within the system, the reliability processes are carried out, and the automation of some processes.
Chapter 6 will review conclusions and recommendations from the research and the development of the software.

This structure is illustrated in figure 1.1.
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2.1 Introduction
Reliability engineering is a very extensive area of engineering that covers many different aspects. It shares some contents with various other topics, such as quality, statistics, mechanical engineering or management. A comprehensive approach needs to combine the relevant aspects of each of the concerned areas into a reliability structure. Developing reliability structures in a practical way is strongly influenced by the product, the type and size of the organization and its market position. Depending on these factors certain approaches would prove to be more efficient, than others. Reliability needs to be customized to the needs of the organization.

The aim of this chapter is to specify clearly the components of the structure that supports an integrated approach to reliability management. The chapter will begin with a definition of reliability and related concepts. Then, a model for the process of implementing reliability will be shown. The different methodologies and concepts involved in this model will be reviewed next. Is the purpose of the author to integrate this methodologies and
Chapter 2  
Reliability Program Plan

concepts into a supporting structure. The review carried out in this chapter will outline the requirements for this structure which will be specified at the end of the chapter.

2.2 Definition of Reliability

Reliability has been defined as "the probability that a component, device or system, will perform its prescribed duty without failure for a given time when operated correctly in a specific environment" [Dav94]. This definition introduces the major aspects that need to be understood when talking about the reliability of a product: probability, operating conditions, failure and environment. The concept of probability is going to be the tool to overcome variation problems. The engineer's task is to design and maintain the product so that it does not fail. In these tasks he/she faces the problem inherent in the variability of engineering materials, processes and applications. Probability laws and statistical distributions are a mathematical tool that enables the engineer to deal with these variable parameters. Understanding what the prescribed duty for the product is, involves the knowledge of the production and performance specifications. Failure must be defined precisely, as it can take different form, i.e. a damaged, non-operating or incorrectly operating component. Finally, the influence of environmental conditions is also important. Products are used in very different environments, and these environments have a major influence in the possible modes of failure, e.g. corrosion or temperature brittleness.

The concept of reliability in industry goes beyond statistics and probability. In this context reliability is often used in a very general sense to include the whole of reliability-related activities: reliability, availability and maintainability (RAM). Availability refers to the concept of whether an item will be ready, i.e. available, when is needed [Dav94]. Statistical availability is the fraction of time that a system is available. It is often used as a measure of system effectiveness for equipment that is used to perform a service, such as large computer or a fleet of aircraft. Availability is determined by the reliability, maintainability, logistics and administrative policy of the organization.

The word maintainability refers to the concept of being able to easily maintain an item, i.e. the ease and speed of proper maintenance. Statistical maintainability is the probability that an item will be maintained within a given period of time when the maintenance is performed by personnel having specified skill levels and using prescribed procedures and resources. Maintainability is strongly affected by logistics system, personnel skills, and design of the item [Eva99].
2.3 The Process of Reliability

Reliability is an approach taken by the organization towards the goal of satisfying the customer. An enterprise needs to have a holistic view of reliability as a process that relates to the life cycle of the product, i.e. from design to retirement. A process can be defined as "a collection of successive steps that takes inputs, and achieves a specified output" [Gra96]. In a business environment, value is added if actions result in a change that the customer wants, and if the desired action is done correctly fast and in a cost-efficient manner. Reliability can then be defined, from a more holistic perspective as process, i.e. a collection of successive actions linked to each of the product life cycle phases that achieve high values of reliability and quality in a timely and costly manner. A reliability program plan covers a large range of methodologies, and tactical activities throughout the product life cycle [Mor93].

Figure 2.1 shows a model of the process of reliability that the author proposes, as a high level view for reliability management within a company.

![Figure 2.1 The Process of Reliability.](image-url)
The model shows the process of reliability, with a set of inputs and outputs at three different levels, i.e. program management and control, program initiatives and information management, as shown in the vertical categories of the figure. The inputs for the management and control level are the goals and requirements that give direction to the program and the level of investment and resources allocated to the program and to the different initiatives. These are decided by managers and project leaders, helped in their decision by the process of assessing performance and economical improvements achieved by the program. Although at the start this assessment is based on past-experience and managerial expertise, as the program progresses, the process results in a set of outputs, such as cost savings, increase of product reputation and increase of sales, which will be parameters used for decision making. At an operational level, i.e. where the program initiatives carried out are shown, the inputs are obviously the equipment, materials, training and personnel dedicated to their implementation. These initiatives cover a set of methodologies all throughout the development process. The choice of methodologies used, and the emphasis in each of them will depend on the company, the product and the amount of investment. They will generally be grouped in different categories as shown in the figure, i.e. supplier reliability and quality assurance, design for reliability, reliability in manufacture, statistical methods and models, reliability testing. Maintenance strategies and finally failure root cause and corrective action. The output of the program initiatives has necessarily to be higher levels of reliability, better maintainability or better availability of the product. Finally the third perspective that needs to be looked at, deals with the flow of information. In any engineering activity having the right information at hand, is a key issue for ensuring success. This is particularly truth for reliability, since it is an activity that expands throughout the life cycle of the product, and involves very different personnel and tools, at different phases. The exchange of information, the proper storage of data, and the building of knowledge and expertise through information management are essential for a successful reliability approach. Information management integrates the program in a framework for the operation of the different methodologies. It guarantees information flow and feedback, knowledge management/storage and provides convenient tools for analyzing and reporting, as to support the program, and the decision making processes.

The different issues involved in program management and control, and the program initiatives, will be shown next. The information management requirements will result from this review. Finally the possible information infrastructures for reliability management will be discussed in chapter three.
2.4 Program Management and Control

At a strategic level the key elements in implementing a successful reliability program are a continuous commitment of managerial level with the project and a well-defined and well-structured program, with clear objectives and tasks. It is up to the decision makers to understand and assess the need for reliability, to analyze the economics involved, to foresee the directions to take and to estimate and allocate the resources that are needed in order to do so [Oco91]. The program will have a set of outputs, in the form of parameters or reports that would help managers in their decision making process. The three major issues from a managerial perspective are the economics of reliability, the reliability objectives and goal setting and finally the reliability activities allocation.

Reliability Economics

Achieving products with high reliability is a process that necessarily needs a certain level of investment and resources. It can sometimes be expensive, particularly for complex products involving state of the art technology. The benefits of effectively improving reliability of the product are sometimes difficult to measure. Apart from savings coming from warranties and liabilities, the value gained from a reliability program is to a large extent a subjective judgment, based on concepts like customer satisfaction and customer loyalty. Hence it is sometimes difficult to measure the profits that the reliability investment brings to the company.

The concept of product life cycle forms the basis of all current views of product costing and is applicable to reliability cost analysis. It involves the concept of life cycle cost, that is a holistic view of the different phases of the product, the different costs all through these phases, combined with the reliability information and evaluation of design alternatives. Costing reliability requires assessing two different categories: the cost of reliability, i.e. cost of producing a product of a certain level of reliability, and the cost of unreliability, i.e. the cost for the manufacturer if the product does not attain high reliability [Gra96].

Cost of Reliability (COR)

The concept of cost of reliability, i.e. the total cost that the manufacturers incurs during the design, manufacture and warranty period of a product of a given reliability can be grouped in three categories, as follows [Gra96];

- Cost of failure. Yield losses caused by reliability screens and tests; cost of downtime in manufacturing equipment related to failure investigation; Scrap and
rework costs, including costs of related work in progress, space requirement for scrap and rework, associated documentation and related overheads. Cost of failure analysis in the support phase.

- Reliability Appraisal. Life testing, environmental testing, failure data reporting and analysis or reliability modeling.
- Prevention. Design for reliability, reliability standards and guidelines development, customer requirements research, product qualification, reliability screens, design review, reliability training and any other reliability activity related to the concept, design and production phases.

The cost information must be further restructured by product, process, segment or department to identify major contributors and therefore opportunities for improvement.

**Cost of Unreliability**

The cost of unreliability can be viewed as the savings for the company if a reliable product is manufactured. An example of cost of unreliability is shown in the table below.

<table>
<thead>
<tr>
<th>Cost of Unreliability Analysis</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Costs</strong></td>
<td></td>
</tr>
<tr>
<td>1 Warranty repair costs</td>
<td>Number of warranted units * years of warranty contract * average cost per year</td>
</tr>
<tr>
<td>2 Spares production and inventory for warranty support. Spare costs</td>
<td>To be determined by analysis (e.g. Poisson Model, simulation)</td>
</tr>
<tr>
<td>3 Net of profits on post-warranty repairs and spares</td>
<td>Annual profit on post-warranty spares and repair, analysis similar to warranty cost but related to post-warranty equipment utilization.</td>
</tr>
<tr>
<td><strong>Indirect Costs</strong></td>
<td></td>
</tr>
<tr>
<td>1 Service Organization</td>
<td>Training manuals, overheads during warranty period contribution</td>
</tr>
<tr>
<td>2 Product reputation</td>
<td>Estimate: agreed function of call rate, or of warranty cost.</td>
</tr>
</tbody>
</table>

Table 2.1 Cost of Unreliability Analysis.

**Performance Parameters**

The analysis of cost of unreliability can include outputs such as the cost of warranty for a single product per year, a list of frequent warranty failures or a list of top costly warranty failures. As a result of this outputs some analysis can be carried out such as comparison between different costs for ranges of products or list of critical items for a given product. Generally the structure of the warranty, or cost of failure information is not specifically designed for doing reliability analysis. It can sometimes be necessary to redefine this
structure in order to make it more suitable, or to develop a separate entity for monitoring this cost of failures.

The service and staff character of the reliability engineering and assurance function justifies a closer look at its cost-effectiveness. Its contribution to cost savings and value creation is indirect, and therefore management metrics and goals are also indirect. The following list represents an example of a reasonable set of variables allowing performance assessment [Oco91].

- Cost of reliability engineering as a percentage of R&D cost, totals yearly and for each individual project
- Cost of reliability engineering as a percentage of cost of quality
- Cost of reliability engineering service hour, actual and compared to charges by external service companies and laboratories.
- Percentage of designers trained in design for reliability
- Percentage of service requests fulfilled on time
- Number and percentage of service requests not accepted
- Cost of reliability engineering as a percentage of warranty cost
- Product warranty failure rate
- Customer-perceived company product reliability rank relative to key competitive products.

Reliability Goal Setting

For every process, program or plan in the organization, the first activity the needs to be carried out, is the establishment of a set of goals and requirements that give direction to the plan. Goals are used to focus organizational attention on desired results and to serve as standards against which achievements can be measured.

Goals must have a common direction, a higher purpose, but must always stay with what can realistically be supported. General procedures in order to establish goals in a reasonable manner can be developed. Table 2.2 shows a set of steps that helps establishing reliability goals and that ensures that they are ranked in an appropriate way.
### Goal Setting

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Clarify what is needed or desired</td>
</tr>
<tr>
<td>2</td>
<td>Review the organizational major unit purpose, establishing the goal, purposes and missions of the sub-units that conform the major one.</td>
</tr>
<tr>
<td>3</td>
<td>Identify desired key result areas.</td>
</tr>
<tr>
<td>4</td>
<td>Select goal candidates</td>
</tr>
<tr>
<td>5</td>
<td>Determine where the highest payoffs are likely.</td>
</tr>
<tr>
<td>6</td>
<td>Consider resources required to pursue each goal to a conclusion.</td>
</tr>
<tr>
<td>7</td>
<td>Identify any impediments or risks to goal achievement and determine whether they can be overcome.</td>
</tr>
<tr>
<td>8</td>
<td>Rank candidate goals according to ease of achievement in combination with degree of pay-off</td>
</tr>
<tr>
<td>9</td>
<td>Consider goal interdependencies and adjust goal candidates for maximum coordination and mutual reinforcement.</td>
</tr>
<tr>
<td>10</td>
<td>Examine goals for relevance, attainability, supportability, compatibility and acceptability.</td>
</tr>
<tr>
<td>11</td>
<td>Make final selection of goals and establish deadlines for achievement</td>
</tr>
<tr>
<td>12</td>
<td>Develop action plans for key goals. Translate them into requirements.</td>
</tr>
<tr>
<td>13</td>
<td>Communicate goals in writing.</td>
</tr>
<tr>
<td>14</td>
<td>Periodically review progress toward goal achievement and adjust.</td>
</tr>
</tbody>
</table>

Table 2.2 Goal Setting Check List.

Some examples of goals set in the context of a reliability program plan would be as follows;

- Establish reliability requirements or values.
- Define the structure that has to be put in place for supporting reliability activities, with a time frame to have it efficiently operative.
- Specify the data collection procedures or systems; allocate responsibility and time frame to have it efficiently operative.
- Specify an information management system that links the different activities, and serves as foundation for the program. Time frame.
- Design the training program, personnel recruitment, and exterior services if necessary.

### Reliability Requirements

Translating goals into requirements is absolutely necessary for connecting the strategic perspective to the engineering activity. The requirements are the final measurable parameter that will allow project leaders, engineers, managers and customers to assess and decide whether value added by reliability is sufficient or not. Two common parameters used are MTBF when a constant failure rate is assumed, and a B-life, related to Weibull life distributions. Requirement should be integrated into a reliability specification that
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includes a definition of the failure modes, a description of the environment, and finally the statement of the reliability requirement. An example of reliability specification is given in the table 2.3. range of other specifications.

<table>
<thead>
<tr>
<th>Reliability Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part Name</td>
</tr>
<tr>
<td>Part Number</td>
</tr>
<tr>
<td>Definition of Failure</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Environmental Specifications</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Reliability Requirements</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 2.3 Reliability Specifications.

Reliability Activities Allocation

The program surveillance and control tasks usually rely in managerial positions with the adequate feedback and inputs from reliability engineering activities.

The rest of the activities that are integrated in the product development process should be allocated among engineering personnel. It is important to understand that these tasks are not specific of the reliability engineers. In the same way that all the aspects of product development are involved in reliability improvement, an efficient reliability plan requires all the personnel involved in this process to collaborate in fulfilling these tasks, with the support of training, reliability engineers or reliability experts. Consultancy can be an option considered in certain situations, but if the organization has recognized the need for implementing the program it is always desirable to build in the expertise within the company. Some of the functions that are specifically assigned to reliability personnel are doing reliability estimation/prediction and growth plans, participating in all design reviews and maintaining reliability data systems.

2.5 Program Initiatives

Reliability is ultimately a process related to the life cycle of the product. The life cycle of the product is the process of developing, manufacturing, commercializing and maintaining a product. Therefore reliability is a process with a set of steps that are heavily influenced
by the product life cycle. Creating a reliable product requires defining, assessing and maintaining reliability throughout the phases of the product life cycle [Wgra96]. Therefore the reliability activities and methodologies are usually structured in groups, and each of these groups is tied to a certain phase of the life cycle of the product. Table 2.4 shows the groups selected for the purpose of this research.

<table>
<thead>
<tr>
<th>Supplier Reliability and Quality Assurance</th>
<th>Product Selection and Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Supplier Qualification Process &amp; Audits</td>
</tr>
<tr>
<td></td>
<td>Incoming Inspection.</td>
</tr>
<tr>
<td>Design for Reliability</td>
<td>Environment Analysis</td>
</tr>
<tr>
<td></td>
<td>Load-Strength Analysis</td>
</tr>
<tr>
<td></td>
<td>Failure Mode Effect &amp; Criticality Analysis</td>
</tr>
<tr>
<td></td>
<td>Fault Tree Analysis</td>
</tr>
<tr>
<td></td>
<td>Critical Items List</td>
</tr>
<tr>
<td></td>
<td>Design reviews</td>
</tr>
<tr>
<td></td>
<td>Thermal Design &amp; Worst case Analysis</td>
</tr>
<tr>
<td>Statistical methods and Models in Reliability</td>
<td>Statistical Analysis of Data</td>
</tr>
<tr>
<td></td>
<td>Life-Time Distributions</td>
</tr>
<tr>
<td></td>
<td>Probabilistic Engineering Design</td>
</tr>
<tr>
<td></td>
<td>Reliability Modeling and Prediction</td>
</tr>
<tr>
<td></td>
<td>Reliability Allocation</td>
</tr>
<tr>
<td>Reliability Testing</td>
<td>Planning Reliability Testing</td>
</tr>
<tr>
<td></td>
<td>Environmental Testing</td>
</tr>
<tr>
<td></td>
<td>Accelerated Testing</td>
</tr>
<tr>
<td></td>
<td>Endurance Testing</td>
</tr>
<tr>
<td>Reliability in Manufacture</td>
<td>Reliability in Manufacture</td>
</tr>
<tr>
<td></td>
<td>Quality</td>
</tr>
<tr>
<td>Maintenance Strategies</td>
<td>Reliability Centered Maintenance</td>
</tr>
<tr>
<td></td>
<td>Computer aided maintenance/troubleshooting</td>
</tr>
<tr>
<td>Failure Analysis-Root Cause and Corrective Action</td>
<td>Failure Analysis Structure</td>
</tr>
<tr>
<td></td>
<td>Failure Analysis &amp; Corrective Action Process</td>
</tr>
</tbody>
</table>

Table 2.4 Reliability Initiatives and Methodologies.

**2.6 Supplier Reliability and Quality Assurance**

It is very common in engineering companies that a substantial proportion of the finished product consists of components produced by suppliers. Therefore, if a successful reliability plan is to be implemented, it is necessary to monitor supplier quality and reliability and to find a way of assuring it meets the specifications set for the final product [POc92].

The three major issues to consider:

- Evaluation of products and suppliers;
- establishing the right communication and information paths with your chosen suppliers;
- carrying out a monitoring or control activity throughout production of products in order to maintain initial parameters.
Product Selection and Evaluation

The most important task in product acquisition is selection of the correct product. This involves comparing alternatives, but even if there is seemingly no choice it is still necessary to evaluate whether the item that is, or will be, available will meet the intended application’s requirements.

The facts involved in product evaluation fall into two groups: product effectiveness and product cost. Cost factors should not be included since the effectiveness of a product should be assessed versus the cost, using this term to mean Life Cycle Costs (LCC), and not just acquisition price. Effectiveness is best assessed in terms of a combination of the characteristics relevant to the system or product, these include capability, functional quality, legal factors, and of course reliability, durability and maintainability [Bla92].

Evaluating product’s reliability can be difficult. Most supplier-written product specifications give only very limited, if any, reliability information and, even when some reliability figures are given, it is often uncertain just how dependable and how applicable to ongoing production they are. Some actions that permit reliability evaluation are:

- Verification that the product’s operational and environmental requirements are within specification.
- Verification that the supplier has an adequate quality assurance system.
- An enquiry about which reliability assurance tasks were performed during design and development such as environmental stress analysis, parts stress analysis, FMECA, formal design reviews or reliability growth testing.
- Enquiry and evaluation concerning product qualification testing.
- Enquiry and evaluation as to the reliability screening, e.g. burn-in and environmental stress screening (ESS).
- Enquiry as to the production acceptance testing performed prior to release for delivery.
- Assessment of any quantitative reliability data supplied by the producer, either as part of the product data sheet or documentation or on request.
- Evaluation of failure detectability. This is important for functional modes

A common way of describing reliability requirements is through a reliability figure or merit, such as mean time between failures, failure rate, mean time between maintenance or availability. The customer will typically specify the desired figure or merit contractually in engineering documents, and will base it on system criticality or safety; reliability of available components; target cost; and repair, replacement, servicing and maintenance costs [Dav94].
Supplier Qualification Process & Audits

The supplier’s product is a result of its processes, from design to shipment. Determining which supplier has the best processes, or at least the willingness to continually improve its processes, is much better than exhaustively inspecting and testing the product, hoping to detect defects or process changes before they are installed in the product. Once the best supplier candidate is selected, the surest way to achieve high reliability is to work with that supplier, starting with the design process, and then continuing through manufacturing, test, and shipping. It is responsibility of the project leader and/or manager of the reliability activity to create and maintain this mutual

It is a good idea to set up continuing monitor of the supplier’s processes. It is also interesting to track the factory and field failure rates and feed this information back to the supplier on a regular basis [Gra96]. The reliability specifications coming from the suppliers, their test procedures, their analysis of failures and every other document related to reliability, must be available for the project leader and personnel involved in the reliability activity.

Vendor Rating

Vendor rating schemes have the purpose of providing a measure of vendor performance in the areas of quality and service in order to permit comparative assessment of competing suppliers, to draw attention to weaknesses, and to encourage vendor to improve their performance by making them aware that it is monitored [Bla92]. Rating schemes are usually based on quality and service measures. Quality indicators include possession of quality systems, percentage of product rejected, or failure rate. Service indicators can be punctuality of delivery, response time to enquiries or willingness and ability to respond to requests.

Incoming Inspection

The incoming inspection of components and parts received from suppliers in a regular basis is a common practice in industry today, and it does not need further description. From the conventional random sampling techniques, to the statistical designed sampling methodologies, some of the issues to be considered are setting standards, calibration and testing methods, determining parameters to be judged, establishing sampling plans, and frequency of inspection, etc. Convenient reporting of this and of the results from inspection is absolutely necessary for making it an efficient process.
2.7 Design for Reliability

The reliability of a product is strongly influenced by decisions made during the design process. Deficiencies in design affect all items produced and are progressively more expensive to correct as development proceeds. It is often not economic or possible to change a design once production has started. Therefore it is essential to focus in disciplines at this stage, that minimize the possibility of failure and which allow design deficiencies to be detected and corrected as early as possible [Dun80].

Apart from the methodologies that will be shown next, the designer must be aware of the materials, processes, components, production methods, design rules and guidelines, costs and much else in order to create a good design.

Environment Analysis

Environmental analysis consists on a careful review of the environments in which the product is expected to be stored, operated and maintained. The assessment must include all aspects that could affect the product's operation, safety and reliability. Physical factors include temperature, vibration, shock, humidity and pressure. Environmental aspects should be reviewed systematically, and the review should be properly documented [Car97]. The protective measures to be taken must be identified, as appropriate to storage, transport, handling, operation and maintenance. Environment analysis must be compulsory for critical components. It is also important that it takes a standard form to allow flexible exchange and proper interpretation of its results.

Load-Strength Analysis

Load-Strength analysis is a procedure to ensure that all load and strength aspects have been considered in deriving the design, and if necessary in planning of tests [Kap77]. The table below is an example of a hypothetical load-strength analysis for an assembly. The example shows approaches that can be used for different aspects of the analysis.

<table>
<thead>
<tr>
<th>Item (mat, func)</th>
<th>Worst case load/combined</th>
<th>Frequency/prob of occurrence</th>
<th>Data source</th>
<th>Combined effect</th>
<th>Strength Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rivet (*4) (Aluminium, fixing bracket to plastic frame)</td>
<td>1. 50 N total, axial</td>
<td>Continuous</td>
<td>—</td>
<td>—</td>
<td>Plastic frame is weak link</td>
</tr>
<tr>
<td></td>
<td>2. 40 N, lateral impact</td>
<td>See load distribution annex 1</td>
<td>Operating Data</td>
<td>Combine with 1 Degradation</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>3. Temperature 0-35°C</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Solenoid Coil</td>
<td>1. 32 V (at 22°C)</td>
<td>1/10^3 h</td>
<td>Data on power supply variation</td>
<td>72°C</td>
<td>Insulation limited to 70°C</td>
</tr>
<tr>
<td></td>
<td>2. 45° ambient</td>
<td>1/10^3 h</td>
<td>—</td>
<td>—</td>
<td>Overvoltage protection or improved cooling needed</td>
</tr>
</tbody>
</table>

Table 2.5 Load-Strength Analysis.
Event probabilities can be expressed as full distributions, or as the likelihood of a particular limiting case being exceeded [Car97]. The former is more appropriate when the load can cause degradation, or if a more detailed reliability assessment is required.

Load Strength Interference

In conventional design, failure is prevented by assuring that the design’s strength exceeds the applied load with an adequate safety factor. Load and strength have to be considered in the widest sense. Load might refer to mechanical stress, voltage or temperature and strength describes physical properties such as hardness, strength or melting point. In the real world, the values for strength and load depend on a set of conditions, and therefore vary with those, so that they may be more accurately represented by a statistical distribution [Car97]. This approach is called probabilistic engineering design, and will be described further in the section dedicated to statistical methods section.

Failure Modes, Effects and Criticality Analysis (FMECA)

This methodology is probably the most widely used and most effective reliability analysis method. It is extremely relevant in the design process. It obliges the design team to review their developments and involves other engineers in this process so that an external source, with different perspective can also participate in this process. The principle of FMECA is to consider each mode of failure of every component of a system and to ascertain the effects on system operation of each failure mode in turn. Failure modes are then classified in relation to the severity of their effects [Gra96].

An FMECA intends to:

- Recognize and evaluate the potential failure of a product/process and its effects.
- Identify actions that could eliminate or reduce the chance of potential failure occurring.
- Document the process.

Ideally the best results are obtained when an appropriate team is gathered to perform the analysis. Using the collective knowledge of the team helps to assure the development of both a reliable product and a reliable process. The core FMECA team should be cross-functional in nature and include product engineers (component and system), manufacturing or assembly process engineers, reliability engineers and quality engineers.

The FMECA requires a great input of information. Some of information that is usually required for an efficient analysis is [Sta97]:
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- Past Experience. Historical documents describing similar products, materials and processes.
- Other Information Sources. Process flow diagrams, control plans, manufacturing feasibility studies, previous data on reliability/warranty/field service/customer returns. Quality function deployments, competitive quality studies.

- Block diagrams. Hierarchy block diagrams, functional block diagrams or reliability block diagrams

The FMECA should be performed iteratively as the design evolves, so that the analysis can be used to influence the design and to provide documentation of the eventually completed design. Tests results should be used to update the analysis [Bow99].

Fault Tree Analysis (FTA)

Fault tree analysis (FTA) is a reliability/safety design analysis technique, which starts from consideration of system failure effects, referred to as ‘top events’. The analysis proceeds by determining how these can be caused by individual or combined lower level failures or events. It differs from FMECA in being strictly a top-down approach and in considering multiple failures as a matter of course. Different FTA have to be constructed for each defined top event which can be caused by different failure modes or different logical connections between failure events [Car97].

Quantitative Evaluation of the FTA can be carried out if probabilities of occurrence values are known. In most cases, it will be more convenient to use computer software to perform these calculations. The logical approach of the FTA is very useful for system safety analysis, to assess potential hazards. The FTA is also an excellent reference for troubleshooting techniques and maintenance manuals, because of the way it starts with atop-level fault and deductively determines the root causes. Finally the FTA can also be used throughout the designing team as a reference document for a number of other reliability activities, such as failure analysis, design-level FMEA, process-level FEMA and design reviews.

An example of a Fault Tree Analysis is given in the figure 2.4.
Figure 2.2 FTA of a Cooling system.

Critical Item List

The critical items list is a summary of the items shown by the other analyses to be likely either to have an appreciable effect on the product's reliability or to involve uncertainty. Its purpose is to highlight these items and summarize the action being taken to reduce the risks. The initial list will be based upon the design analyses, but updated will take account of test results, design changes and service data as the project develops. The critical items list is a top document for management reporting and action as it summarizes the important reliability problems [Oco91]. Therefore, it should not usually include more than ten items and these should be ranked in order of criticality, so that management attention can be focused upon the few most important problems. The critical items list should provide only identification of the problems and a very brief description and status report, with references to other relevant reports.

Design Reviews

During any design process it is highly desirable that occasional formal meetings, known as design reviews or milestone reviews are held. These sessions should ideally involve all
those concerned with the design, both to review progress and to ensure adequate communication. The number of reviews required depends on the size and importance of the project. In general about three major reviews are considered adequate, though additional minor reviews may be necessary [Car97]. To be of continuing value, the design analyses must be updated continually as design and development proceed. Each formal review must be based upon analyses of the design as it stands and supported by test data, parts assessments, etc. The analyses should be scheduled as part of the design program, with design reviews scheduled at suitable intervals. The reviews should be planned well in advance and the designer must be fully aware of the procedure. All people attending must also be briefed in advance, so they do not waste review time by trying to understand basic features. Therefore, all attendees must be provided with a copy of all formal analysis reports such as reliability objectives, predictions, load-strength analysis, critical items list, FMECA, FTA, and a description of the item with appropriate design data such as drawings [Oco91].

The design reviews should be major milestones in a project’s evolution. They are not concerned solely with reliability, of course, but reliability engineers have considerably influenced the ways that modern design reviews are conducted, and design reviews are key event in reliability programs.

**Thermal & Worst Case Design**

Thermal design is simply the practice of designing a product so that every component experiences the smallest possible temperature rise and never exceeds a reasonable percentage of its maximum temperature rating. Not only does this design approach increase the reliability of the product, but it also can improve performance when hot. Because the heat generated by one part can affect a neighboring one, thermal design is not an easy task. Also, heat is transferred by three mechanisms: conduction, convection and radiation. They are not linear and they are affected by ambient temperature, altitude, relative humidity and air velocity. Quite sophisticated thermal analysis and simulation software programs which can perform three-dimensional modeling rapidly and accurately are available [Kap77].

Worst case analysis obviously interacts with thermal design, since maximum input or output will generally result in maximum temperature rise. Other elements of worst-case analysis involve maximum variations in power supply voltage, timing or signal frequency, and component parameter tolerances.
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2.8 Statistical Methods and Models in Reliability

The traditional approach of engineering towards failure has always been deterministic. In this approach, there are a certain number of parameters, fixed values that describe the problem, or the causes of failure. However, when dealing with reliability, this approach is not valid anymore. An engineer cannot talk about the number of failure for a determined type of component, but to the probability of failure. Variation is inherent in all manufacturing processes, and designers must understand the nature and extent of possible variation in parts and processes used [Oco91]. Statistical methods provide the means for analyzing, understanding and controlling variation.

Reliability Functions

The measure of reliability of an individual component is its lifetime, that is the time elapsing between its start of life and the time at which it fails. Although, the variable is usually refer as time, and represented as $t$ it can represent any suitable measure of component usage, and it is a matter of engineering judgment to choose the right one. The symbol $t$ may refer to elapsed time, operating time, distance covered, number of missions, or number of on/off operations [Dav94];

The value of $t$ at which failure occurs, is, of course unknown in advance. It is a random variable, which needs a probabilistic rather than deterministic approach. The key to modeling the lifetimes of a series of components of the same type is the concept of lifetime probability distribution. The Probability Density Function (pdf), $f(t)$ represents the distribution over time of the probability of a components or part failing at a time $t$

At any value of $t$, the probability that the component has failed at or before this time is the area under the curve to the left [Dav94]. This defines a new curve, called the Cumulative Distribution Function, and is denoted by $F(t)$. At any point $t^*$, the cumulative distribution function gives the value for the integral of the probability density function from $t=0$ to $t=t^*$. So at every point $t$, the value given by $F(t)$ is the probability that the component has failed at or before the time $t$, and this is generally referred to as the probability of failure at time $t$. Reliability has been defined as the probability that the component has survived to time $t$, and this is exactly the complement of the cumulative function, i.e. The fourth interesting function that is studied in the context of reliability statistics, is the hazard rate function or failure rate function, $h(t)$. At time $t$, $h(t)$ is the probability of failure, given survival to time $t$. A constant hazard rate means that the likelihood of a failure is independent of the age of the component. This is the case when failure is due to random
causes that are not dependent upon component age. Constant hazard rate is sometimes used because it is mathematically much simpler.

Increasing hazard rate implies that the component gets more likely to fail as time passes. This happens when the properties of the component wear out with the passage of time i.e. the components get old. This will occur in any situation where corrosion, wear or fatigue are present. Therefore it is the most common hazard rate behavior when dealing with mechanical components.

A decreasing hazard rate is found when the component gets less likely to fail, as it gets older. A common situation where this could happen is when the component is highly stressed due to misalignment and the stress is reduced as the component deforms elastically [Dav94].

**Expected Life, Mean Time to Failure, MTTF and Mean time Between Failure, MTBF**

The expected life, or the expected time during which a component will perform successfully, is defined as the integral of the reliability function, i.e. an average of the survival time. When the system being tested is renewed through maintenance and repairs, \( E(t) \) is also known as the mean time between failures or mean time to failure. The mean time to failure, should be used when the failure distribution function is specified, because the reliability level implied by the \( MTTF \) depends on the underlying failure distribution. Two failure distributions can have the same \( MTTF \) and yet produce different reliability levels [Kap77].

**Life-Time Distribution Functions**

A statistical distribution is fully described by its pdf or probability density function\(^1\). All the other functions commonly used in reliability engineering, can be determined directly from the pdf definition. Once the shape of the pdf function is defined, all the other relevant functions, i.e. the reliability function, the failure rate function, and all the statistical parameters can be calculated [Rel97].

The pdf function can have different shapes, and there are a number of standard shapes, that can be found in any statistical book. These functions are called lifetime distributions, and are usually mathematical distributions with certain parameters, that have proven to represent pretty accurately probabilities of processes from the real life. This means that these distributions developed mathematically fit experimental data coming from real world processes, tests or data. Once a distribution is associated with a real life process, predictions and calculations can be made using the statistical model. This is the basis of

\(^1\) More information and details on the distributions used in reliability work are given in appendix 1.
reliability assessment and reliability predictions. Some of the most common distributions used in engineering problems are the Normal, the Lognormal, the Exponential, the Weibull, and the Gamma distribution functions. Methodologies have been developed in order to assign the appropriate mathematical distribution to a real life behavior. The first step generally consists of designing and carrying out tests with a representative sample of population. The results of these tests are then plotted following certain directions (that depend upon the type of analysis). The remaining task is fitting a curve to these points that proves to simulate the real behavior with a certain degree of confidence. Choosing the right curve is a matter of experience and of having sufficient quality data. The use of software tools can speed up the process, and facilitate calculations and comparison of different options. There are a number of statistical methods and procedures to assess the process.

Probabilistic Engineering Design

The basis of the concept of reliability is that a given component has a certain stress resisting capacity; if the stress caused by the operating conditions exceeds this capacity, failure occurs. The traditional design approach, which is based on arbitrary multipliers such as safety factors and safety margins, give no indication of the failure probability of the component. In some cases, using a safety factor above a certain preconceived magnitude can be the solution for a component failure, but in most of the cases, the failure probability may vary from a low to an intolerably high value for the same safety factor. Using a safety factor is justified only when its value is based on considerable experience with parts similar to the one under consideration [Kap77].

It seems then, that the conventional design approach is not adequate from a reliability perspective, and for a number of years, a new approach based on statistical analysis has been developed\(^2\). This methodology does consider the probabilistic nature of the design that is needed in component reliability. This is the so-called probabilistic design. In summary, this methodology identifies explicitly all the design variables and parameters, it determines the stress and the strength distributions, and then calculates the probability of failure of the component, by looking at the probability of interference of stress and strength distributions.

\(^2\) A more detailed description on probabilistic engineering design is given in appendix 2.
Reliability Modelling and Prediction

An accurate prediction of the reliability of a new product before it is manufactured or marketed is obviously highly desirable. Depending upon the product and its market, advance knowledge of reliability would allow accurate forecasts to be made of support costs, space requirements or warranty costs [Oco91]. Even for current products, finding reliability parameters, allow engineers to assess improvements, market personnel to use it as sales tools, and the business planers to asses the benefits of different maintenance and service contracting procedures.

Reliability Block Diagrams

A reliability model is usually built in the same way as design block diagrams\(^3\). The system is represented through a series of blocks, each of these block being a sub-system or component. The blocks are connected on a functional or logical way, and show redundancies, series operation or parallel configuration. Specially when dealing with mechanical components, reliability and availability prediction and modeling of systems can lead to complex problems even for the simplest products when items like repair times, testing and monitoring are taken into account. However they can be useful as a form of design review. The series configuration is probably the most commonly encountered model and, fortunately, is also the simplest to analyze. In a series system all subsystems must operate successfully if the system is to function. A parallel system is a system that is not considered to have failed unless all components have failed. In reality the standby redundant and share parallel arrangement are more often used, particularly in mechanical systems [Kap77]. Simple combinations of parallel and series subsystems are easily analyzed by successively collapsing subsystems into equivalent parallel or series components. An example would be the arrangement shown below.

![Reliability Block Diagram](image)

**Figure 2.3 Reliability models: Series and Parallel System.**

\(^3\) Further details and information on reliability block diagrams simulation can be found in appendix 3.
Reliability Prediction

The most interesting part of this section, as to mechanical reliability, and for the purpose of this project, is that of assigning parameters or values to these blocks that simulate somehow the behavior of the part or component.

This is the direct result from the statistical analysis that models the lifetime of the component with a lifetime distribution, from those covered earlier on in this section. The process of doing this consists of obtaining life time data, preparing the data for the analysis, finding the best-fit distribution for the data obtained and determining the parameters of the distribution for that particular component. Finally a decision is to be made on what parameters represent better the behavior of the component with time, and give more information on the reliability of the component [Bla92].

Some of the most commonly used parameters are listed below;

- **Failure Rate.** The failure rate of a component, as defined before, is the rate of failure of the component, i.e. the probability of failure given survival to that point. The fact that the failure rate is increasing, constant or decreasing gives a good first bit of information as to what is expected to happen, and what failure mode is relevant.

- **Mean Time to Failure (MTTF).** The mean time to failure is like an average of the number of hours that the component will last. It is applied to non-reparable components. It is an interesting parameter, and it must be always considered, but it can also be misunderstood. The fact that a component has a large mean time to failure, does not exclude the possibility of having a considerable number of components failing at early hours.

- **Mean Time Between Failures (MTBF).** This concept is generally applied to all sort of components, when in reality it can only be used in the case of repairable items. Whilst the sub-systems and parts will have a MTTF, the system as a whole, will have an MTBF, that is built from the different MTTF’s of the components. However if a reliability block diagram has not been developed for the system, as it is usually the case in complex products, the MTTF is meaningless.

- **B life for Weibull distributions.** When a Weibull distribution is used to reproduce the reliability behavior of the component, a useful parameter to be given is the B life. B10, refers to the number of hours at which 10% of the components would have failed. Depending on the percentage of failure that the component has, one percentage or other is chosen for this parameter.

- **Risks numbers.** The risk number is the percentage of components that are likely to have failed for a given number of hours. It is somehow the opposite concept to the B
life, and together with the mean life, it can also give a good picture of what number of failures to expect from a component.

Monte Carlo Simulation
In a Monte Carlo Simulation, a logical model of the system being analyzed is repeatedly evaluated, each run using different values of the distributed parameters. The selection of parameter values is made randomly, but with probabilities governed by the relevant distribution functions [Oco91]. Monte Carlo Simulation can be used for system reliability and availability modeling, using suitable computer programs. Since Monte Carlo simulation involves no complex mathematical analysis, it is an attractive approach. It is relatively easy way to model complex systems, and the input algorithms are easy to understand. There are no constraints regarding the nature of input assumptions on parameters such as failure and repair rates, so non-constant values can be used.

Markov Analysis
Markov Analysis is one of the so-called state-time analysis. This analysis is applied when the system or component can be in one of two states, e.g. failed, non-failed, and if the probabilities associated with these states are known. The Markov method can be applied to reliability predictions assuming constant hazard rates and assuming that the future states of the system are independent of the past states except the immediately preceding one. Computer programs have been developed to perform Markov analysis, and most of the reliability software packages include it as an option [Car97].

Reliability Allocation
Reliability and design engineers must translate overall system performance, including reliability into component performance. Reliability allocation is the process of assigning reliability requirements to the individual parts of the system in order to achieve the overall reliability goal that has been specified. This process can be complex, especially when there is a lack of information concerning important issues such as the role of the component for the functioning of the system, the method of accomplishing this function or the complexity of the component [Kap77]. Most of the basic reliability allocation models are based on the assumption that component failures are independent, the failure of any component results in system failure and that the failure rates of the component are constant. There is a choice of allocation methods. The equal apportionment technique assigns equal reliabilities to all the subsystems in order to
achieve a specified level or reliability for the total system. The main drawback of this method is that the subsystem reliability goals are not assigned in accordance with the degree of difficulty associated with meeting them. In the ARINC method the assumption is that the subsystems are in series with constant failure rates and the failure rate assigned to each component is based on relative weighting factors that are functions of the past failure rates of the subsystems. The AGREE allocation method is more sophisticated than the previous methods. This method is based on component or subsystem complexity and explicitly considers the relationship between component and system failure. The AGREE formula is used to determine the minimum MTBF for each component required to meet the system reliability. It is usually applied in electronic equipment, and is based on assessing the complexity of a component based on the number of modules and circuitry of the component. These are some examples of allocation algorithms that can be used depending on the different circumstances. Reliability software packages usually include one or more of these methods.

2.9 Reliability Testing

In modern industry, testing has become an integral part of the engineering product development process. It is the activity responsible for evaluating the design at the earliest stage possible, when failures can be corrected easily and at a minimum expense. Especially in some situations, when developments risks are high, having an integrated test program becomes critical in terms of time and resources. Testing, of course, requires a certain amount of investment, and in some cases, this effort may not pay back in useful results. It is the responsibility of the managerial level, to determine the amount of effort and capital expenditure in the area of testing.

Reliability testing, is the area of testing that concentrates on discovering causes of failure of the component or system, that have been left out in the design analysis. As well as that, reliability testing assesses the damage caused by the failure modes, and tries to determine the parameters or sources of failure. Reliability testing should be considered as a part of an integrated test program that should include statistical tests, functional tests, environmental tests, reliability tests, and when appropriate safety testing [Oco91]. These categories are not completely independent, and a good communication and interaction between them is necessary to minimize the effort and maximize the efficiency of the results.

The basic general requirements for any type of testing activity, and also for the reliability testing are:

---

4 A brief description on each of the methods listed, is given in appendix 4.
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- Complete set of specifications on component design, manufacturing processes, operating conditions, environmental conditions and handling and storage situations.
- Description and requirements for testing equipment and facilities.
- Standards or mandatory regulations on the performance and operation of the component/system. Standards on testing for quality assurance programs.
- Test and failure reporting system, common to all the design activities, and shared by all the product development team.
- Test schedule.

Planning Reliability Testing

Planning reliability testing involves firstly reviewing all the design analysis techniques that have already been covered in this chapter. Documents and data coming from FMECAs, FTAs, design reviews, environment analysis, etc. must be considered. These should have highlighted the risks and uncertainties in the design and the reliability test program should specifically address these [Bla92].

Analyzing time effects involves looking at the pattern of the main failure modes with respect of time, and deciding whether is cycles, distances, time, on-offs, start-stops, voltage drops, etc. Once the measuring unit has been chosen, then a prediction of what the failure rate behavior is going to be should also be made. This means deciding whether the failure rate is constant, increasing, or decreasing with this time unit. If the failure modes have increasing hazard rates, testing must be directed towards assuring adequate reliability during the expected life. Therefore reliability tests must be of sufficient duration to demonstrate this, or else, they have to be accelerated as will be described later on. The first type of tests is the so-called endurance tests, and the second are called accelerated tests.

Endurance Testing

In general all mechanical components and systems are subjected to wear and fatigue, i.e. increasing failure rates. Endurance testing of components or systems, requires running the component continuously, simulating the real operating and environmental conditions, and the purpose of the test is to determine whether the component survives the estimated life or reliability parameter given in the design analysis, or not. The testing parameters, such as environmental and operating conditions, would ideally be monitored, so in case of failure, they can be studied, in order to associate the failure with one of these parameters, and therefore be able to re-design to meet new requirements. Endurance testing is very useful, as it is a real life test, although it has some disadvantages. The main disadvantage being
that the component has to be tested for long periods of time, and it is unlikely that the component is not released for production before the end of the endurance test. Hence, although the failure might be identified, it is sometimes a bit too late. In this case, failure might be already happening on the field, with consequent customer dissatisfaction, and also the cost of re-designing has gone very high, since products are already in production. In summary, although endurance testing of the product is highly desirable to anticipate possible problems, it is not the most efficient type of reliability testing, specially when mean time of components is meant to be high (this is the case of most of the mechanical and electrical components in today’s market) [Oco91].

Environmental Testing

Reliability is strongly influenced by time effects, and also by environmental or operating conditions. Therefore the reliability test program must cover the range of environmental conditions, which the product is likely to have to endure. Some of the typical environmental factors affecting most products are temperature, vibration, shock, humidity, power input and output, dirt, people, and in the case of electronic equipment electromagnetic effects, and voltage transients, including static electrical discharge. Certain other environments, can affect reliability in special cases, such as radiation, lubricant age or contamination, high altitude, space vacuum, industrial pollution, electromagnetic pulse, salt-spray, fungus or high intensity noise. Standards have been developed that cover some of the specifications in environmental testing. However, these standards do not address reliability directly, since the objective is to show that the product will not fail or incur damage under the test conditions. Most of these tests do not require the equipment to be operating during the tests, an issue that is critical for reliability testing. As well as this, generally these specifications do not cover combined environmental situations, and are usually single-environment situations.

The environmental aspects of reliability testing must be determined by considering which environmental conditions, singly and in combination with others are likely to be the most critical from the reliability point of view. The best sources of information would be past experience, and literature, or codes or practice.

When past experience or the standard methods available are not appropriate because of the singularity of the product or environment, then the evaluation of the product environment must include the following information:
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- For each condition, maximum and minimum values, as well as rate of change of conditions. For example, a high rate of change of temperature can cause fracture or fatigue due to thermal mismatch or conductivity effects.
- Operating dormant conditions in relation to outside environments.
- Effect of combined environments might be much more severe than any one condition.
- Direction and modes of vibration and shock.

Accelerated Tests

As discussed in the section of endurance testing, sometimes the products test time necessary to provide adequate reliability assurance under normal operating conditions might be inordinately long, and therefore very expensive. Reliability initiatives should not hold up development, and should be as economical as practicable, so it is important to be able to accelerate reliability tests.

Accelerated testing should be employed during the development phases of a product, so that changes in design and manufacturing processes can be effected with minimum cost and delay.

Reliability tests can be accelerated by increasing the sample size in the cases where the life distribution does not show a wear out characteristic during the anticipated life. This is appropriate for small, cheap items, which can be produced in quantity such as electronic components or hydraulic seals. However, the normal scenario in reliability testing is that components suffer from wearing out processes, and that small samples are preferred, because of economical and practical issues. In this case, the accelerated test is provided by increasing the severity of the test. It is then necessary to evaluate the equivalent operating time under normal stress, and analyze whether failure induced under accelerated test conditions are the same as those that might occur under normal conditions.

Unfortunately, not every failure mechanism is accelerated by the same factor for a given stress. If sufficient data for each failure mechanism exist, then each mechanism’s accelerating factor may be estimated. Otherwise, combining all the failures for the test process into one group and calculate an average acceleration factor, is the best that can be done.

2.10 Reliability In Manufacture

Once the design is agreed, and released, and the product goes into production, the reliability concerns are dealing with the variability that is inherent in every production process. The major objectives of reliability in the manufacturing area are:
• Controlling and minimizing variability.
• Identifying and solving problems.

However, these initiatives are not exclusively the objectives of the reliability program, but are common to the reliability and quality departments. It is common scenario, that the reliability program is implemented in environments where quality control activities are already in operation and therefore, reliability in manufacture is not one of the newly introduced techniques, but something that is already carried out, and that has to be integrated into the program.

Reliability & Quality

Integration of quality and reliability activities, does not only concern the manufacturing aspects of the life cycle, but all the other aspects, and it is necessary to make efficient use of resources, and to achieve efficiently the objective of delivering a quality product, that will attain high levels of reliability. The approach for this integration varies for different organizations. In some cases, quality departments are given responsibility, and reliability teams are part of QC. In some other situations, reliability is part of the design group, independent from quality, and they collaborate through exchange of information, equipment, resources, and in a teamwork environment [Gra96]. Whatever the situation is, there are a few issues that are important in the integration side:

• Being able to operate a common failure data system.
• Being able to share tools, expertise, and information on the statistical methods used for design of experiments, or analysis of developments.
• Being able to share test equipment and test facilities.

In summary good communication, and ideally a common information system, is the platform for an efficient integration of reliability and quality.

In this context, the techniques that are in charge of controlling production variations are usually carried out by the quality department. They are not initiatives included in the implementation of the reliability plan, and therefore they are out of the scope of this thesis. Some of these activities are as control of production variability, statistical process control, acceptance sampling or manufacturing defect tracking and correction report [Baj83].

2.11 Maintenance Strategies

Most products are maintained during the support phase. Maintenance includes repair when failure occurs, as well as a certain amount of scheduled re-work that prevents failure. The latter is especially relevant in mechanical applications. The maintainability of a system is
clearly governed by the design, which determines features such as accessibility, ease of test and diagnosis and requirements for preventive maintenance actions. Maintained systems may be subject to corrective and preventive maintenance. Corrective maintenance includes all action to return a system from a failed to an operating or available state. The amount of corrective maintenance is therefore determined by reliability [Oco91]. Corrective maintenance cannot be planned. Preventive maintenance seeks to retain the system in an operational or available state by preventing failures from occurring, through scheduled tasks such as inspection, servicing or lubrication. Preventive maintenance affects reliability directly.

**Preventive Maintenance Strategies**

The effectiveness and economy of preventive maintenance can be maximized by taking account of the time-to-failure distributions of the maintained parts and the failure rate trend of the system. If a part has a decreasing hazard rate, any replacement will increase the probability of failure. If the hazard rate is constant, replacement will make no difference to the failure probability. If a part has an increasing hazard rate, then scheduled replacement at any time will in theory improve reliability of the system. Therefore in order to optimize preventive maintenance, it is necessary to know the following for each part:

- The time-to-failure distribution parameters for the main failure modes.
- The effects of all failure modes.
- The cost of failure.
- The cost of schedules replacement.
- The likely effect of maintenance on reliability.

Therefore preventive maintenance is not a separate activity from the reliability program, despite the fact that it is usually carried out by resources external to the organization. Preventive maintenance requires integration with the program, in order to feed from the information required. It is responsibility of the organization, to assist in guidance of preventive maintenance strategies, with the documents, information and tools adequate. Particularly FMECA and FTA are important sources of information for maintenance planning, maintainability analysis and for preparation of diagnostic procedures and checklists. FMECA documents can help in assessing failure modes, costs, safety implications and detectability. The likely causes of failure symptoms can be traced back using the FMECA results together with FTA documents [Oco91].
Design for Maintainability

Focus on design is important when systems are to be maintained. Design must allow for ease of access and handling, for use of standard tools and equipment, and eliminate need for delicate adjustment, so that maintenance tasks are easily performed. In this case, reliability does not suffer from degradation through maintenance and repair, and the maintenance costs are not too high.

Design rules and checklists should include guidance, based on experience of the relevant systems, to aid design for maintainability and to guide design review teams. Apart from general best-practice knowledge on this issue, it is highly desirable to feed back as much information as possible from the maintenance operations, including costs, description of failure modes and symptoms, and any remarks or comments from the operator's in charge of maintenance.

Managing Maintenance through backlog

Managing maintenance is necessary to manage reliability. Managing maintenance can be done in much the same way as managing production. The same way that operations uses manufacturing resource planners, maintenance can use a computerized system to assist in the process of maintenance and to capture and store all the information valuable for making decisions in present or future. This is what is called a backlog system.

The work management process consists of a number of key steps: work identification, work planning, work scheduling, work accomplishment, work documentation and work analysis and measurement. Reliability comes at two levels: equipment and human. Through an effective work management process, human reliability is achieved. That is to say that the process is defined and followed, the teamwork among departments exists, people are held accountable and there is a continuous effort to solve problems. Backlog management contributed to lowest-cost reliability ensuring the right work is getting done at the right time and the right resources. It also contributed to problem solving, and it captures lots of valuable information that is fed back to the organization in order to improve design, maintainability and costing tools.

2.12 Failure Analysis, Root Cause and Corrective Action

Failure of the product, of assemblies or components, occurs all through the life cycle of the product. It occurs during testing, during production, and in the field, once the product has been marketed. It is extremely important to be aware of the existence of these failures, and to be able to have sufficient information as to determine the causes of failure, and the
probability of further problems due to the same causes. As it has been already pointed out in this thesis, the reliability effort should focus on the development and design stage, because it is then, when the changes in the product can be implemented with less waste of money and effort. However, it is not realistic to assume that the design effort is going to be in control of all the parameters, operating conditions and environments. There are always a number of aspects that have been missed in the design process, and that result in failures after design is released. Although this is not the ideal situation, it definitely is the real world, and the reliability program has to cater for this, providing a system of failure analysis, root cause and corrective action, that will quickly and efficiently deal with these failures, solve them, and extract as much information from them as possible for further reference.

The major aspects to be considered for a good failure analysis system are [Gra96]:

- **Organization.** Definition of the group of people/department or team that is taking responsibility of the failure analysis system. It needs to have authority and clear reporting team.

- **Process of failure analysis/ root cause.** Definition of a process and supporting structure for analyzing the failures, and discovering the root causes.

- **Implementation of corrective actions.** Definition of a process and supporting structure for taking effective corrective action to eliminate the root cause, and to check the efficiency of these actions. Good documentation is part of the corrective actions.

**Failure Analysis Team**

A group of people, department or team, has to be appointed as the failure analysis team, as a part of the organization of the system. Generally this team has to be trained, together with other employees that might be involved in this activity, and has to be given the appropriate tools, meaning information structures, and also laboratories or equipment. Ideally, the failure analysis team should consist of a group of people coming from different areas, such as reliability, design, production and quality. After the necessary training, the team should have good knowledge and understanding of the physics of failure, specially those more related to the particular product. The team should also be given an information structure, so that they can easily retrieve specifications, documents, design analysis information and any other source of data that they need in their activity.
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Failure Analysis-Corrective Action Process

Generally, the failure analysis-corrective action process should consist of the following steps:

1. Information of failure is fed back to the team
2. Failures are prioritized and ranked. Criticality, and economically issues are considered.
3. Decision is taken to work in a certain failure.
4. The team performs a root-cause analysis, and suggests a corrective action.
5. The corrective actions are implemented.
6. Information of situation after corrective actions are implemented is fed back to the team to make sure that no further failure occurs.

2.13 Structure for the Reliability Program

All the methodologies and techniques reviewed in this chapter are components of a structure that supports the reliability program. For efficient operation of this structure it is necessary to guarantee the three following requirements:

- The components are well specified, designed and implemented.
- The components are positioned appropriately in the overall structure.
- There is interaction and flow of information and resources between all the components.

All the methodologies and techniques described in this chapter need to be well understood, to be carried out through efficient systems and to be supported with training, reference material, software packages or any other tool that might help in the analytical processes described. The components need to have a well specified location in the overall structure.

Because of the large time span of the reliability program plan, it is necessary to outline what is done and when for every methodology covered above. Because improving reliability is an iterative process, iterative loops must be specified and provided for. An outline of this general structure is given in figure 2.4. Interaction between the different methodologies must be supported, through available and exchangeable information. The reliability program expands on time, and different people are involved at different phases. This interaction is best supported with a unique reliability management structure, in the form of a computerized system that encompasses all methodologies, outputs and reports into a common working environment, as will be described in chapter three.
Reliability Requirement for the System

Reliability Allocation Methods

Reliability Requirement for the Sub-System

Reliability specifications for components:
- Definition of Failure
- Environmental Specifications
- Reliability Requirements

Performance Assessment. Comparison requirements/results

From Failure Data, modes and parameters of failure

Re-Design Iterative loop

Failure Mode Effects Analysis

Environment Analysis

Load-Strength Analysis

Critical Items List

Probabilistic engineering Design

Thermal Design, Worst Case, FEA, design best-practice methodologies
Figure 2.4 Structure of the Reliability Program Plan.
2.14 Summary

Producing reliable products has become a major competitive advantage in today’s market environment. A reliable product will satisfy the customers, will cause low cost in warranty and repairs and will build product reputation. A model has been presented that implements a reliability approach in the form of a process, with a set of inputs and outputs, tied to the product development process, from design to retirement. This process includes three major aspects: management issues, program initiatives, and information management. Managing the program involves setting goals, assessing the economics of it, and allocating the reliability initiatives to the right personnel. Procedures for setting goals, and examples of reliability goals and requirements have been presented. The economics of the plan are assessed through costing reliability and cost unreliability.

The program initiatives have been structured in eight different areas: Supplier Reliability and Quality Assurance, Design for Reliability, Statistical methods and models in Reliability, Reliability in Manufacture, Reliability Testing, Failure Analysis-Root Cause and Corrective Action Systems, and Maintenance Strategies. Implementing these methodologies and procedures results in an approach that takes reliability considerations all throughout the life cycle of the product. Some of the most important methodologies have been reviewed.

An efficient reliability program requires a system that integrates all of these methodologies and that provides a framework for efficient operation of the program. This system takes the form of a computerized information system. A list of the requirements for the system, together with the review of some of the software packages available, and the selection of a solution, is given in chapter three.
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3.1 Introduction

Chapter two has reviewed the methodologies and initiatives that drive the organization towards delivering reliable products. In the context of a reliability program, the remaining issue is the implementation of an information system that supports the program and that encompasses the reliability activity with all the other aspects of the organization.

This chapter will start outlining the requirements of this system. A brief discussion of the different solutions available will then be presented including a review of some of the reliability software packages available in the market. Product Data Management, PDM, systems (which are being implemented successfully in other aspects of the engineering activity), will also be considered. The advantages, disadvantages, deficiencies and benefits from these packages will be examined in the form of a benchmarking exercise. As a result of this, PDM systems will be then presented as the most suitable framework for the reliability program. These systems will be described in detail. The need for completing these systems with other available tools will also be discussed at the end of this chapter.

3.2 Requirements for the Reliability Management Information System

Reliability is an engineering activity with a life cycle approach. It consists of methodologies applied at different stages by different people. An integrated approach towards reliability requires a system to support, communicate, exchange, analyse and store information.
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The requirements for the system that would support most efficiently the reliability program previously presented, lie in two different categories, i.e. *analytical capabilities* and *efficiency/integration requirements*.

**Analytical Capabilities**

An information system can be defined technically as a set of interrelated components that support and deal with the information that organizations need for making decisions, controlling operations, analysing problems and creating new products or services [Lau00]. For the purpose of the reliability program, the information system will have to deal with reliability issues and therefore provide the users with a set of appropriate tools. The analytical capabilities of the system refer to the functionality of these tools, i.e. a module for performing fault tree analysis, a package that automates life data analysis, or a template for convenient failure reporting. Ideally the information system should provide tools to support every aspect of the reliability program. In reality, the system will incorporate some of these capabilities, but will be flexible as to integrate others as the user decides it. Some of the methodologies and activities that the system should cater for are given in table 3.1.

<table>
<thead>
<tr>
<th>Analytical Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Establishing Reliability Requirements</td>
</tr>
<tr>
<td>Life Cycle Cost Estimation</td>
</tr>
<tr>
<td>Product &amp; Supplier Evaluation</td>
</tr>
<tr>
<td>Incoming Inspection</td>
</tr>
<tr>
<td>Vendor Rating</td>
</tr>
<tr>
<td>Environmental Analysis</td>
</tr>
<tr>
<td>Load-Strength Analysis</td>
</tr>
<tr>
<td>Failure Modes and Effect Analysis</td>
</tr>
<tr>
<td>Fault Tree Analysis</td>
</tr>
<tr>
<td>Design Reviews</td>
</tr>
<tr>
<td>Critical Items List</td>
</tr>
<tr>
<td>Thermal Design</td>
</tr>
<tr>
<td>Worst-Case Analysis</td>
</tr>
<tr>
<td>Parameter Estimation</td>
</tr>
<tr>
<td>Probabilistic Engineering Design</td>
</tr>
<tr>
<td>Reliability Block Diagrams</td>
</tr>
<tr>
<td>Reliability predictions (mechanical models)</td>
</tr>
<tr>
<td>Pareto Analysis</td>
</tr>
<tr>
<td>Markov Analysis</td>
</tr>
<tr>
<td>Monte Carlo Simulation</td>
</tr>
<tr>
<td>Reliability Growth Tracking</td>
</tr>
<tr>
<td>Reliability Allocation Methods</td>
</tr>
<tr>
<td>Testing management</td>
</tr>
<tr>
<td>Failure Report and Corrective Action System</td>
</tr>
<tr>
<td>Maintenance Backlog</td>
</tr>
<tr>
<td>Reliability Centered Maintenance</td>
</tr>
<tr>
<td>Troubleshooting Support</td>
</tr>
</tbody>
</table>

Table 3.1 Analytical requirements of the reliability information system.
Efficiency/Integration Requirements

Companies today operate in a global market, interacting with teams, customers and suppliers all over the world. Teamwork has been greatly enhanced, and product development processes have been revolutionized with concurrent engineering techniques. Managing information and maximizing the knowledge resources becomes critical in the era of information economy. In summary, while tool functionality is obviously important, if the system does not integrate in the engineering and organizational environment, it will never be fully used or cost effective. A list of requirements for the reliability information system that will guarantee its efficiency and integration is given in table 3.2.

<table>
<thead>
<tr>
<th>Efficiency/Integration requirements</th>
<th>Features to comply with the specified requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support well-designed and implemented methodologies.</td>
<td>Provide guidelines, checklists, and procedures for the different methodologies. Use and Integration of software tools that support the methodologies used. Provides standard data system, and templates User-friendly environment.</td>
</tr>
<tr>
<td>Support integration of methodologies within the system</td>
<td>Data storage. Single/common data reservoir that serves all the modules. Information sharing. Communication between tools being used. Possibility of data import/export.</td>
</tr>
<tr>
<td>System integrated in organizational information structure</td>
<td>Enterprise wide solution. Communicate/import/export data with other enterprise information systems. Integrate/communicate with other tools, specially standard tools used such as office automation, and Cad packages.</td>
</tr>
<tr>
<td>Supports exchange of information across supply chain, and direct interaction with customers</td>
<td>Web utilization Supplier's/customer's functionality considered in the data structure and involved in the analysis.</td>
</tr>
<tr>
<td>Supports engineering activity</td>
<td>Facilitate teamwork and concurrent engineering Facilitate research and consultancy, providing libraries, standards, and web integration. Provides right data at hand. Automates flows of information and data to relevant team members. Graphical and tabular reporting capabilities. Supports product tree, bill of materials structure.</td>
</tr>
<tr>
<td>Supports knowledge management</td>
<td>Stores information for further reference in a meaningful standard form. Knowledge builder capabilities.</td>
</tr>
<tr>
<td>Supports managerial activity</td>
<td>Project management and planning capabilities. Customized report structure, for decision making processes. Program assessment tools, both performance, and economical.</td>
</tr>
<tr>
<td>Supports security and consistency</td>
<td>Different levels of access to different levels of information Secured data reservoir. Automation of signed-offs, approvals and check-in processes. Facilitate information iteration, keeping track of changes made, by whom and when. Revision system.</td>
</tr>
<tr>
<td>Customization tools</td>
<td>Possibility to design new tools and operations within the system Integration with applications development packages. Possibility to design new processes and flow of information within the system</td>
</tr>
<tr>
<td>Searching and retrieving capabilities</td>
<td>Classification of data structure and documents, that supports querying systems by attribute, types, etc.</td>
</tr>
</tbody>
</table>

Table 3.2 Efficiency/Integration requirements of the reliability information system.
3.3 Benchmarking of Reliability Software Tools

The requirements for the information system that will manage and support the reliability program have been outlined in the last section. These requirements will decide upon the different solutions that initially, seem to support reliability activities in a company. Although a certain level of customisation will always be necessary for the software to comply with specifications, the following benchmarking exercise will try to determine the most suitable package i.e. the one that provides the required features in its most generic form, and requires therefore, fewer adjustments to operate.

Reliability Software Packages

There are a growing number of reliability software solutions designed to support reliability programs. The providers of these packages vary in their motivation and market focus. Firstly there are a number of consultancy firms that offer training and support in reliability program implementations, and have developed their own software packages to assist these implementations. These firms can offer off-the-shelf solutions or the possibility of fully developing and customizing a solution for the particular needs of their clients.

Secondly, software companies specialized in computer aided engineering issues, have designed different packages for reliability and maintainability analysis. They usually offer modular design, with tools that can be implemented separately but that fully integrate within the system. Finally a number of companies offer specialized solutions in a certain area of expertise, such as hazard studies, plant reliability, computerized maintenance and logistics systems, or safety and environmental assessments.

For the purpose of this thesis, a representative sample of packages that is not specific to one area has been selected. A review of these packages, together with a brief outline of its major characteristics is given next.

Support system Corporation, SSTC. This organization is focused on mechanical engineering applications. They offer a range of training and support literature in reliability, maintainability, troubleshooting, testing, etc. Their software package for reliability analysis is called MechRel. It is basically a model generator, which uses a range of libraries and standards, and reliability block diagrams to calculate life estimations for mechanical engineering components. They also offer the use of microchip tag applications for maintenance and troubleshooting assistance [SST00].

Relex Software. Relex provides a very complete set of modules for reliability and maintainability analysis. It focuses on the importance of providing component and part libraries and standards. It provides and SQL library browser and search engine. It offers
integration with software packages commonly used in an engineering environment, as well as with application development packages. It is a standard package that offers more than a well-designed suite of tools. It has a holistic view of the reliability process, and although it misses some of the integration/communication/teamwork requirements, it shows a further concern than just providing analytical solutions [Relex00].

**ReliaSoft.** Reliasoft corporation consists of four integrated business units, *Standard Software*, *Enterprise Solutions*, *Infrastructure Enabling Technologies* and *Consulting, Education, Research & Training*. The standard software packages are modules designed to carry out specific reliability tasks, mostly in the statistical domain. From developing these software packages, ReliaSoft has moved onto consultancy services in developing reliability systems customized to client. In this field ReliaSoft aims to automate the entire process of data acquisition, analysis and reporting in standard database architecture. For the purpose of this thesis, only the standard software packages have been benchmarked [Relia00].

**Meadep.** Meadep offers a four-module solution. The first module is called *data pre-processor*. Its purpose is getting data from files or databases through import/export utilities. The second module is the *editor-analyzer* and it consists of a parameter estimation tool that generates values to feed the third module, which is the *model generator*. The model generator is a reliability block diagram engine. The software seems to be orientated for engineers with an in depth knowledge on reliability simulation, especially for plant engineering and digital/electronic components. It is more a specific tool that an integrated solution for reliability engineers [SoH00].

**Item Software.** For years Item Software, was the official distributor of *IsoGraph* products, a modular set of tools that covered most of the well-used reliability techniques. However, this is not the case anymore, and Item Software offers now a new range of products, centralized in their *Item Toolkit*. This package includes the most popular tools in an integrated environment. Although Item stresses their user friendliness, demos are not available, and the software could not been properly evaluated [Ite00].

**IsoGraph Direct.** Isograph has offered for years a set of modules through their distributors Item Software. These included reliability centered maintenance, availability calculations, fault tree analysis and others. Traditionally they focused on the analytical capabilities, and only recently they are implementing solutions that would suit better the new engineering environment. This shows in their new product, the reliability workbench, with a more comprehensive view of the reliability process, and further integrations [Iso00].

**BQR Engineers, Care Software.** CARE, Computer Aided Reliability Engineering is a very complete package that has resulted from the consultancy experience of BQR
Reliability Engineers, over the years. The aim of Care software is integrating reliability software into the engineering CAE tools, to support reliability in an efficient manner. The tools purpose it to serve reliability engineers but also designers, managers and marketing personnel concurrently. It stresses the need for single database, data sharing and data communication. It also considers integration issues. It is one of the most comprehensive packages in the market [BQR00].

Raytheon, ASENT, CARMA. Raytheon Systems Company has worked for years in the development of computer aided engineering tools. Their Computer Aided Reliability and Maintainability Applications toolkit, CARMA, is designed to address the demanding needs of the reliability and maintainability engineering, not only as in tool functionality but also in computing/working environment. This toolkit a large offer of features, such as integration, tool development, data conversion, or web technologies for the six-module package, that covers most of the reliability related activities [Ray00].

Fractal Solutions. The focus of this company's software is reliability centered maintenance, and its application in plan engineering. However it offers a comprehensive and integrated package that provides functional tools, together with security, integration, knowledge builder, etc. It is a truly enterprise wide solution in its area of specialization [Frac00].

AAC, Advance Reliability Technologies. AAC is a re-seller of different software packages. Their offer includes quality tools, such as Taguchi method, and reliability analyses. The latest is a six-module package, that cover different aspects of the product life cycle, stressing functionality of the tools, over requirements such as integration with other software and systems, or data templates and structures. One unusual feature of this package is that it provides a security/access authorization system [Dre00].

ABS Group, JBF Associates. JBFA is the reliability & risk division of the ABS group. They are a consultancy group focused on carrying out hazard analysis and risk assessments based on a range of different methodologies. They also assist in program implementations, from reliability to maintenance and logistics. In the area of software they have developed a set of modules that assist their operations and program implementations. This software is therefore orientated towards safety and risk analysis methodologies. Although they have their own models and processes in reliability program implementations, they do not present any software framework supporting these implementations [ABS00].

EngineeredSoftware. This package, called Reliability & Maintenance Analyst is a simple, user friendly tool that performs data analysis, parameter calculation and maintenance
optimization. It is not intended to support other methodologies or to serve as any other purpose than the functionality of its features [Eng00].

**Reliability Analysis Center, PRISM Software.** The *Reliability Analysis Center* is an initiative from the *American Department of Defense*. RAC offers a complete product line of reliability, maintainability, quality and supportability publications, automated databases and software. *PRISM* is the new RAC software tool that ties together several tools into a comprehensive system reliability prediction methodology. This package stresses out the standards and libraries, where the department of Defense has extensive experience [RAC00].

**Product Data Management Systems.** A number of companies offer relational databases with different fronts to operate them, as a global solution for the reliability information issue. This concept is known commercially as product data management systems. These systems are relational databases that give structure to the meta-data, and can operate different data sources. Their features and capabilities comply with all the requirements listed above. The companies involved in reliability work, offer their own solution that is customized to the needs of the organization in the field of reliability. However, there is a huge range of product data management systems in the market that can be implemented and customized in-house, or as a part of a larger project that develops a system to support all the engineering activity, reliability being a part of this large implementation. Therefore product data management systems have been considered as candidates for building the reliability information system.

**Assessment of the Reliability Software Packages**

The requirements for the information system that would support the reliability program, have been divided in two categories. Firstly, the capability of the system to support all the methodologies reviewed in chapter two, and to automate or facilitate the work of the engineers in performing them. Secondly, a number of other requirements that will result in an efficient system, which supports the actual engineering environment and integrates in the organizational overall system. In table 3.3 the software packages that have been presented are assessed as to support functional tools. In table 3.4, the assessment looks at the other requirements that have been listed before. In each table the packages are sorted from less suited to more suited to the requirements that are looked at.
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<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3 Comparison of analytical requirements for reliability software packages.
<table>
<thead>
<tr>
<th>Feature</th>
<th>Support Systems Corporation</th>
<th>MechRel</th>
<th>ABS, JBFA Group</th>
<th>Meadeq</th>
<th>Item Software</th>
<th>EngineeredSoftware</th>
<th>AAC</th>
<th>ReliaSoft</th>
<th>IsoGraph</th>
<th>KA, PRISM</th>
<th>Relax Software</th>
<th>BQR, CARE</th>
<th>Raytheon, CARMA</th>
<th>Customized Product Data Management system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supports product tree structure and BOM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge builder capabilities (capture different information in the form of templates)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility of building up own libraries</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides libraries, standards</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexible and efficient classification of data structure and documents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integration with application development packages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility to design new tools and operations within the system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilitates information iteration, keeping track of revisions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supports security and consistency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graphical and tabular reporting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customized report structure capabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project planning/management capabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automates flow of information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilitate teamwork and concurrent engineering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supplier's/customer's functionality considered in data structures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web enabling capabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility of Import/Export Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility of integration with office packages (work, excel, access...)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility of integration with CAD/CAE packages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enterprise Wide Solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single/Common data reservoir for all modules</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modular design</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User friendly environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4 Comparison of efficiency/integration requirements for the reliability software packages and product data management systems.
The results of the assessment can be summarized as follows:

- Traditionally, reliability software packages focused on providing tools for performing certain types of reliability and maintainability analysis, such as parameter estimation, or reliability centered maintenance. Their approach to reliability was simplistic and did not take into consideration the life cycle of the product. Although these packages can be useful tools for reliability engineers, they cannot serve as an information system for the reliability program, and do not support reliability planning and management.

- In recent years, some of these packages have been developed further. These days, reliability software packages tend to offer a modular design, offering a flexible structure that allows the engineer to choose from a broad range of tools. It has also been recognized the need to manage information, to integrate these packages in the CAE environment, and in the organizational structure.

- After the assessment of all the packages available, it is concluded that higher importance must be placed in providing integration, flexibility, communications, knowledge management and security. If the reliability system is configured to cater for those, and it is flexible enough, the functional tools can be built upon the system. On the contrary a system focused on providing analytical capabilities, will not allow for management of information, integration of the system, or further developments. In summary the information system must provide a foundation for the program to be built on, rather than blocks that cover bits and pieces, but do not form an overall structure.

- There is no off-the-shelf package that covers all the range of requirements that have been specified for the reliability program implementation, either in functional tools or in integration requirements. The solutions that come closer to the specified requirements are the customized pieces of software that the consultants in reliability offer to clients. These solutions take the form of relational databases, with tools developed to manage the data. Their principle is the same as the data management systems that have been implemented in other areas of the engineering activity.

- Product Data Management Systems offer full capabilities and features for building the information system. Although their structure has to be customized, and the templates and tools have to be developed, these systems offer the flexibility, and level of integration required.
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3.4 Product Data Management Systems

Product Data Management Systems, have become very popular in the last four or five years. They have been develop to cover a gap in the information structure of an organization that left the engineering activity, isolated from manufacturing, from purchasing and from the general operation. Managing information has become critical, and supporting its exchange and flow is a key issue for the company’s success. This section will describe PDM systems generically. It will outline their major characteristics and features, their components and their benefits to the organization. It will also discuss the situation of the PDM systems within the other major enterprise wide information systems, i.e. Enterprise Resource Planners, ERP and Material Resource Planners, MRP. Finally the implementation of a product data management system in the context of reliability program and management will be reviewed.

What is a PDM System?

A Product Data Management system is a tool that helps engineers, designers and product managers to manage the life cycle of the product, in both data and processes. It encompasses many different aspects, such as engineering data management (EDM), product information management (PIM), technical information management (TIM), workflow/groupware (WF) or image management into a unique system that tracks the data and information needed to design, manufacture, support and maintain a product. It is also cross-departmental since the potential users of a PDM system go from project management and manufacturing to quality assurance, sales or purchasing. The early systems were developed with a manufacturing focus. Key engineering process capabilities of these systems were release management and change management. In recent years other areas of the product life cycle have been targeted for improvement. Today a PDM system is a very valuable tool to support concurrent engineering practices, by allowing different teams to work in the same projects while assuring security, revision control, and consistency. They also deliver industry-business solutions that support compliance with industry and regulatory standards, and provide pre-defined standard reports, as well as fully integrated applications to support activities such as logistics and field service, software development and project management [Tsa93]. Figure 3.1 shows the position of the PDM in the context of the organization.
Product Data Management (PDM), Manufacturing Resource Planning (MRP) and Enterprise Resource Planner (ERP)

The three enterprise wide solutions for information management today are enterprise resource planner, ERP, manufacturing/materials resource planning, MRP and product data management, PDM. There is a certain degree of overlap between their scope, and a lot of discussion about the similarities and differences between them. Historically, MRP’s were the first to be developed [Bou00]. This acronym originally stood for materials requirements planning, and it consisted on matching orders levels of raw materials with predicted final product shipments. These systems have evolved into today large suites of software which calculate resource-limited schedules, manage change control of product configuration, allow for future planned changes in product and resources as well as including full financial and stock control functions. Enterprise Resource Planners are systems that manage the entire spectrum of the enterprise operation, not only the manufacturing/inventory aspect that the MRP covers. The ERP includes contract management, production, procurement, cost accounting and finance. The flow of information concentrates on logistics data [Sar00].

Finally PDM’s are systems to manage all forms of product related data throughout a product’s life cycle. They serve mainly designers and engineers and concentrate on engineering data about the parts and the product.
Because there is a certain level of overlap between the functionality of these three systems, large manufacturing companies today, implement them as modules of the unified information system. Integration and communication between them is a major issue. Each organization has to consider its needs for information, and for structures and implement a system that suits these needs.

Components of a PDM System

As described before, the PDM system supports management of the product life cycle. In order to do so, a PDM system has the following features and capabilities [HP99]:

- Electronic data storage and management.
- Classification of component/documents and product structure.
- Flexible File organization, and support of multiple file formats.
- Querying and viewing capabilities.
- Document security and access levels to information.
- Timely controlled access to information.
- Workflow automation.
- Customisation tools and integrated solutions.

These features are met by the system through a number of elements in their architecture, i.e. data vault and document management, product structure management, classification and retrieval, workflow and process management, program management and control, utility functions and integration functions.

Data vault and document Management. This provides a physical storage system for the data and documents, with security levels and controlled access. It usually involves establishment of data inter-relationships and life cycle management of data, by defining states such as checked in, checked out, revision, etc.

Product Structure Management. Provides the capability of structuring the data as a part list or bill of materials, with part definitions, attributes and links. The querying capabilities of the PDM systems make different view of the data possible.

Classification and Retrieval. Information and data is not only efficiently stored, but it can also be efficiently retrieved. The system provides tools to search for parts, attributes, codes, structures, types of documents, free-text searches, etc.

Workflow and process management. Specifies process definition, revision and version relationships and control. It establishes automated workflow paths, and automated flow of
information along pre-defined nodes. It manages approval and signing of parts and documents, so that information stored is consistent and reliable.

**Program management and control.** By process management, and by creating breakdown structures and schedules.

**Utility Functions.** Communication and notification, that handles e-mail and notes. Data transport among users and systems. Image services, that provide viewing capability for documents, so that they can be viewed by users that do not have supporting software. Some systems also provide red-line markup capability in their viewing tools.

**Integration Functions.** Data translation, means that the system can have tools to translate data among different systems, CAD, CAM, ERP’s etc. It also has administration set-up control, so that system can be customized and maintained.

All of these components are more or less common to every product data management solution that is available in the market.

**Benefits of Implementing a PDM System**

Some of the benefits of implementing a PDM System are:

- Reduced time to Market.

A PDM System can speed up tasks by making data instantly available as it is needed. It supports concurrent task management, and it allows authorized team member access to all relevant data with the assurance that it is always the latest version.

- Improved design productivity.

Historically a design engineer would spend as much as 25-30% of his time simply handling information, looking for it, retrieving it, waiting for copies or archiving new data. PDM removes this dead time almost entirely. It also avoids duplication of efforts, and saves the amount of time designers spend solving problems that have probably been solve before, but where the solution can not be found or retrieved.

- Improved Design and Manufacturing Accuracy.

The PDM assures that everyone in a project is operating on the same set of data which is always up to date. Overlapping or inconsistent designs are eliminated.

- Better Use of Creative Team Skills.

Designers are often conservative in their approach to problem solving for no other reason than the time penalties for exploring alternative solutions are so high. PDM helps by keeping track of all documents and test results relating to a given product change, minimizing design rework and potential design mistakes. It reduces the risk of failure by sharing the risk with others and by making the data available to the right people fast.
Comfortable to Use. Although PDM systems vary widely in their levels of user-friendliness, most set out to operate within the existing organizational structure of a product engineering operation, without major disruption.

Data Integrity Safeguarded. The single central vault concept ensures that, while data is immediately accessible to those who need it, all master documents and records of historical change remain absolutely accurate and secure.

Better Control of Projects. PDM systems enable you to retain control of the project by ensuring that the data on which it is based is firmly controlled. As well as this the change management, traceability and workflow capabilities, make scheduled tasks impossible to ignore, or to forget.

Better Management of Engineering Change. The system allows you to create and maintain multiple revisions and versions of any design in the database. This means that iterations on a design can be created without the worry that previous versions will be lost or accidentally erased.

Total Quality Management Enhancer. By introducing a coherent set of audited processes to the product development cycle, a PDM system should go a long way towards establishing an environment for ISO9000 compliance and total quality management (TQM). Many of the fundamental principles of TQM such as relying in individuals for identification and solution of problems, are inherent in the PDM structure.

Implementation of Product Data Management Systems

Implementing a PDM system involves more than installing a software package. Even the most standard PDM packages, considered off the shelf solutions, require a level of customisation, of internal design and of adjustment to the organizational needs and structures. Because the PDM scope is to be an enterprise wide solution and to be integrated in the enterprise environment its implementation is more than a purchasing decision. This section will described the general process of implementation of PDM systems first, and then will outline some specific issues, related to the subject of this thesis, i.e. implementing the system to support the reliability program [Man00].

Analysing the needs and requirements

The first step when implementing this type of systems is an in-depth analysis of the needs of the organization. This process has to identify and recognize problems, opportunities for
improvement and possible solutions. The current structure is assessed on practices and performance compared to potentials.

**Selecting a PDM System**

Once the requirements for the possible improvements are outlined, the suitability of the PDM system has to be assessed. And once this is determined, then a PDM supplier needs to be selected. This can be a quite complicated choice. The functionality and capabilities of these systems are complex. The number of products offered is large and the market changes quickly. The size of the organization, and the level of expenditure assigned, will be relevant factors to consider.

**Implementation of the system**

Once the solution has been selected, the real implementation process begins. For making full use of the benefits of the system, it is convenient to examine the current situation, and to try to re-engineer some of the processes within the company, that are sources of bottlenecks. The implementation of a PDM system is a great chance to introduce some changes in the engineering activities and operations. A deep understanding of the processes and products is needed to be able to implement and customize a PDM system. The key success of the implementation is a good cross-functional team, trained, and aware of the requirements and the capabilities of the system. It seems to be common practice, to implement first a prototype of the system. A selected subset of functionality is implemented in a particular part of the organisation. This process implies education and training, customisation of the package and structuring existing data.

**Implementation of a PDM System for the reliability program**

In the case of the reliability program, the needs and requirements of the system have already been outlined, and PDM systems as suitable solutions have also been discussed. As to the issues of which PDM system to select, traditionally the business of PDM solutions had been divided into two distinct categories. High cost, feature heavy systems, versus low end, cheap systems, that were simply about document management. The high level solutions require long and expensive implementation processes, which often do not adapt to the dynamic business environment. They are also not suitable for mid-range or small size companies. The low-end systems, did not offer full capabilities, and they missed the integration and customisation tools that allow the company to make the most out of the system. The situation has changed considerably, and in recent years there has been a drift towards offering off the shelf solutions, that can be quickly implemented, and offer a configuration management capability, that allows the organization to customize the system to their needs. These mid-range systems have been looked at, as the most suitable type for
the reliability program implementation. An off-the-shelf package, that includes customisation and configuration tools, has been selected. The process of customizing and implementing this software to serve the purposes of the reliability program will be described in the next chapters. As discussed earlier one, the PDM system offers all the capabilities to serve as a good foundation for the reliability program. However, these systems are not specifically designed for reliability engineering, and the analytical capabilities are not supplied by the system. Therefore the customisation of the package will also look at the integration of reliability tools within the system, to cater for these requirements.

3.5 Summary

An information system allows the organization to achieve efficiency and quality in most of its processes. The engineering activity is more and more concerned with having good information systems, to support concurrent engineering, and life cycle management. Since reliability engineering deals with every aspect of the product development, and requires information from every life cycle phase, it is necessary to have an information system that supports the reliability program. After reviewing different types of tools that could serve the purpose of a reliability program plan, PDM systems have been selected as the solution that provides a better foundation for implementing the program and for further developing it. The fact that PDM systems manage the product information throughout its life cycle on an integrated and efficient manner is the summarized reason for their selection. The definition and concepts related to PDM systems have been covered, and the different components and features of these systems have been described. Through the research carried out in chapter two, the different activities needed in the implementation of a reliability program plan have been identified. Implementing a PDM system to support the reliability program will have to provide data structures, procedures, methodologies and tools that support these activities. This process will be described in the next chapter.
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Case Study: Prototype of a Reliability and Field Data Management System (RFDM)

4.1 Introduction

The last two chapters have reviewed the analytical, functional and information requirements for planning, implementing and managing a reliability system within a company. Product data management systems have been selected as the most suitable information management tool for doing it.

This chapter will present the overall structure of a reliability management system based on the principles discussed. The author has developed and customized an application that operates reliability engineering in a specific company. Firstly, an overview of the company will be given. This will provide some general background information about the company and the specific requirements of their reliability engineering operation. Next the overall structure of the system will be outlined pointing out the different elements and how they interact within the system. Finally, detail specifications on the information structure, and the processes that need to be implemented to meet the requirements will be shown. The actual prototype developed based on these specifications will be presented in chapter five.
4.2 Company Overview and Requirements

The company is a multinational organization that manufactures refrigeration units for transport. It is world leader in its business and committed to delivering quality products, with high performance, high efficiency, and low support and maintenance costs. As such, the reliability effort is the subject of continuous development and improvement. Because of the nature of their products and operations a few issues need to be considered for their reliability engineering strategies.

Company Environment

Being a worldwide company with facilities in locations such as Europe, Asia or the States, it needs to guarantee that their operations are global and that communication and information sharing exists between different plants. Global teams and concurrent engineering across seas needs to be supported. The reliability engineering is no exception, and as such, reliability information needs to be shared across countries. As well as this, the reliability effort needs to be global and consistent across different engineering groups, with the common strategies procedures and methodologies.

Product

Refrigeration units are multi-component products, based on mechanical engineering systems, e.g. compressors, engine, alternators, belt-drive systems, and also electronic parts in the form of sensors, transducers and a microprocessor that controls the operation of the unit. These units are subjected to a broad range of operating conditions, and extreme environments. The failure of the refrigeration unit can represent major financial losses for the owner. For all of these reasons, reliability is a critical for a refrigeration unit performance. As well as reliability, maintainability is also important in supporting a product with a large time span. Since the application is transport, the unit travels all around the world, and maintenance effort needs to be assured and coordinated across many countries. It is also important to facilitate the possibility of diagnosing problems and repairing the unit in the field, to avoid major disturbances to the customer’s operations.

Dealer Network

The units are distributed through a dealer network, which has strong connections with the company. Dealers sell the units to the final customers and are generally in charge of maintenance and repair of the units. They are in fact the managers of the units during its operating life. The collaboration with dealers is very important, and it extends to engineering work, with dealers involved in product improvement, or new product development projects. Through their collaboration with dealers, the company has the
unique opportunity of accessing information on the product that would be generally lost in the hands of unknown customers. This information lies in very different areas, such as marketing and sales, quality and also reliability. Establishing appropriate communications paths, and collaborating with dealers is a major goal for the company.

Although the units and its components are heavily tested in-house, sometimes, as in many other applications, the only real testing scenario is the field. Information of the operation of the units, the types and modes of failure, and the environmental conditions and stresses, would be very valuable for the reliability engineering work. Providing the means for this information to be recorded in a meaningful format and accessible to the engineering personnel is one of the major purposes of the information system.

Collaboration with Suppliers

In manufacturing the company is mainly on assembly operation. There are very few parts and components produced in house, and most of them are bought from a large range of suppliers. Issues of reliability with components in the unit need to be addressed in collaborative programs with the suppliers of these products. The suppliers and their knowledge of the components and the company with their expertise in the application need to have an information exchange policy that should be facilitated by the system.

4.3 Overall Structure of the RFDM System

The general structure of the RFDM software based system developed is shown in figure 4.1. The system has been developed to meet the requirements for reliability management in the context of the companies operations. The elements of the system are outlined next.

Information Structure and Interface

The core of the system will consist of the information structure and the managed databases. This information structure is built through the customization of the PDM system to the specific requirements of the reliability management program. The managed data will take the form of databases, which can have different locations and distribution. Meta-data refers to the data structure of the PDM system, i.e. attributes, fields, indexes or types. The PDM system will also provide security and access control, and additional features like revision control, consistency, data validation, and a convenient interface for the users to access this data. The interface of the system has the purpose of allowing the users to access the information in an efficient way, allowing them to retrieve the information that they want easily and quickly, and providing a user-friendly environment that can be customized to suit each users particular needs.
The PDM system provides output through tree structures, querying/retrieval capabilities, and utilities such as multi-language, data translation, or viewing options. Personnel from different areas, teams and locations will be able to access the data through this interface, given that they have access control. The system will be web-enabled so that users can have access to it if working away from their usual workplace.

**Information Input. Reliability Processes**

As well as giving users optimal access to information, the system has to support the analysis of information through different processes, and has to guarantee that the outputs from these analyses are fed-back into the system in an appropriate format. Therefore the system integrates procedures, guidelines, checklists and software tools that support reliability initiatives. The outputs of these processes, in the form of reports, data, or lists, must have defined locations in the system.
For the specific application that is being used as prototype example, the initiatives that have been selected are as follows;

1. Field Data Reliability and Costing Analysis
2. Failure Report and Corrective Action System
3. Critical Item Reliability
4. Parts and Supplier Evaluation
5. Reliability Prediction Methods
6. Failure Mode Effects Analysis (FMEA)

**Field Information Management**

One of the most valuable sources of information for reliability work is very often the least accessible to engineers or organizations, i.e. information on products in their operational life. Accessing this support phase information has many different implications. It allows engineers to fully understand the issues concerning the life of the product, its performance and failure. It also provides valuable knowledge on economical aspects such as operational or maintenance costs. In a market situation where purchasing price is starting to be overlooked in favor of cost of ownership, and specially in applications with heavy maintenance demands, access to support information is critical to improve products, and to maintain sales. As well as this, the organization need to be more open with their customers, sharing with them information on products, components or engineering activity, and effectively converting the customer in an element of the organizational structure.

All of these can be achieved by information management and sharing. Because of all of the above, special attention is given in the RFDM system to the information exchange and feedback from the dealer network. A sub-system designed to retrieve and analyze this information needs to be designed, and its structure is outlined in figure 4.2. The requirements of this system are outlined next.

1. **Data Synthesis Tool**

   In order to be able to retrieve and analyze the information a standard format needs to be agreed and implemented. Ideally the organization would supply dealers with a software tool that would store all the information in the appropriate format. As well as providing consistency, the tool would assist and facilitate the process of entering information, and could also be designed as to support dealers in internal management of their products and workshops. Specifications and descriptions on this tool can be found in reference [Her00].
2. **Data Communication Tool**

Because of physical location requirements, the structure should be able to connect organization and dealers through an internet connection. This would allow for the input of information to be possible at any time, from any given place (provided there is an internet connection), and it would also facilitate the retrieval of relevant information from a remote location. Specifications and description on this tool can be found in reference [Her00].

3. **Evaluation and Storage**

Information on failure and maintenance of products can represent a huge amount of data. All of these data cannot be stored permanently in the organization. Data needs to be transferred from dealer's sites into the organization at given intervals, then be analyzed with the aid of developed software, and finally be stored for a certain amount of time, and then deleted. The results of the analysis can be stored for further reference in the form of documents in the PDM system.

To support the product efficiently the organization needs to share with the dealer network information such as maintenance manuals, repair instructions or troubleshooting guides. The support information needs to be available on a reliable, fast and efficient manner. The
information shared with dealers needs to be up to date, and renewed as engineering work progresses. Since the PDM system is the location of all the progress of the engineering work, opening part of the information in the PDM to dealers seems to achieve this consistently. The PDM also provides great flexibility, because access levels can be controlled dynamically by the administrator to different people at different stages. In order to have full collaboration, dealers have to be given a way of feeding back information into the system, such as comments on certain documents, suggestions or complaints. This is also supported through the PDM system provided that it has read/write capabilities.

**Automation of Information Flow**

Some processes that are carried out in the context of reliability engineering involve documents and information being brought through a predetermined and standard workflow path, where different users perform different tasks sequentially. These processes are usually carried out periodically. Automating these processes through the workflow utility of the PDM system, means that information is passed on automatically and efficiently in pre-designed flow processes, and that full control over the processes is possible. This part of the RFDM system is referred to as information flow automation.

### 4.4 Design and Functional Specification of the RFDM System

In order to implement the RFDM prototype system, based on the requirements outlined above, three different levels of the structure need to be specified as follows;

- Level 0: Information structure
- Level 1: Structure of reliability processes
- Level 2: Workflow automation structure

**Level 0 Information Structure**

The information structure needs to integrate all the information and data that will be used in the different processes. It also has to be designed so that it can store the results of these processes in a convenient format. The information structure will be implemented through the customisation of the PDM system and will serve as the base for the operations of the system. The layout of the structure that has been developed is shown in figure 4.3. This data structure is designed into an Interbase database. The structure consists of a number of classes that are conceptually linked as shown. However, logical links between any two objects can be established, as it will be described further on. In this way, information in the system becomes a network, where any relation between objects can be supported.
Further descriptions and details on the information structure and the user interface are given in chapter five.

**Level 1 Reliability Processes Structure**

A number of reliability initiatives and processes have been selected based on the requirements of the application. Some of these initiatives are carried out through the use of software tools, and some others are implemented within the functionality of the PDM System. Figure 4.4 shows the overall structure of these processes. Each process will be then specified in detail.
Figure 4.4 Level 1. Reliability Processes.

**Process 1.1 Failure Report and Corrective Action System**

The Failure Report and Corrective Action System has the purpose of supporting the identification of product failures, the development of corrective actions, and the implementation of these actions. This process is carried out within the information manager, or PDM, by using some of its functionality and data structures. The system structure is shown in figure 4.5.
**Process 1.2 Critical Item Reliability**

A critical item is a component whose failure can significantly affect reliability, safety or repair/replacement costs. Process 1.2, Critical Reliability supports the engineers in managing critical items, by providing the means for identifying critical items, ranking them, and by giving access to the list of critical items at any moment to both dealers and users. This information can be used in many ways, e.g. by intensifying maintenance, considering re-designs or implementing component improvement projects. The structure of this process is shown in figure 4.6.

---

**Figure 4.5** Process 1.1 Failure Report and Corrective Action System.

**Figure 4.6** Process 1.2 Critical Item Reliability.
Process 1.3 Failure Modes and Effects Analysis and 1.7 Failure Modes Analyzer

Failure Mode and Effect Analysis is a methodology extendedly used in design for reliability. The system provides a template for the analysis, and a class that stores FMEA documents, so that users can access them. Making this information available is very beneficial since FMEA analysis can be relevant in issues as follows:

- Highlight areas needing corrective action.
- Identification of reliability and safety critical components.
- Visibility of system interface features and problems.
- A basis for location of performance monitoring and fault sensing test equipment or test points.
- Areas where fail-safe or fail-soft features are needed.

The results of the FMEA analysis are used by the reliability engineer to enter the relevant information on the Failure Modes Analyzer. This module can be used to feed this information back to the dealer in order to support maintenance operations. It can also be used to guide the dealer in identifying failure modes, in order to get more accurate information on the failures of parts and its causes.

The basic structure of the process is shown in figure 4.7

![Diagram of Process 1.3 FMEA documentation](image)

Figure 4.7 Process 1.3 FMEA documentation.

Process 1.4 Suppliers and Parts Reliability Assurance

The Suppliers and Parts Reliability Assurance process is designed to assure that suppliers and parts are systematically assessed, and that the outputs of the assessment are stored for further analysis and review.
Figure 4.8 Process 1.4 Suppliers and Parts Reliability Assurance.

**Process 1.5 Field Data Reliability Analysis**

The Field Data Reliability Analyser takes the form of a developed software tool, that has the purpose of searching the failure database based on a given criteria, retrieving the data, and performing some standard calculations that give an idea of reliability parameters in the data. Summaries of this analysis and produces, and are then stored in the information manager. Figure 4.9 shows the layout of this process.

Figure 4.9 Process 1.5 Field Data Reliability Analyser.
Process 1.6 Field Data Costing Analysis

Field data can also be used to calculate costing parameters of the operational phase of the product. This can be valuable information in calculating life cycle costs, and in planning maintenance and support strategies. Figure 4.10 shows the process of doing Field Data Costing Analysis.

![Diagram of Field Data Costing Analysis process]

Figure 4.10 Process 1.6 Costing Analysis.

Process 1.7 Reliability Predictions

Reliability predictions can be based on a number of different sources, as listed below;

- System Reliability Assessment. Combine predictions, process grading, operational profiles, software and test data to predict reliability parameters.
- Similar Item Data. Based on empirical reliability field failure rate data on similar products operating in similar environments.
- Translation. Translate a reliability prediction based on an empirical model to an estimated field reliability value
- Empirical. Uses observed failure data to quantify part-level empirical model variables.
- Physics of Failure. Models each failure mechanism for each component individually.
In most of the cases, different software tools are used for calculating reliability parameters. There is a range of different options, e.g. reliability block diagram engines, or lifetime analysis distribution packages. In any case it is the job of the reliability engineer to prepare and treat the data, in order to get good results. When making predictions based on field data, the Failure Analyser tool can be of great value in this process. Documenting reliability predictions is very important for reliability assessment and reliability growth tracking. The process of reliability predictions is described in figure 4.11.

![Diagram](image)

**Figure 4.11 Process 1.10 Reliability Predictions.**

**Level 2: Workflow Automation Structure**

This layer of the structure shows the workflow paths have been designed to optimise the operation of the system, and to carry out some of the reliability initiatives. These workflow processes will be automated through the PDM system, so that information and documents will be brought through the designed paths automatically by the system. Figure 4.12 shows the overall layout of the workflow paths structure. Four flow processes have been designed. Users of the system, reliability engineers, dealer and suppliers interact throughout these processes. At each step of the process, a number of participating users are defined together with the tasks that have to be performed. The tasks will be normally automatically distributed to the users as indicated in the flow process.
Because failure feedback is a major issue to be considered, failure reporting needs to involve different users of the system. The purpose of this process is to inform of approved failure report documents to the relevant users, and gather the views and suggestions of these users for further reviews. Failure reports are therefore automatically distributed throughout the process. Users receive notification through their workflow mailbox. The failure reporting process is illustrated in figure 4.13. Each box represents a stage in the process. The users and tasks to perform at each stage are indicated in the diagram.

After reviewing failure reports, or customer's feedback, corrective actions might be considered. In the process of design, many users are usually involved in reviewing and assessing the progress. However, when implementing corrective actions this interaction is not always the case, and sometimes actions might be implemented without the relevant
users review and assessment. The corrective action process has the purpose of bringing the suggested corrective action throughout the relevant users, to assess and approve the action. Also through the process logistics is organized, e.g. documentation, instructions, spare parts and kits. Figure 4.14 shows the workflow process for corrective action implementation, the users involved and the tasks that are performed by these users.

Figure 4.14 Workflow 2.2 Corrective Action Implementation.

Another case of information needing to pass through different users for review and interaction is the qualification of suppliers and parts. When a component or a supplier is to be qualified, different issues and perspectives need to be brought into consideration, i.e. logistics, reliability, quality or design specifications. In order to assure that all the specified users participate in these processes, a workflow has been designed. The process of supplier qualification, for supplier reliability assurance is shown in figure 4.15. This process also assures that documentation on the assessed aspects is produced and stored for further reference.
The process of component qualification, implemented to assure reliability assessment of every component is illustrated in figure 4.16.

Other processes that can be implemented through workflow paths include, engineering change orders implementations, engineering project requests, or engineering testing requests. Because they are not specifically designed for reliability management, they won’t be specified.
4.5 Summary

The implementation of a reliability management system based on PDM solution is going to be tested by prototyping a reliability management system for a specific company. The customization requirements have been reviewed and the general structure of the system has been outlined in this chapter. The relevance of support phase information management has been pointed out, and it will therefore receive specific attention when developing the system.

The different processes and structures that the system must integrate have also been specified, by dividing the system implementation in three different levels: information structure, reliability processes and workflow automation. The information structure specified will be implemented by customizing the PDM information structure and interface. This will guarantee that all the data and information that needs to be managed has its location in the system, and that users profit from these information through the PDM utilities, e.g. viewer, searching, querying or multi-language.

Some of the reliability processes will be carried out within the system functionality, and some others will need from the support of software tools. Either way, the outcomes or results from the processes will be feedback into the PDM for knowledge building, and future reference.

Finally, some of the processes can be optimized by carrying them out through automated workflow paths that bring information and documents along specified paths of users, where tasks are performed sequentially. The workflow paths that will be used have been specified.

Chapter five will outline the operation of the prototyped RFDM system, that has been developed based on the specifications reviewed.
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5.1. Introduction

In chapter two the principles of reliability engineering have been outlined. The requirements to manage reliability activity and reliability information have been outlined in chapter three, and Product Data Management has been selected as the framework to develop the reliability management system. In order to build a prototype of the system, a case study has been presented and its requirements have been outlined in chapter four.

This chapter will cover the design and implementation of the reliability management system based on the principles discussed, and customized to a specific application. First the customisation of the PDM system will be shown, describing the information structures developed and its user interface. Various types of structures and tools for supporting the reliability activity will be also described and integrated in the system. Information flows will be automated through workflow paths. The operation of the system will be shown with examples of a number of reliability initiatives.
5.2 RFDM Overview

The RFDM front screen intends to be the working environment for a reliability engineer. From this screen, the user can operate the different tools that have been selected for carrying out reliability activities and processes. The front screen of the RFDM system is shown in figure 5.1.

Figure 5.1 RFDM Front Screen.

By using the different buttons, the user can launch different tools and applications as follows:

**PDM system.** Launches the information manager system. This system stores all the documentation and reference data. Some of the reliability processes will be carried out within this system.

**Failure Data Analysis.** Launches the software developed to search the failure database and perform calculations on reliability parameters.

**Part Failure Analysis.** Launches the software developed to perform reliability calculations on failure of parts and components.

**Cost Analysis.** Launches the software developed to perform cost analysis on field data.
Failure Modes Manager. Launches the application that manages the identified failure modes, and that can be used for feedback and reference.

Reliability Prediction Tools. The buttons on this category launch the different software packages that are available for the reliability engineer to perform different types of reliability simulation and prediction analysis. As an example, four packages have been integrated, i.e. Weibull5, that performs lifetime distribution analysis on data, Ftp, a package designed for fault tree analysis, RCM, that is intended for reliability centered maintenance and finally AVSim, a availability simulator. The system can be designed as to accommodate the specific tools that are available for the organization. The operation and description of each specific tool will not be described.

5.2.1 Information Manager: PDM System

When launching the PDM application, the user is requested to login into the system as shown in figure 5.2. Different users have different access to information and different working environments.

![User Login](image)

Figure 5.2 User login to the Information Manager.

The interface of the PDM system presents the user with tree structure views of each class that can be selected by buttons located on a toolbar. Figure 5.3 shows this buttons.

![Buttons Toolbar](image)

Figure 5.3 Class Buttons Toolbar.

When a class is selected a tree structure of all the objects belonging to that class is shown. From this tree structure, the user can select specific objects, and view all the information pages designed for that object.

These information pages will generally consist of the following elements:

- **Profile Card.** All the relevant information on each object is summarized on the profile card.
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- Links. An object in the system can be logically linked to any other object, by bringing it to the links page. The links page allows to view all the links of the object, and access them if necessary.
- Notes. Users can add notes or comments to the object through this page,
- Viewer. When the document represents a file, the viewer page allows the user to view the file without editing it.

The interface also includes querying buttons that allow the user to search for information based on multiple criteria. These queries can be saved and built into views that are accessed through the viewing shortcut buttons. When the view button is searched, the specified search is automatically performed.

The interface of the information manager is shown in figure 5.4.

Figure 5.4 User Interface of the Information Manager.

The redlining functions allow the user to redline all documents, without editing them. It allows users to point out issues, and give feedback in the cases where they have no access to change the document, or have no software to edit it.
The user can also access his/her mailbox in the workflow automation system, through this interface, by pressing the smartbox button. In this mailbox, the user can view all the processes in which he/she is involved, the information on the processes, the tasks that he/she needs to perform and the time limit allocated. He/she can also access the status of the processes where he/she has participated. The interface of this mailbox system is shown in figure 5.5.

![User workflow mailbox](image)

Figure 5.5 User workflow mailbox.

The information structure, as specified in chapter four, consists of ten classes, i.e. projects, suppliers, dealers, users, products, reliability, testing, service, design and general documents. Each of these classes has a number of subclasses. The pages of information defined for each class and subclass can be customized to display specific fields of information. Some of the characteristics of the classes are as follows:

- **File control.** A class having file control stores objects that are actual files in the system. Certain attributes such as file type, file directory or application path are automatically added to the class descriptive attributes. Operations such as viewing and editing within the system are operative in file-controlled classes.

- **Revision control.** When a class has revision control, life cycle management of the objects is possible. Objects and documents can be released, registered, checked in and checked out. Once documents are registered, automatic versioning is generated when a document is changed.

Table 5.1 summarizes the different classes and subclasses, their icons, description and major characteristics.

---

5 A sample of pages of information that have been designed in the system is given in appendix 5.
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### Hierarchy Data Structure

<table>
<thead>
<tr>
<th>Class (Roots of tree structure)</th>
<th>Projects</th>
<th>Suppliers</th>
<th>Products</th>
<th>Dealers</th>
<th>Test</th>
<th>Design</th>
<th>Reliability</th>
<th>Service</th>
<th>Documents</th>
<th>Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Captures information on engineering activity.</td>
<td>Stores standard information on suppliers, their qualification, quality and reliability.</td>
<td>Manages the information on the product, through a Bill of Material Structure, and focusing on reliability aspects</td>
<td>Provides basic details on customers, their relevance to the firm, and their pending issues.</td>
<td>Stores and manages information related to the testing performed in-house.</td>
<td>Stores all the documentation and information that supports design activity in the field of reliability.</td>
<td>Captures documents, templates and data that support reliability engineers, and the rest of the reliability activity</td>
<td>Provides information on maintenance, troubleshooting, and support. Serves as a window to the customers.</td>
<td>Stores documents that are common to all the classes, such as letters or faxes</td>
<td>Manages the information on the users of the system, their details, location and links with the classes.</td>
</tr>
</tbody>
</table>


| File Control (The object is a file. Documents can be edited and viewed) | YES. Each project is linked to an engineering request document | NO Suppliers are objects not documents. Documents can be linked to them. | NO | YES Each object has a report/document associated | YES This class manages documents | YES This class manages documents | YES This class manages documents | YES Objects are linked to their location in the system | NO |

| Revision Control (The system keeps track of changes made, by a system of revisions, and lifecycle management) | NO | NO | YES Keeping track of revisions and changes in products, parts and components is critical for reliability. | NO | YES Life cycle management is critical in the design activity | SOME docs Some reliability analysis documents might be reviewed throughout product life cycle | SOME Docs Some service support documents might be updated and changed (field test instructions), while some will not (service Bulletin) | NO | NO |

Table 5.1 Customized structure of data in the PDM System
5.2.2 Failure Data Analyzer

The failure data analyzer allows the user to perform searches and calculation of parameters on field data that has been retrieved from the field. In order to do this the tool connects to the failure and maintenance database, which location can be specified by the user as shown in figure 5.6.

![Database selection for the failure data analyzer.](image)

The tool searches the failure data in three different ways as follows;

- **Top Cost.** Retrieves a list of the parts that have failed, sorted by the total cost that the failure of this part has represented.
- **Top Frequent.** Retrieves a list of the parts that have failed, together with the number of failures for each part, and ranked from higher to lower number of failures.
- **Define Search.** Allows the user to define a search based on different criteria, such as product type, in-service dates, or dealer number.

Figure 5.7 shows the interface of the tool, where the searches can be specified. Parameters calculated based on the data retrieved can be viewed in the performance analysis page as shown in figure 5.8.
Figure 5.7 Failure Data Analyzer.

Figure 5.8 Parameters calculated.
Parts Failure Analysis

By using the parts failure analysis button in the RFDM user interface, a tool is launched that performs analysis on field data, by specifying a particular part or component. This tool also connects to a selected database as shown for the failure data analyzer. The interface of this tool is shown in figure 5.9.

![Parts Failure Analyser](image)

5.9 Parts Failure Analyser.

5.2.3 Costing Analysis

The focus of this thesis was on reliability analysis and calculations. The costing part of the project was researched by other authors. Full description and specifications on the costing tool can be found in reference [Her00].
5.2.4 Failure Modes Manager

The failure modes manager supports the reliability engineer in specifying failure modes, based on his/her experience and in the FMEA analysis performed on parts and components. By specifying these failures and feeding them onto a database, the reliability engineer ensures that reference is available when needed. These database can be uploaded to the dealers sites, so that they can identify clearly the failure modes of their components and parts, and specify them when entering a failure in their failure and maintenance database. Figure 5.10 shows the layout of the failure modes manager.

![Failure Modes Manager](image)

Figure 5.10 Failure Modes Manager.

5.2.5 Reliability Prediction Software

Different software packages for reliability prediction can be accessed through the RFDM system. This software packages are used for performing some of the reliability analysis and calculations that have been described in chapter two. Figure 5.11 shows the Weibull software, which is used in reliability predictions based on lifetime distributions.
5.3 Performing Field Data Reliability Analysis

The process of field data analysis, both in cost and reliability has been conceptually described in chapter four. Field data is transferred to the reliability engineer database through the internet. A standard database to perform this type of analysis has been developed in Microsoft Access. Data from this format can be exported and imported to the different tools that are used in the RFDM, i.e. the information manager and the different prediction tools. The field data analyzing tools can connect directly to the specified database. The results of the analysis can be then exported to Excel files or to report format, and stored in the information manager. The set of steps to be followed when using the RFDM system for this purpose is shown in figure 5.12.

Figure 5.11 RFDM system launches reliability prediction software.
5.3.1 Searching Parameters

In Figure 5.21 a defined search parameters is specified for doing reliability analysis on a set of data.

Figure 5.12 Steps to perform field data analysis.

Figure 5.13 Searching Parameters for Failure Analysis.
Dealer and unit type can be picked from a list, while the dates can be selected from a calendar type screen, as shown in figure 5.14.

5.14 Selecting different dates for search.

5.3.2 Calculation of Parameters

Once the parameters of search are specified, the tools retrieves the failures according to that information, and calculates a number of parameters that give some reference on the reliability performance of the units searched. Figure 5.15 shows the search for units of type SL 100.

Figure 5.15 Search for units SL 100, with failures.
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The tool gives options to export data to different formats. An Excel format will allow the user to perform further analysis or calculations. In any case, the file generated is then added to the information manager, in the class reliability as shown in figure 5.16.

![Figure 5.16 User adds failure report to the information manager.](image)

### 5.3.3 Documenting the Results

When adding the document, the user can specify the summarized information by filling the fields in the failure report profile card.

![Figure 5.17 Field Failure Report information pages in the system.](image)
When filling in the different fields, the user can make use of support features, like lookup tables, or reference lists to other classes, e.g. when selecting the product type, data from the products class is automatically displayed for the user to select, as shown in figure 5.18.

![Figure 5.18 Product type selection feature.](image)

The searched parameters, and a summary of the findings can be also added in a second information page, as displayed in figure 5.19.

![Figure 5.19 Failure report search parameters and conclusions.](image)
The file is finally added to the system by specifying its location. If the failure report was released, the file would be added to the vault. In this case, access would be secured and data would be encrypted. The revision system would be initiated.

![Image of Failure Report file information, user information and revision information.](image)

Figure 5.20 Failure Report file information, user information and revision information.

From this point on, all the users of the system can access the information gathered in this document (given they have viewing access of this class). For example a user might be interested in retrieving all the failure reports on a particular product type. By searching the system with that parameters as shown in figure 5.21, the user will retrieve the specified documents included the one that has just been added. Once the search is run and the documents have been retrieved, the user has access to a number of features:

- view all the summarized information through the profile card;
- view the actual file through the viewer page;
- add notes to the failure report;
- view and access the documents that are related (linked) to the failure report.
Figure 5.21 Searching for failure reports.
The viewer page for the failure report is shown in figure 5.22

Figure 5.22 Viewer page for failure report.
The parts failure analyzer allows the user to perform reliability analysis on field data but for specific parts or components. Once the analysis is produced, the information can be dealt with in the same manner as has been shown. In this case, the type of field data analysis report will be specified to: failure report on part, as shown in figure 5.23. The part number will be entered in the parameter information.

![Figure 5.23 Specifying a failure report on part type of report.](image)

In summary, field data can be consistently analyzed by using the tools developed. Different types of analysis can be made. Files automatically generated with these tools are then added to the information manager. A specific subclass of the class reliability stores this type of files. Summarized information on the analysis, searched data and findings can be added to the profile card of the report. Once added, users can retrieve it through various searches. They can also view it, and access the summarized information.

### 5.4 Failure Report and Corrective Action System

To ensure that the relevant personnel is informed on failures, failure reports can be brought through a workflow designated by failure reporting process. The same applies to any corrective actions that are implemented, and that would generally result of a failure report process. For that purpose, the corrective action process is used. As specified in chapter four, when the failure report process is initiated, the reliability engineer will generate a failure report that will be brought throughout the workflow path.

#### 5.4.1 Failure Report

The generated failure report, can be the result of field data analysis or in-house testing and checks. In this last, case the reliability engineer will use the template that he can retrieve from the system to specify the failure information as shown in figure 5.24.
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Documents - Proj-001 System Information:

<table>
<thead>
<tr>
<th>Title</th>
<th>Author</th>
<th>Location</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purpose</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product Type</th>
<th>Part Number</th>
<th>Part Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dealer</td>
<td>Dates</td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

1 Define the reasons for the Failure Report.

(Summary of motivation, i.e. customer complains, research & development, warranty analysis, costing analysis ... etc)

2 Define the scope for the Failure Report

(Summary of the information that was looked at, describe the parameters for searching this information)

3 When Searching a component or part, describe the failure modes, their environmental specification, and possible cause.

4 Describe summary of findings

5 Add any other information considered relevant

Figure 5.24 Template for failure report.

5.4.2 Failure Report Process

The process is generated by choosing it from the workflow menu as shown in figure

5.25 Initiation of failure report process.
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The failure report also has customized pages of information, and a profile card that is passed on together with the documents or objects that are the subject of the process. This is shown in figure 5.26

Figure 5.26 Failure report process pages of information.

Figure 5.27 Flowchart for failure reporting process.
When users receive the process in their workflow mailbox they can open it, view the information linked to it, the tasks to performed, the time allocated to perform them, and the history of the flowchart, as showed in figure 5.26 ad 5.27. Figure 5.28 shows the tasks window where the reliability engineer views what needs to be done.

![Tasks window](image)

Figure 5.28 Tasks of the reliability engineer.

Once the tasks have been performed, users accept the process and it is automatically sent to the next user in the flowchart. Paths are also designed for cases of rejection. When the failure report process has been completed, all the designed personnel has received the information on the report, and has reviewed it and analyzed it. Their comments and suggestions have been added to the process for further review.

### 5.4.3 Corrective Action Process

In many cases a failure report process will result in a corrective action process. This process is initiated after failure analysis has been carried out by assigned engineers, and a proposal of solution has been presented. The operation of the corrective action process is similar to the failure report process. Initiation of the process is carried out through the workflow menu as shown in figure 5.29.
Figure 5.29 Initiation of a Corrective Action Process.
The front page that presents the process summarizes information on the process, and includes status, importance of time limits. This page is shown in figure 5.30.

Figure 5.30 Corrective action process genera information.
Specific information on the action itself is recorded on a second page of information as shown in figure 5.31. There is also a flowchart specified for this workflow, and the information is brought through it much the same as in the failure report process. In this case users have to review the action, comment it, and approve it from their specific area, e.g. quality, reliability or design. Each user is assigned a number of tasks and a time limit to perform these tasks.
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5.4.4 Corrective Action Update and Feedback

As well as this, as the processes flows through, a corrective action entry in the database is created. This entry is stored in the service class. The information on the corrective action is summarized there. All the relevant files such as test instructions, or fitting instructions are added to this entry. The service class is generally the window of the system to dealers. Through the service class dealers will be kept informed on the corrective actions that are being implemented, and will be able to access all the information that they required for carrying out these actions. Figure 5.32 shows how a corrective action can be added to the system through the service class menu.

Figure 5.31 Corrective action specific information.
Figure 5.32 Adding an update on corrective actions to the service class. The update on corrective actions profile card is shown in figure 5.33. This class has been designed with the purpose of informing dealers.

Figure 5.33 Update on Corrective Actions. The second page of information summarizes the information on the action. Files with instructions can be added. Recommendations can also be added. Also the watch out field points out critical issues, and requests feedback on them.
Figure 5.34 Update on corrective action summarized information.
Feedback from the corrective actions has the means to get back to the organization efficiently, provided there is good collaboration and interaction with the dealer.
Figure 5.35 shows how a dealer has introduced a comment as requested in the corrective action object.

Figure 5.35 Feedback from the dealer through the notes page
5.5 Critical Item Reliability

The purpose of Critical Item Reliability is to identify critical items. Critical items are defined as items or components that are likely to be sources of unreliability, or whose failure can significantly affect reliability, safety or repair/replacement costs. The purpose of critical item reliability is to identify these components through established rules or guidelines, and assure that engineers and users are aware of this condition, so that precautions can be taken. A critical component will, in general, require special attention when used in a design process, when being assembled, and also when being maintained. The list of critical items must be consistent, and must come across the organization. The process of specifying critical items and publishing this information is done through the information manager and will be implemented following the specifications reviewed in chapter four. The different steps are shown in figure 5.36.

5.5.1 Critical Item Control Checklist

The reference material class stores a checklist for critical item identification and rating, and a template that can be fill in when identifying a component as critical. The reliability engineer will retrieve this template through the information manager and fill in the required information. By systematically using this checklist he/she will decide upon criticality. If the item is proven to be critical he/she will add this document to the system and mark the component as critical to feedback the rest of the users.
### Identification of the Problem

The steel shaft located in the blower’s assembly was reported to fail in two different units in September 98 for the first time. Some concern was shown because some parts of the assembly had been redesigned some time ago. A steel shaft failure is a major “customer impact” problem, since the unit is not able to perform its operation and because it is a non-expected kind of failure.

### Description of failure

Steel shaft seizing, with a fracture surface fairly clean and perpendicular to the shaft axis. The point of fracture is located in the control box bearing assembly, in the inner part of it, at the point where the shaft thickness changes to accommodate the bearing inner race.

![Fracture Diagram](image)

1. Steel Shaft
2. Bearing Inner Race
3. Bearing
4. Pulley
5. Blowers belt
6. Bracket top

Figure 5.37 Critical Item Information Sheet.

### 5.5.2 Critical Item Entry in Information Manager

The critical item information sheet is added to the system, by storing it in its specified location in the reliability class, as shown in figure 5.38.

![Critical Item Information Sheet](image)
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As with any other object that is added, a number of fields are filled in, in the customized information page. This helps users to quickly get the relevant information, and to have a number of parameters for searching criteria. The profile card view for the critical item entry is shown in figure 5.39.

![Critical Item Information Sheet](image)

Figure 5.39 Critical Item Information Sheet in the information manager.

And consequently, the component specified is marked as critical in its profile card as shown in figure 5.40.

![FME Performed](image)

Figure 5.40 Component is marked as critical in its profile card.
5.5.3 Critical Items List

The fact that a component is critical or not, is stored in the field critical items of the components class. This field is a simple checkbox. In order to retrieve which items are critical, users can build a view in their system that will dynamically search for those items where this checkbox is ticked as shown in the next figure. In this way, the user has continuous access and feedback on which items are critical, and can retrieved the information sheet for reference.

![Critical Items Listing](image)

Figure 5.41 Critical Items Listing.

5.6 FMEA Analysis

FMEA Analysis has been recognized as one of the most valuable tools of reliability in design. One of the major benefits of performing consistently FMEA analysis on assemblies and components, is that these documents can be used for reference in many other activities. FMEA are used for component qualification processes, for designing maintenance strategies, for creating troubleshooting guides or for supporting other documents such as reliability predictions and specifications.
FMEA documents are therefore a very important class in the RFDM system. The documents are stored in the class Reliability as shown in figure 5.42.

Figure 5.42 FMEA Analysis profile card.

The profile card captures relevant information such as the type of FMEA or the motivation for performing the analysis. When a FMEA is performed on a component or assembly, a checkbox is ticked in the product profile card, so that a user can know that the FMEA exists and search for it. This is shown in figure 5.43.

Figure 5.43 FMEA field in the components profile card.
Finally the RFDM system includes templates for performing FMEA Analysis as shown in figure 5.44

Figure 5.45 FMEA template viewer.

5.7 Suppliers and Parts Qualification Processes

The final reliability of a product depends heavily in the reliability standards of its components. Providing means for assessing and improving reliability of suppliers and purchased component, has a highly beneficial effect in the reliability figures. The processes of qualifying suppliers and parts are a major support in this area. These processes have the purpose of assuring that the relevant information on suppliers and parts is gathered, and reviewed by all the specified users of the system. When reviewing this information, users must comment, suggest, and finally recommend or not qualification.
5.7.1 Supplier Qualification Process

A summary of the steps in the supplier qualification process is given in figure 5.46.

This process starts by gathering general information on the supplier and establishing contacts for the quality, reliability and design engineers to work with. The information available on suppliers is passed on to the relevant users of the system. Based on guidelines that will be described next, and in personal experience, users will judge different aspects of the supplier operation. In the specific area of reliability, the engineer will consider different issues, review them in collaboration with the allocated contact in the suppliers side and finally recommend or not the qualification of the supplier. Recommended qualifications are then approved by managers, and if positive, a supplier qualification sheet is produced, and the supplier is recorded in the database as qualified. All of the documentation produced throughout this process, e.g. information sheets, brochures or product specifications is linked to the supplier in the database for further reference. The workflow is initiated through the workflow menu as shown in figure 5.47.
Figure 5.47 Initiation of a Supplier Qualification Process.

The pages of information defined for this process are shown in figure 5.48. All the standard workflow pages such as tasks, history, notes or flowchart are also shown.

Figure 5.48 Supplier Qualification Process.
The flowchart can be viewed. Each node represents a user and each user has tasks to perform. Users perform their tasks, accept the process and pass it on to the next node. This is illustrated in figure 5.49. This figure also shows the task window for the reliability engineer.

Figure 5.49 Flowchart and tasks in the supplier qualification process.

5.7.2 Supplier Reliability Assessment

The reliability engineer uses the checklist and template included in the system to perform a supplier reliability assessment. The information manager stores all the assessments that have been performed, as well as documentation on the supplier operation, and also manuals and guidelines for performing all sort of reliability activities. The reliability engineer has at hand a whole range of information that supports him in the different initiatives and tasks that he/she carries out. Figure 5.50 shows the viewer page of the reliability assessment document that the reliability engineer uses.
Figure 5.50 Reliability Assessment Template.
Based on this assessment, he/she will recommend qualification. Different users perform different assessments, and finally the overall results are reviewed, and the supplier is qualified or not based on the analysis of each user. This is registered in the suppliers class as shown in figure 5.51.

<table>
<thead>
<tr>
<th>Supplier ID</th>
<th>Sup-000006</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company Name</td>
<td>BOSCH</td>
</tr>
<tr>
<td>Qualified Supplier</td>
<td>Yes</td>
</tr>
<tr>
<td>Date of Qualification</td>
<td>12/01/1999</td>
</tr>
</tbody>
</table>

Figure 5.51 Supplier qualification Information.
5.7.3 Component Qualification Process

This process is carried out in a similar way to the supplier's qualification process. The process needs to be initiated when a new component or item is to be incorporated into the design of a product. The Component Qualification Process is carried out when new components are to be used in a product. Figure 5.52 Component Qualification Flow Process

![Component Qualification Flow Process](image)

Figure 5.52 Component qualification steps.

At the end of the process a qualified component information sheet will be issued, and the component will be checked in the database as qualified. The process is initiated on the same way as the suppliers qualification process.

5.7.4 Checklists for Component Assessment

A number of documents are stored in the information manager that will provide reference and guidelines for qualifying components. The reliability engineer can access a checklist for component qualification, in the reference material class. These checklists are filled in during the qualification process, and make sure multiple issues are considered. A brief summary of findings and discussion on these issues, would usually
be added to the document. Figure shows the component qualification checklist within the system.

![Component qualification template](image)

Figure 5.53 Component qualification template within the information manager.

### 5.8 Reliability Predictions, Specifications and Requirements

Reliability parameters on parts and assemblies have been divided in three different groups, i.e. reliability predictions, reliability specifications and reliability requirements. Reliability predictions will generally be made for assemblies and products based in the individual parameters of the components, or on empirical models. Reliability specifications will generally refer to reliability parameters from components and parts as supplied by the vendor. Finally reliability requirements, are reliability in design type...
of documents, where environmental conditions, modes of failure and reliability parameters for those modes of failure are captured. The relationship between the three types is shown in figure 5.54.

Figure 5.54 Reliability parameters documentation in the system.

5.8.1 Reliability Predictions

For generating reliability predictions the reliability engineer will make use of software packages that are integrated within the RFDM system. Reliability Prediction documents coming from the different software packages used are stored in the reliability class. In order to classify them on a useful manner, a prediction type field has been introduced, that determines the kind of analysis and source that produced the reliability prediction. The different types of reliability prediction documents are listed in figure 5.55

Figure 5.55 Reliability Predictions.

The information page for these documents is shown in figure 5.56.
Figure 5.56 Reliability Predictions Profile Card.
Reliability predictions are supported with general guidelines and reference. The system includes a range of reference documents on various subjects such as data analysis, life time distributions or physical models.

5.8.2 Reliability Specifications
Reliability specifications are stored in the information pages of the component or part, and will generally be added during the component qualification process, by the reliability engineer. Specifications are shown in figure 5.57.

5.57 Reliability specifications for a component.
5.8.3 Reliability Requirements

Reliability requirements are documents that are added to the system in the reliability class. They include reliability parameters, modes of failure and environmental conditions. A template in the system supports the development of reliability parameters. The information in the profile card and the viewer for a reliability requirement entry are shown in figure 5.58 and 5.59.

![Figure 5.58 Information page for reliability requirements.](image)

![Figure 5.59 Template viewed for reliability requirements.](image)
5.9 Summary

This chapter has illustrated the implementation of a prototyped Reliability and Field Data Management System (RFDM). The system consists on different modules. Firstly the information manager, which is based on a PDM solution. Second the field data analysis tools that have been specifically developed for this application. Finally reliability modeling and predictions are done through software tools that are integrated in the system.

Based on the requirements outlined in previous chapters, and the specifications given in chapter four the information structure developed for the RFDM system has been presented. This structure consists of a number of classes and sub-classes that store all the data and information required to operate reliability initiatives. The PDM user interface has been customized, and it provides access control and security, and gives users efficient ways of dealing and retrieving the information.

The chapter has also shown the ways in which the reliability processes described in chapter four are carried out through the RFDM system. These processes include field data analysis, failure report and corrective action system, FMEA analysis, critical item reliability, suppliers and components qualification and finally, reliability predictions and specifications.

For the operation of these processes different features have been added to the system, i.e. templates, guidelines and control checklists. Certain processes that have predetermined workflow paths have been designed into automated processes, so that the system carries out information and documents automatically through the path, and users perform pre-determined tasks sequentially. This has illustrated through a number of processes.

Next chapter will present the conclusions, recommendations and future work that have resulted from the research carried out, and the development of the software system presented in this chapter.
Chapter 6

Conclusions and Further Development

1.1 Thesis Summary

The purpose of this thesis was developing an integrated approach to planning, managing and operating reliability within an organization. In order to do this, the author has carried out research in two different areas,

- reliability engineering
- information systems

In the area of reliability engineering, the research has concluded in the need of developing reliability through a process integrated with the life cycle of the product. The author has proposed a model for reliability as a process with three different levels, i.e. management and control, reliability initiatives and operations and finally reliability information flow and feedback.

The first part of the thesis has reviewed the concepts involved in reliability management and operation. Reliability initiatives and methodologies from different stages of the life cycle have been presented. The third level of the reliability process, i.e. information flow and feedback will give structure and ground to the operation of these initiatives. The requirements for such a structure have been outlined, grouped in two different areas. Firstly the information system has to provide analytical and functional features to perform the methodologies reviewed. Second and more important there are a number of requirements for the information structure to be integrated and efficient. Figure 6.1 summarizes these concepts.
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Figure 6.1 Integrated approach to reliability summary.

The research has diverged then into information systems for reliability. A number of reliability software packages have been reviewed and tested against the specified requirements. As a result of this benchmarking exercise, Product Data Management systems (PDM) have been selected as the most suitable tool to develop the framework for reliability operations.

To proof it, a case study has been presented, in which a prototype of a reliability and field data management system had to be developed for a specific application. Chapter four has outlined the structure of this system, its requirements and specifications. Information structure and processes have been described. The prototype has been shown in chapter five. It consists of a software system with different features that include a customized information manager, field data analysis tools, and software tools for reliability predictions that are integrated within the working environment of the reliability engineer. The current chapter will present the conclusions of the thesis and will discuss further developments to the system.
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6.2 Results and Conclusions

The research and models presented in this thesis have resulted in the development of a system for reliability management and operation. Its operation has been tested by using some of the information and processes of the company that has been used as case study. The system is composed of two subsystems, i.e. the Reliability and Field Data Management system (RFDM) and the Field Data Management system (FDM). The RFDM manages reliability and data within the organization, and operates the information flow and exchange for collaboration. The FDM system provides the tools for the dealers to input and transfer the required information to the company, using web-enabling technology. Both systems interact, and are supported by the same data structure. The RFDM system has been the subject of this thesis, while the FDM system developed within the same project, is described in reference [Her01]. The layout of the system is shown in figure 6.2.

Figure 6.2 Layout of the Reliability and Field Data Management System.

The different tools used by these systems are as follows;

- Information manager. Manages the information structure and reliability processes within the company. It acts as knowledge builder and support collaboration. It also interacts with suppliers and customers for collaboration and feedback.
- Field data Retrieval and Transfer tool. This tool developed in the context of the project, which description can be found in reference [Her01], serves two purposes.
Firstly it provides a framework for the dealers to enter the information on a standard format by providing and input tool. Secondly the transfer tool feeds information back into the organization through an internet connection.

- Field Data Analysis tools. These tools are specifically designed to analyze the large amount of data retrieve. Data can be searched, grouped and finally analyzed to give parameters both in reliability and costing.
- Reliability prediction tools. Software packages that are available for the organization are integrated in the RFDM system. These are typically reliability prediction tools.

**Conclusions**

Several conclusions have been identified throughout the research carried out in the area of reliability engineering.

- Reliability initiatives and methodologies can be structured in groups that are linked to different phases of the life cycle.
- Reliability of products is affected by different elements at different stages of this life cycle, and as such it has to be approached by a comprehensive structure that deals with the different elements, and integrates them in a common strategy.
- A reliability program needs to be approached by considering reliability as a process, with different inputs and outputs at different levels of the process structure.
- The framework of the operation of the reliability program needs to be an information system that complies with the requirements of the different methodologies and processes that need to be carried out in an efficient and integrated manner.

By researching the area of information systems for reliability, and by testing different software tools developed for reliability work the following issues have been recognized.

- The information system for the reliability program needs to be able to provide analytical capabilities and efficiency and integration features. Analytical capabilities support the reliability methodologies and support the user in performing analysis and calculations in this context. Efficiency and integration refers to the need of the system to integrate the different methodologies in a single structure. It also involves providing features that facilitate information sharing within the company, involvement of suppliers and customers in the reliability effort, and finally, incorporate into the system the latest information technology developments such as web-enabling capabilities, integration with other organizational information system, or automation of information and work flows. Knowledge building and management must also be supported.
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- At present, most of the software tools that support reliability work are orientated towards analytical issues. They provide the means for performing a number of methodologies, such as reliability predictions and simulations or fault tree and FMEA analysis. However, in general, the approach is not integrated, and they are mostly tools focused on certain areas, rather than supporting the overall program. They do not provide customization tools, or the possibility of further developments.

- Product Data Management systems are very complete tools for supporting engineers in their activities. These systems manage data and processes, and provide user-friendly environments where information can be accessed and retrieved in an efficient way. They also include features like access control, security, revision systems for documents or web enabling capabilities that are very suitable for building a ground structure to support engineering operations. Most of the PDM systems are fully customizable and offer integrations with CAD packages, enterprise resource planners, and other well-used software tools.

- In the specific area of reliability, PDM systems have the great advantage of offering information management across the entire product life cycle, and the possibility of integrating suppliers and customers into the structure. For all of these reasons PDM systems have been selected to develop the reliability management system.

All throughout the research process, the author interacted with ThermoKing Europe that is the industrial partner in the Reliability and Field Data Management for Multi-component Products (REFIDAM) Project. This interaction and collaboration resulted in the development of a prototype system based on the operation of reliability engineering for this company. Because of the requirements of the company, a number of reliability initiatives were selected, and specific attention was placed on the need of providing the means for retrieving and analyzing field data. These data would be available for the company from their dealer network that operates and manages the units in their operational life. The benefits of having access to this data was recognized, from a reliability engineering perspective, since it would give engineers access to a very valuable source of information, i.e. the best testing scenario for reliability parameters, that are real life environmental, maintenance and operating conditions.

The benefits of operating this system are as follows;

- The reliability effort is consistent, monitored and participated to the rest of the organization through information sharing, and using the capabilities of the information manager system. Knowledge is build through the documentation added to the system, so that it can serve as reference for further work.
• The system also achieves integration of dealers, by opening certain information to them in the form of web access. This assures a dynamic and flexible link, with dealers being able to retrieve the latest updates on product support and maintenance.

• Retrieval and analysis of field data has proven to be highly beneficial for assessing reliability parameters, for determining and ranking poor reliability performance of parts and for establishing cost of ownership models, which can help in developing maintenance methodologies and marketing strategies.

• The system developed through PDM has the added advantage of having excellent customization tools, which allow for flexibility and support the organization in adapting to changing trends, processes and products.

All throughout the development of the prototype, its functionality was tested against the companies operations and processes. As a result of this, constant changes were introduced, to improve the output. Despite of this a series of issues is still recognized, both in the operation of the system and the concepts behind the model.

• The information management system needs to be managed. Any software, especially in the area of information management, is as good as the quality and accuracy of the information that is stores. Because of this reason, special attention is given in the system to provide user-friendly environments and ease of use features. The system must be seen by the engineers as an efficient support in their activity rather than an extra-load in their daily tasks. This will be possible by providing an efficient system but also by providing appropriate training and information on the operation of the system, and creating a favorable atmosphere around it.

• In the specific area of field data management, great effort must be put in developing standard data structures, without which consistent analysis is very difficult to carry out. The field data analysis will depend greatly in the level of acceptance of the input and transfer information system from the dealers side. Training dealers in the importance of feeding the right information, and convincing them that this process will result in their own benefit is an important issue. To do this, focus must be placed in the feedback flow of information structure and also in developing and input tool that facilitates management of their own operations, through automatic unit registration, invoicing system, automatic order of spare parts, and general management of their workshops.

• Finally because of the approach to reliability as a life cycle activity integrated in every aspect of the organization structure, the RFDM system should be integrated within the organizational information structure. It should be able to communicate with the ERP
systems, and any other system that are in place. This tasks is usually supported by the PDM applications.

6.3 Future Developments

The RFDM system has a great scope of future developments. A number of issues have been recognized throughout the research carried out, and are listed below;

- Integration with organizational information systems, in order to operate the system with the same data structure and data source as the other operational systems within the organization.

- Integration of the system with suppliers information systems as to provide immediate and automatic data exchange and translation. This is one of the concepts that is being developed and researched in the area of PDM systems. In the future modules will be added, that will operate between the organization and its suppliers translating information and data between the systems.

- The software tools that are used within the RFDM system could be developed so that automatic data exchange is carried out. An example of this could be results from reliability prediction software being automatically added to certain fields in the PDM structure, or results from FMEA analysis being immediately updated to the failure modes manager.

- Throughout the research carried out, certain areas were looked at that would improve greatly the support phase collaboration. Utilization of WAP technologies in accessing the information structure would allow for maintenance and troubleshooting being supported by mobile phones connections. This would be a great advantage to support these operations in the field, when units are not in the workshops. Another beneficial functionality would be the utilization of e-tag systems. These systems used microchip technology to store data on products or components. The chip is attached to the unit and component. Technician or engineers can automatically download this data by connecting their laptop to the chip through a special connecting probe. The information stored in the chip can include serial number, maintenance operations carried out or failure history of the component or unit. Integrating this tools to the field data support would be also valuable for maintenance and support operation and for management of failure and data history of products.
Figure 6.3 shows how these integrations would be structured.

Figure 6.3 Further developments for the RFDM System.
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Appendix 1: Statistical Distributions used in Reliability
The Exponential Distribution

One of the most commonly used distributions, due to its simplicity is the Exponential Distribution. The pdf of the exponential distribution is mathematically defined as

\[ f(t) = \lambda e^{-\lambda t} \]

In this expression, \( t \) refers to the random variable, which represents time and the Greek letter lambda \( \lambda \), represents what is commonly referred to as the parameter of the distribution. Depending on the value of \( \lambda \), \( f(t) \) will take on different shapes. The simplicity of the function relies on the fact that the exponential distribution has a constant failure rate that is actually the parameter \( \lambda \). The Mean Time to Failure for the exponential distribution is the inverse of this failure rate, i.e. \( \frac{1}{\lambda} \). Under this assumption, given an item has lasted two years, the chances of failing in the next day is the same as an item, which has lasted 10 years [Hea99]. The form of the exponential density function is illustrated in the next figure.

Most mechanical components do not show this constant failure rate behavior, however there are certain conditions under which the exponential distribution can be used. Most mechanical or electromechanical products sold for consumer use consist of series system from a reliability standpoint. This means that all components must function for the system to function. Therefore, the system has a number of different failure modes. It has been proven by research and testing that when this is the case, the failure distribution of the global system, that result of the combination of the various failure distributions at the component level, follows an exponential model. This is the situation where the exponential distribution finds its major application, and the reasons for it being very commonly used.
There is a whole statistical theory on the exponential distribution, and there are several methodologies that can be used to make a correct analysis of data with this pdf. Although further details on this can be found in the references of the thesis, here are some of the concepts related to this distribution that can be very practical in reliability work.

Data Analysis. Bartlett's test

Data should be analyzed carefully both from an engineering and a statistical standpoint. Sometimes results that prove insignificant from a statistical standpoint may still provide insight from an engineering standpoint. There are some basic statistical tests that can be conducted to assess the validity of using the exponential distribution as a failure model. The basic test is termed Bartlett's test, and the test statistic is given by the following formula [Kkap77],

\[
B_r = \frac{2r \left[ \ln \left( \frac{\bar{t} r}{\sum_i x_i} \right) - \frac{1}{r} \left( \sum_i \ln x_i \right) \right]}{1 + (r + 1)/6r}
\]

where \( x_i \) is the random variable representing time to failure, \( r \) is the number of failures and \( t_r = \sum_{i=1}^r x_i \). Under the hypothesis of an exponential distribution, the statistic \( B_r \) is \( \text{chi-square} \) distributed with \( r-1 \) degrees of freedom, and a two-tailed \( \text{chi-square test} \) is in order. After the necessary calculations the hypothesis can be rejected or not, depending on the chi-square distribution values. Some examples of applications of this test can be found in the references of this thesis.

Testing for Abnormally Short Failure Times

In product testing, short failure times can be cause by such things as manufacturing defects or substandard material. Such defects result in components that are not representative of the population as a whole, and thus the failure can be eliminated from further analysis. Although the best way to judge whether or not a particular failure is representative, is an engineering analysis, there are some statistical test that can be applied, to supports one's intuition when the engineering analysis is not possible. The mathematical expression of this test is given in the next formula;

\[
F_{r-1,2,2r-2} > \frac{(r-1)x_1}{\sum_{i=2}^r x_i}
\]

1 The Chi-square distribution is an statistical distribution, often used in hypothesis testing. Given a variable and a degree of freedom, the value of the chi-square distribution can be looked at in reference tables, and compare with an experimental value, in order to accept/reject a hypothesis.
The assumption is that $x_1$ is the short failure time. If the failure time is significantly small, this inequality will be truth. For easier statistical calculations the formula below is recommended. Further description of the application and mathematical concepts behind the formula can be found in the references.

$$F_{a,2r-2,2} < \sum_{i=2}^{r} \frac{x_i}{(r-1)x_1}$$

Testing for Abnormally Long Failure Times

The same type of reasoning as used in the previous test can be applied to determine if a failure time is abnormally long. Redeveloping the previous test procedure, $x_1$ represents an abnormally long failure time if

$$F_{0.05,2r-2} < \frac{(r-1)x_1}{\sum_{j=2}^{r} x_j}$$

where $x_j$ could be any failure time, not necessarily the first failure time.

The Normal Distribution

The Normal or Gaussian distribution is the most widely known distribution. A population that conforms to the normal distribution has variations, which are symmetrically disposed about the mean. An important reason for the wide applicability of the normal distribution is the fact that, when a value is subject to many additive sources of variation, irrespective of how these variations are distributed, the resulting composite distribution can be shown to approach the normal distribution. This is known as the central limit theorem [PO’Con92]. It justifies the use of the normal distribution in many applications, including engineering, particularly quality control. The normal distribution is a close fit to most QC and some reliability observations, such as the sizes of machines parts and the lives of items subject to wear out failures, as well as to natural phenomena such as the heights of adults and strengths of materials.

The pdf of the normal distribution is given by the expression shown next;

$$f(t) = \frac{1}{\sqrt{2\pi}}\exp\left(-\frac{(t-\mu)^2}{2\sigma^2}\right)$$

Where $t$, represents the normal times to failure, $\mu$ the mean times to failure and sigma, the standard deviation of the times to failure. The integral form, i.e. $F(t)$ cannot be evaluated in a closed form, and there are tables for the standard normal density function available that can be used to find probabilities for any normal distribution.

The reliability function for some normal random variables is shown in the next figure.
Some examples of application are incandescent lamps, mechanical components at high alternating stress levels in the neighborhood of the proportional limit, or failure stress of many structural materials.

The Lognormal Distribution

A random variable is lognormally distributed if the logarithm of the random variable is normally distributed. The lognormal distribution is commonly used for general reliability analysis, cycles to failure in fatigue, material strengths and loading variables in probabilistic design [Relia99].

The pdf of the lognormal distribution is given by the following expression;

\[
f(t) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left[-\frac{1}{2} \left(\frac{\ln t - \mu}{\sigma}\right)^2\right]
\]

Some example of the applications of the lognormal distribution can be found in the analysis of non-linear crack growth rate, life data of bearing and the lives of some transistors.

Weibull Distribution

Weibull analysis is a powerful statistical technique for obtaining information about the failure distribution and life associated with a particular component failure mode. It is a very flexible tool for determining the underlying statistical distribution that best represents the failure history of a part. Weibull analysis is widely used throughout industry to determine the fatigue and yield strength of metals, in addition to the reliability and life of mechanical components, such as seals, pumps, rolling element bearing and turbine blades [Sal99].

The Weibull distribution was conceived by Professor Waloddi Weibull to describe the variability of the mechanical properties of materials. It is an optional two or three
parameter distribution that is highly versatile and can approximate many other statistical distributions.

The Weibull distribution has several features, which make it attractive to practicing reliability engineers, and which account for its very wide use [Dav99];

- Flexibility. It can deal with increasing, constant and reducing hazard rates.
- Mathematical simplicity
- Amenability to graphical analysis.
- Demonstrated ability to fit most lifetime data better than most of its potential competitors.

In its three parameter form the Weibull model is most simply described by its cumulative distribution function, i.e. \( F(t) \), that is shown in the equation below;

\[
F(t) = 1 - \exp \left( -\left( \frac{t-\delta}{\eta-\delta} \right)^\beta \right)
\]

The parameters of the Weibull distribution, are full of meaning. \( \eta \) is the scale parameter, known as the characteristic life. It is the value of \( t \) at which there is an approximately 2/3 probability that the component will have failed. Strictly the probability is 0.632. \( \beta \) is a shape parameter which is related to the behaviour of the hazard rate function.

- For \( \beta = 1 \), the hazard rate is constant, that is equivalent to the exponential function.
- For \( \beta > 1 \), the hazard rate increases, and the larger \( \beta \) is, the more rapidly is increasing. However it is unusual to have values greater than 4.
- For \( \beta < 1 \), the hazard rate is reducing. The smaller \( \beta \) is, the more rapidly it reduces. \( \beta \) must be greater than zero, and it is unusual to encounter values lower than 0.5.

The two parameters, specify which particular member of the family of functions or curves will describe the data. Component reliability analysis based on the Weibull model reduces to a process of estimation of these parameters. \( \delta \), is the representation for this third parameter, and it represents the failure free life of the components.

**Weibull Analysis**

In its original form, the Weibull distribution was based on three parameters. The three parameters analysis can also be done in the same way as the two parameter analysis. This is the process of obtaining estimates for the parameters, from observed failure data. There are both analytical and graphical methods available. There are also various commercial software packages available that perform Weibull analysis quickly and easy.
The process of analyzing data for Weibull analysis has the following steps:

- **Input Data Preparation.** Different types of failure data may be curve-fit using Weibull distributions. When the individual failure times are known and all items in a test have failed, this is defined as complete data. If a given test set contains both failures and non-failed items, which are referred to as suspensions, and the times are known, this is termed mixed data. Grouped failure data exist when the failure times are not known precisely and occur in specific intervals of time. Grouped data with failures and suspensions are termed grouped mixed data. Free-form data occur if the individual failure times and cumulative probabilities are known [RSal99].

- **Ordering Data.** When the data is mixed before proceeding to the following step, the data must be ranked. Ranked order numbers must be calculated to account for suspensions in the data after it has been sorted. This is done with an iterative formula using Johnson’s\textsuperscript{2} method.

- **Finding Median Rank Values.** When the cumulative failure probabilities for the data are not known, median rank values are normally used because of small plotting error. Median ranks are 50\textsuperscript{th} percentile plotting positions for the data that may be determined for complete or mixed data. If the failure data are grouped, failure probabilities are approximated from the cumulative relative frequencies of histograms at the cell mid-points and the data are treated as free-form.

- **Curve-Fitting Weibull Distributions.** Once the estimates for the cumulative probability are calculated through the steps above, the values are represented after logarithmic transformations in a special kind of graph, or graph paper. This paper includes the necessary transformations for converting the cumulative distribution a straight line. After the points are represented in this paper, different line-fitting methods can be used i.e. least square methods, regression in x or regression in y.

The graph layout allows, once the line is fitted to calculate in a very straightforward manner the parameters of the distribution. With the three parameters determined all the other reliability functions can be now represented.

The Weibull analysis is based on a series of algorithm and estimates that can sometimes be difficult to deal with, especially when large amount of data is analysed. However, as it has been mentioned before, there are several software packages available that allow the analyst to easily fit a Weibull distribution into a set of data. It is very convenient to use these packages, because of their simplicity and speed of calculations. Despite of this, a general

\textsuperscript{2} Further information of this method can be found in references of the thesis [Sal99], [Kpa77].
understanding of the procedure in Weibull analysis, on the assumptions made and the concept involved is necessary in order to be critical with the results, and to interpret fully the outputs from the analysis.

**Gamma Distribution**

The failure density function for a gamma distribution is given by

\[
f(t) = \frac{\lambda^\eta}{\Gamma(\eta)} t^{\eta-1} e^{-\lambda t}
\]

where \( \eta \) is the shape parameter and \( \lambda \) is the scale parameter. The cumulative frequency distribution, is given by;

\[
F(t) = \sum_{k=\eta}^{\infty} \frac{(\lambda t)^k \exp[-\lambda t]}{k!}
\]

The gamma failure density function has shapes that are very similar to the Weibull distribution and can also be used to model the time \( n_{th} \) failure of a system if the underlying failure distribution is exponential.
Appendix 2: Probabilistic Engineering Design Methodology
Probabilistic Design Methodology

The first step in the probabilistic design methodology is to perform environmental computations, which affect the stress and strength of the component under analysis. For the strength computations, consideration must be given to the properties of the material used and the probability distributions of factors affecting the strength, such as surface finish and surface treatment. For the stress computations, the load statistics history and the probability distributions of factors affecting stress, such as stress concentration and temperature, must be considered. Based on these computations, the stress and strength distributions and their statistics can be obtained. The steps in the process are as follows [Car97]:

1. Establishment of a preliminary design
2. Estimation of external forces.
3. Analysis of the preliminary system, including force intensity in components expressed as probability density functions.
4. Material selection based on mechanical and physical properties and economic feasibility
5. Description of strength and failure characteristic of the material, including its probability density function.
6. Quantitative estimates of strength and failure characteristics of components. There are functions of
   a. Engineering
   b. Geometric considerations
   c. Anticipated operational loads
7. Description of collective strength and failure characteristics.

If we consider the total design reliability program, the steps will be as summarized below [Kap77]:

1. Define the design problem
2. Identify the design variables and parameters involved
3. Conduct a “failure modes, effect and criticality analysis
4. Verify the significant design parameter selection
5. Formulate the relationship between the critical parameters and the failure governing criteria involved
6. Determine the failure governing stress function
7. Determine the failure governing stress distribution
8. Determine the failure governing strength function
9. Determine the failure governing strength distributions
10. Calculate the reliability associated with these failure governing distributions for each critical failure mode
11. Iterate the design to obtain the design reliability goal
12. Optimize the design in terms of performance, cost, weight, etc.
13. Repeat optimization for each critical component
14. Calculate system reliability
15. Iterate to optimize system reliability

**Strength and Stress Distributions**

It is relatively easy to find references for the statistical aspects of strength. Some of the most common used distributions in this area, that have proven to be valid, are given in the table below. It is somehow more difficult to find theoretical modes for loading, or stress conditions, since these depend greatly on every specific situation, are they are not standardized. Although some references are also given in the table below, this is something that will depend on the designer’s team experience, and knowledge.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strength Distribution</strong></td>
<td></td>
</tr>
<tr>
<td>Strength of materials when assumption is that the stress of the component is determined by the weakest point</td>
<td>Extreme Value Distribution</td>
</tr>
<tr>
<td>Strength of materials when assumption is that the distribution of strength is related to mean values</td>
<td>Normal Distribution</td>
</tr>
<tr>
<td>Ultimate tensile, yield and endurance strengths of steels</td>
<td>Normal Distribution</td>
</tr>
<tr>
<td>Strength properties of structural alloy materials</td>
<td>Log-Normal Distribution</td>
</tr>
<tr>
<td>Strength of ferrous materials, different heat treatments, surface conditions</td>
<td>Weibull distribution with different parameters</td>
</tr>
<tr>
<td>In some cases, the probability distribution of time to failure at a given stress level is sometimes found to be left-skewed</td>
<td>Log Normal or Gamma Distribution</td>
</tr>
<tr>
<td><strong>Stress Distribution (more difficult, more relying in experience)</strong></td>
<td></td>
</tr>
<tr>
<td>Rocket Motor Thrust</td>
<td>Normal Distribution</td>
</tr>
<tr>
<td>Gas pressure in cylinder heads of reciprocating engines</td>
<td>Normal Distribution</td>
</tr>
<tr>
<td>Various conditions</td>
<td>Various Dist</td>
</tr>
</tbody>
</table>

**Safety Factors and Reliability**

As shown in figure 1, the statistical distribution can be characterised by a mean and a standard deviation. If an event occurs in which there is an overlap between both distributions, failure is likely to occur.
An example of this would be a steel shaft subjected to stress. The properties of the material vary depending on the presence of defects, cracks, or welding areas. The stress applied on the shaft, can vary with different tensions on belts, different speeds of rotation or simply different locations for the welding position of the supporting bracket. If an extremely weak shaft is subjected to a very high load, the shaft can fail, even if the design safety factor seemed to be appropriate.

In order to make a more comprehensive analysis of the real situation, two safety factors may be defined, i.e. the safety margin and the loading roughness, as shown in the following equations. The safety margin is the relative separation of the mean values of load and strength, and the loading roughness is the standard deviation of the load, both relative to the combined standard deviation of the load and strength distributions [ACar97].

\[
SM = \frac{\bar{S} - \bar{L}}{\sqrt{\sigma_S^2 + \sigma_L^2}} \\
LR = \frac{\sigma_l}{\sqrt{\sigma_S^2 + \sigma_L^2}}
\]

Eq. 2.1

Eq. 2.2

These parameters allow us to analyse the way in which load and strength distribution interfere, so that a more accurate measure of probability of failure can be provided. In these conditions, the random variable \( y = s - l \), is related to the reliability of the component by

\[
R = P(y \geq 0)
\]

When strength and stress random variables have normal density functions, \( y \) is normally distributed and the reliability \( R \) is given by the following equation;
\[ R = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} SM \exp^{-z^2/2} \, dz \]

where \( z \) is the standard normal random variable and \( SM \) is the safety margin.

An example of results in applying this method is given in the next table.

<table>
<thead>
<tr>
<th>Case no</th>
<th>Mean Strength</th>
<th>Mean Stress</th>
<th>Strength Standard Deviation</th>
<th>Stress Standard Deviation</th>
<th>Conventional safety factor</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>20</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>20</td>
<td>8</td>
<td>3</td>
<td>2.5</td>
<td>0.9997</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>20</td>
<td>10</td>
<td>3</td>
<td>2.5</td>
<td>0.9979</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>20</td>
<td>8</td>
<td>7.5</td>
<td>2.5</td>
<td>0.9965</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>20</td>
<td>12</td>
<td>6</td>
<td>2.5</td>
<td>0.987</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>10</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>0.9999994</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td>2.5</td>
<td>2.5</td>
<td>0.999999999999996</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>10</td>
<td>20</td>
<td>5.0</td>
<td>5.0</td>
<td>0.9738</td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>40</td>
<td>2</td>
<td>1.25</td>
<td>1.25</td>
<td>0.99909</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>10</td>
<td>5</td>
<td>5.0</td>
<td>5.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The next graphs show the interference of the stress and strength distributions for case number 1, number 2 and number 8, and how this relates to the value of reliability for that given interference.
As in any other statistical analysis, this result can be given with a certain confidence level. Statistical formulas have been developed to perform this analysis to various different distributions of stress and strength. There is a methodology for assessing distribution of a designed component, as the combination of the effect of the random variables in design. There are reliability formulas and tabulated values for different stress-strength interference models, both static, and dynamic. More information on this area can be found in the references of the thesis, [Kkpa77], [Acar97]. In summary, probabilistic design is a realistic way to develop a quantitative and statistical estimate of the performance of a design before it leaves the drawing board. The main disadvantage of this approach is that it requires a good knowledge of probability and statistics, and not every design engineer has this knowledge. The probabilistic approach forces the designer to quantify uncertainty in the design variables and thus understand the inherent reliability of the design. Because this approach statistically quantifies design performance, it will help the designer to assess warranty costs, establish maintenance programs and schedule inventories [Kap77].

Case 8  
Reliability: 0.9738

---

3 A dynamic model takes into consideration the change of reliability levels with time. Time dependant models are more difficult to develop and evaluate than static models.
Appendix 3: Reliability Allocation Methods
Equal Apportionment Technique

The equal apportionment technique assigns equal reliabilities to all the subsystems in order to achieve a specified level or reliability for the total system. The system is assumed to consist of n subsystems in series. The main drawback of this method is that the subsystem reliability goals are not assigned in accordance with the degree of difficulty associated with meeting them. The equation governing this model is as follows;

\[ R_i = (R_s)^{\frac{1}{n}}, i = 1, 2, ..., n. \]

The ARINC Apportionment Technique

In the ARINC method we assume that the subsystems are in series with constant failure rates, that any subsystem failure causes a system failure, and that the subsystem mission times equal the system mission time. The apportionment technique requires the expression of the required reliability in terms of the failure rates. The steps from this technique are summarized next.

1. Determine the subsystem failure rates \((\lambda_i)\) from the past data, observed or estimated.
2. Assign a weighting factor \((\omega_i)\) to each subsystem according to the failure rates determined in step 1, where \((\omega_i)\) is given by

\[ \omega_i = \frac{\lambda_i}{\sum_{i=1}^{n} \lambda_i}, \quad i = 1, ..., n \]

3. Compute the subsystem failure rate requirements using

\[ \lambda_i = \omega_i \lambda, \quad i = 1, 2, ..., n \]

Therefore this method allocates the new failure rate based on relative weighting factors that are functions of the past failure rates of the subsystem.

The AGREE Allocation Method

The AGREE allocation method is more sophisticated than the previous methods. This method is based on component or subsystem complexity and explicitly considers the relationship between component and system failure. The AGREE formula is used to determine the minimum MTBF for each component required to meet the system reliability. It is usually applied in electronic equipment, and is based on assessing the complexity of a component based on the number of modules and circuitry of the component. The allocation
assumes that each module makes an equal contribution to the system success, i.e. each module has the same failure rate. The allocated failure rate of the \( i \)th unit is given by,

\[
\lambda_i = \frac{N_i \left[ -\ln R_i(t) \right]}{N \omega_t t_i}
\]

where
- \( \omega_t \) is the mission time, or the required system operation time
- \( t_i \) is the time units for which the \( i \)th subsystem will be required to operate during \( t \) units of system operation
- \( N_i \) is the number of modules in the \( i \)th subsystem
- \( N \) is the total number of modules in the system
- \( w_i \) is the importance factor for the \( i \)th subsystem
- \( R_s(t) \) is the required system reliability for operation time \( t \).
Appendix 4: Reliability Prediction Methodology
**Series Systems**

The series configuration is probably the most commonly encountered model and, fortunately, is also the simplest to analyze. In a series system all subsystems must operate successfully if the system is to function. The block diagram model of a series system is given in the next figure;

![Series System Diagram](image)

If we assume the these events are independent then we have that the reliability of the system is given by the following equation:

\[
R_s = \prod_{i=1}^{n} R_i
\]

where the right hand side indicates the product of the subsystem reliabilities.

This equation constitutes what is commonly called the product rule in reliability. If one wants to meet a given system reliability a rapid approximation for the necessary level of subsystem reliability is obtained using the formula that follows;

\[
R_s \approx 1 - nq
\]

where q is the probability that the subsystem will fail.

**Parallel Systems**

A parallel system is a system that is not considered to have failed unless all components have failed. The reliability block diagram for a parallel system is given in the next figure;

![Parallel System Diagram](image)
The system reliability is given by the following equation:

\[ R_s = 1 - \prod_{i=1}^{n} (1 - R_i) \]

In analyzing a parallel system in this fashion it is implied that all subsystems are activated when the system is activated and that failure do not influence the reliability of the surviving subsystems. The parallel arrangement shown in the last figure is considered a pure parallel situation, and is usually not representative of many parallel arrangements. In reality the standby\(^4\) redundant and share parallel\(^5\) arrangement are more often used, particularly in mechanical systems [Kap77].

**Series-Parallel Design Considerations**

Simple combinations of parallel and series subsystems are easily analyzed by successively collapsing subsystems into equivalent parallel or series components. An example would be the arrangement shown below;

![Series-Parallel Design Considerations Diagram](image)

Certain design configurations or complex failure modes may produce systems in which pure parallel or series configurations are not appropriate. The procedure to follow then, although not simple, is generic to all possible situations. It consists on examining all possible mutually exclusive modes of the system, and then since these modes are mutually exclusive, the probabilities can be summed. The obvious disadvantage of this method is that the number of failure modes increases rapidly with the number of components. This number of failure modes can be calculated with the following formula;

\[ \sum_{x=0}^{n} \binom{n}{x} \]

\(^4\) In the standby redundant system, the standby component is not activated unless the on-line component fails.

\(^5\) In the share parallel system, the failure rate of surviving components increases as failure occur.
Reliability Considerations in Design

The design process dictates the system configuration and the configuration chosen influences the reliability level, as well as the cost of achieving this level. Thus, a preliminary reliability analysis as well as the many other design factors should be considered during design phase. Some of the commonly used reliability trade-offs are given next.

The reliability of a series system can be improved by decreasing the number of series components, or increasing the component reliabilities. The next graph shows the effect of increasing component reliability;

![Graph showing the effect of increasing component reliability.](image)

The graph shows the effects of increasing component reliability; however, the marginal gain in system reliability becomes smaller as component reliabilities increase. The deterioration of system reliability that results from increasing the number of components is also evident.

The paralleling of components is usually mentioned as a means to improve the system reliability. However, the gains are not always realizable. First of all, designing a parallel system for a mechanical device is usually extremely difficult. Some forms of parallel arrangement such as providing spare parts (a standby parallel arrangement) or using a load-sharing design are probably more representative of the true situation. The second problem with parallel arrangements is that for a given component reliability, the marginal gain due to the addition of parallel elements slows down rapidly. Thus the marginal gain in reliability by paralleling may not be as profitable as considering and improved component. This is shown in the next graph.
Finally, if we have \( n \) components, and we can either provide redundant branches at component level or at system level, statistics show that the low-level redundancy gives a higher system reliability in all cases. However, the difference is not as pronounced if components have high reliabilities.
Appendix 5: PDM Customisation: Sample of Information Pages
Projects Class

- Project General Information

![Project General Information](image1)

- Project Details

![Project Details](image2)
- Project request viewer

Suppliers Class

- Suppliers general information
Products Class

- Product general information
Product specifications

Performance Parameters

<table>
<thead>
<tr>
<th>Diesel</th>
<th>Electric</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-20</td>
<td>-20</td>
</tr>
</tbody>
</table>

Speed

Components

- Engine
- Compressor
- Controller

Reliability Specifications

<table>
<thead>
<tr>
<th>Reliability Parameter</th>
<th>Reliability Figure</th>
</tr>
</thead>
</table>

FMEA Performed

User Info

- Created by: Joe
- Creation Date: 11/12/2003
- Modified by: Joe
- Last Modification Date and Time: [Date]

Revision Info

- Effective From: [Date]
- Effective Until: [Date]
- Approval Date: [Date]
- Component general information

- Component specifications
Dealer Class

- Dealer general information

- Dealer contacts and details
Testing Class

- Testing Request general

- Testing Report general
Design Class

- Environmental Analysis general

- Design Review general
Reliability Class

- Reliability Specifications general
- Reliability Specifications viewer

- Fault Tree Analysis General
- Fault Tree Analysis viewer

- Life Time Distribution general
Service Class

- Service Bulleting general

Documents Class

- Letters and Faxes general
• Reference Material

Users Class

• Users general