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LOCAL ENERGY DECAY AND DIFFUSIVE PHENOMENON IN A DISSIPATIVE WAVE GUIDE

JULIEN ROYER

Abstract. We prove the local energy decay for the wave equation in a wave guide with dissipation at the boundary. It appears that for large times the dissipated wave behaves like a solution of a heat equation in the unbounded directions. The proof is based on resolvent estimates. Since the eigenvectors for the transverse operator do not form a Riesz basis, the spectral analysis does not trivially reduce to separate analyses on compact and Euclidean domains.
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1. Introduction and statement of the main results

Let $d,n \in \mathbb{N}^\ast$. We consider a smooth, connected, open and bounded subset $\omega$ of $\mathbb{R}^n$ and denote by $\Omega$ the straight wave guide $\mathbb{R}^d \times \omega \subset \mathbb{R}^{d+n}$. Let $a > 0$. For $(u_0, u_1) \in H^1(\Omega) \times L^2(\Omega)$ we consider the wave equation with dissipative boundary condition

\[
\begin{aligned}
\frac{\partial^2}{\partial t^2} u - \Delta u &= 0 & \text{on } \mathbb{R}_+ \times \Omega, \\
\partial_\nu u + a \partial_t u &= 0 & \text{on } \mathbb{R}_+ \times \partial \Omega, \\
(u, \partial_t u)|_{t=0} &= (u_0, u_1) & \text{on } \Omega.
\end{aligned}
\]

(1.1)

There is already a huge litterature about wave guides, which are of great interest for physical applications. For the spectral point of view we refer for instance to [DE95, KK05, BK08, BGH11, RCU13, KR14] and references therein.

Our purpose in this paper is to study some large time properties for the solution of (1.1). The analysis will be mostly based on resolvent estimates for the corresponding stationary problem.
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1.1. Local energy decay. If \( u \) is a solution of (1.1) then its energy at time \( t \) is defined by
\[
E(t) = \int_\Omega |\nabla u(t)|^2 + \int_\Omega |\partial_t u(t)|^2.
\]
(1.2)
It is standard computation to check that this energy is non-increasing, and that the decay is due to the dissipation at the boundary:
\[
E(t_2) - E(t_1) = -2 \int_{t_1}^{t_2} \int_{\partial \Omega} a |\partial_t u(t)|^2 \, d\sigma \, dt.
\]

There are many papers dealing with the energy decay for the damped wave equation in various settings. For the wave equation on a compact manifold (with dissipation by a potential or at the boundary), it is now well-known that we have uniform exponential decay under the so-called geometric control condition. See [RT74, BLR92]. Roughly speaking, the assumption is that any trajectory for the underlying classical problem should meet the damping region (for the free wave equation on a subset of \( \mathbb{R}^n \), the spatial projections of these bicharacteristics are straight lines, reflected at the boundary according to the classical laws of geometrical optics).

For the undamped wave equation, the energy is conserved. However, on an unbounded domain it is useful to study the decay of the energy on any compact for localized initial conditions. This is equivalent to the fact that the energy escapes at infinity for large times.

The local energy decay for the undamped wave equation has been widely investigated on perturbations of the Euclidean space, under the assumption that all classical trajectories escape to infinity (this is the so-called non-trapping condition). For a compact perturbation of the model case we obtain an exponential decay for the energy on any compact in odd dimensions, and a decay at rate \( t^{-2d} \) if the dimension \( d \) is even. We refer to [LMP63] for the free wave equation outside some star-shaped obstacle, [MRS77] and [Mel79] for a non-trapping obstacle, [Ral69] for the necessity of the non-trapping condition and [Bur98] for a logarithmic decay with loss of regularity but without any geometric assumption. In [BH12] and [Bou11] the problem is given by long-range perturbation of the free wave equation. The local energy (defined with a polynomially decaying weight) decays at rate \( O(t^{-2d+\varepsilon}) \) for any \( \varepsilon > 0 \).

Here we are interested in the local energy decay for the damped wave equation on an unbounded domain. Closely related results have been obtained in [AK02, Khe03] for the dissipative wave equation outside a compact obstacle of the Euclidean space (with dissipation at the boundary or in the interior of the domain) and [BR14, Roy] for the asymptotically free model. The decay rates are the same as for the corresponding undamped problems, but the non-trapping condition can be replaced by the geometric control condition: all the bounded classical trajectories go through the region where the damping is effective.

Under a stronger damping assumption (all the classical trajectories go through the damping region, and not only the bounded ones), it is possible to study the decay of the total energy (1.2). We mention for instance [BJ], where exponential decay is proved for the total energy of the damped Klein-Gordon equation with periodic damping on \( \mathbb{R}^d \). This stronger damping condition is not satisfied in our setting, since the classical trajectories parallel to the boundary never meet the damping region.

Compared to all these results, our domain \( \Omega \) is neither bounded nor close to the Euclidean space at infinity. In particular the boundary \( \partial \Omega \) itself is unbounded. Our main theorem gives local energy decay in this setting:

**Theorem 1.1 (Local energy decay).** Let \( \delta > \frac{d}{2} + 1 \). Then there exists \( C \geq 0 \) such that for \( u_0 \in H^{1,\delta}(\Omega) \), \( u_1 \in L^{2,\delta}(\Omega) \) and \( t \geq 0 \) we have
\[
\left\| \langle x \rangle^{-\delta} \nabla u(t) \right\|_{L^2(\Omega)} + \left\| \langle x \rangle^{-\delta} \partial_t u(t) \right\|_{L^2(\Omega)} \leq C \langle t \rangle^{-\frac{d}{2}-1} \left( \left\| \langle x \rangle^{\delta} \nabla u_0 \right\|_{L^2(\Omega)} + \left\| \langle x \rangle^{\delta} u_1 \right\|_{L^2(\Omega)} \right),
\]
where \( u \) is the solution of the problem (1.1).

Everywhere in the paper we denote by \( (x, y) \) a general point in \( \Omega \), with \( x \in \mathbb{R}^d \) and \( y \in \omega \). Moreover we have denoted by \( L^{2,\delta}(\Omega) \) the weighted space \( L^2((x)^{2\delta} \, dx \, dy) \) and by \( H^{1,\delta}(\Omega) \) the corresponding
Sobolev space, where $\langle \cdot \rangle$ stands for $(1 + \cdot^2)^{\frac{1}{2}}$.

We first remark that the power of $t$ in the rate of decay only depends on $d$ and not on $n$. This is coherent with the fact that the energy has only $d$ directions to escape. Although the energy is dissipated in the bounded directions, the result does not depend on their number (nonetheless, we will see that the constant $C$ depends on the shape of the section $\omega$).

However, we observe that the local energy does not decay as for a wave on $\mathbb{R}^d$. In fact, it appears that the rate of decay is the same as for the heat equation on $\mathbb{R}^d$. This phenomenon will be discussed in Theorem 1.3 below.

As usual for a wave equation, we can rewrite (1.1) as a first order equation on the so-called energy space. For $\delta \in \mathbb{R}$ we denote by $\mathcal{E}^\delta$ the Hilbert completion of $C^\infty_0(\Omega) \times C^\infty_0(\Omega)$ for the norm

$$\| (u, v) \|_{\mathcal{E}^\delta}^2 = \| (x)^\delta \nabla u \|_{L^2(\Omega)}^2 + \| (x)^\delta v \|_{L^2(\Omega)}^2.$$  

When $\delta = 0$ we simply write $\mathcal{E}$ instead of $\mathcal{E}^0$. We consider on $\mathcal{E}$ the operator

$$\mathcal{A} = \begin{pmatrix} 0 & 1 \\ -\Delta & 0 \end{pmatrix}$$

with domain

$$\mathcal{D}(\mathcal{A}) = \{(u, v) \in \mathcal{E} : (v, -\Delta u) \in \mathcal{E} \text{ and } \partial_\nu u = iv \text{ on } \partial \Omega \}.$$  

Let $u_0, u_1$ be such that $U_0 = (u_0, iu_1) \in \mathcal{D}(\mathcal{A})$. Then $u$ is a solution of (1.1) if and only if $U : t \mapsto (u(t), i\partial_t u(t))$ is a solution for the problem

$$\begin{cases} \partial_t U(t) + i\mathcal{A}U(t) = 0, \\ U(0) = U_0. \end{cases}$$

We are going to prove that $\mathcal{A}$ is a maximal dissipative operator on $\mathcal{E}$ (see Proposition 2.6), which implies in particular that $-i\mathcal{A}$ generates a contractions semigroup. Thus the problem (1.5) has a unique solution $U : t \mapsto e^{-it\mathcal{A}}U_0$ in $C^0(\mathbb{R}_+, \mathcal{D}(\mathcal{A})) \cap C^1(\mathbb{R}_+, \mathcal{E})$. In this setting the estimate of Theorem 1.1 simply reads

$$\forall t \geq 0, \quad \| e^{-it\mathcal{A}}U_0 \|_{\mathcal{E}^\delta} \leq C \langle t \rangle^{-\frac{d}{2} - 1} \| U_0 \|_{\mathcal{E}^\delta}.$$  

We will see that as usual for the local energy decay under the geometric control condition, the rate of decay is governed by the contribution of low frequencies. With a suitable weight, we obtain a polynomial decay at any order if we only consider the contribution of high frequencies. We refer for instance to the result of [Wan87] for the self-adjoint Schrödinger equation on the Euclidean space. The difficulty with the damped wave equation is that we do not have a functional calculus to localize on high frequencies. Here on a dissipative wave guide we can at least localize with respect to the Laplacian on $\mathbb{R}^d$.

We denote by $\Lambda$ the usual Laplacian $-\Delta_x$ on $\mathbb{R}^d$. We also denote by $\Lambda$ the operator $-\Delta_x \otimes \text{Id}_{L^2(\omega)}$ on $L^2(\Omega)$. Let $\chi_1 \in C^\infty_0(\mathbb{R}, [0, 1])$ be equal to 1 on a neighborhood of 0. For $z \in \mathbb{C}\setminus\{0\}$ we set $\chi_z = \chi_1(\cdot/|\cdot|^2)$ and

$$\chi_z = \begin{pmatrix} \chi_z(\Lambda) & 0 \\ 0 & \chi_z(\Lambda) \end{pmatrix} \in \mathcal{L}(\mathcal{E})$$

(there $\mathcal{L}(\mathcal{E})$ denotes the space of bounded operators on $\mathcal{E}$).

**Theorem 1.2** (High frequency time decay). Let $\gamma \geq 0$ and $\delta > \gamma$. Then there exists $C \geq 0$ such that for $U_0 \in \mathcal{E}^\delta$ we have

$$\forall t \geq 0, \quad \| (1 - \chi_1)e^{-it\mathcal{A}}U_0 \|_{\mathcal{E}^{\delta - \gamma}} \leq C \langle t \rangle^{-\gamma} \| U_0 \|_{\mathcal{E}^\delta}.$$  

Notice that in the same spirit we could also state the same kind of result for the damped Klein-Gordon equation.
1.2. Diffusive properties for the contribution of low frequencies. In Theorem 1.1 we have seen that the local energy of the damped wave on $\Omega = \mathbb{R}^d \times \omega$ decays like a solution of a heat equation on $\mathbb{R}^d$. This is due to the fact that the damping is effective even at infinity. This phenomenon has already been observed for instance for the damped wave equation

$$\partial_t^2 u - \Delta u + a(x)\partial_t u = 0 \quad (1.8)$$
on the Euclidean space $\mathbb{R}^d$ itself. For a constant absorption index ($a \equiv 1$), it has been proved that the solution of the damped wave equation (1.8) behaves like a solution of the heat equation

$$-\Delta v + \partial_t v = 0.$$ Roughly, this is due to the fact that for the contribution of low frequencies (which govern the rate of decay for the local energy decay under G.C.C.) the term $\partial_t^2 u$ becomes small compared to $\partial_t u$. See [Nis03, MN03, HO04, Nar04]. See also [Ike02, AIK] for the damped wave equation on an exterior domain. For a slowly decaying absorption index ($a(x) \sim (x)^{-\rho}$ with $\rho \in [0,1]$), we refer to [ITY13, Wak14] (recall that if the absorption index is of short range ($\rho > 1$), then we recover the properties of the undamped wave equation, see [BR14, Roy]). Finally, results on an abstract setting can be found in [CH04, RTY10, Nis, RTY16].

Compared to the results in all these papers, we have a damping which is not effective everywhere at infinity but only at the boundary. In particular, the heat equation to which our damped wave equation reduces for low frequencies is not so obvious.

For the next result we need more notation. The boundary $\partial \Omega$ ($\partial \omega$, respectively) is a submanifold of $\mathbb{R}^{d+n}$ (of $\mathbb{R}^n$). It is endowed with the structure given by the restriction of the usual scalar product of $\mathbb{R}^{d+n}$ (of $\mathbb{R}^n$) and with the corresponding measure. This is the usual Lebesgue measure on $\partial \Omega$ (on $\partial \omega$).

For $v \in L^2(\Omega)$ we define $P_\omega v \in L^2(\mathbb{R}^d)$ by setting, for almost all $x \in \mathbb{R}^d$:

$$\langle P_\omega v(x), \cdot \rangle = \frac{1}{|\omega|} \int_\omega v(x, \cdot), \text{ where } |\Omega| = \int_\omega 1. \quad (1.9)$$

$P_\omega v$ can also be viewed as a function in $L^2(\Omega)$ by setting $(P_\omega v)(x,y) = (P_\omega v)(x)$. If $v \in H^1(\Omega)$ we similarly define

$$\langle P_{\partial \omega} v(x), \cdot \rangle = \frac{1}{|\partial \omega|} \int_{\partial \omega} v(x, \cdot), \text{ where } |\partial \omega| = \int_{\partial \omega} 1. \quad (1.10)$$

We also set

$$\Upsilon = \frac{|\partial \omega|}{|\omega|}. \quad (1.11)$$

The purpose of the following theorem is to show that the solution $u$ of (1.1) behaves like the solution of the heat equation

$$\begin{cases}
a \Upsilon \partial_t v + \Lambda v = 0 & \text{on } \mathbb{R}_+ \times \mathbb{R}^d, \\
$v_{t=0} = i P_{\partial \omega} u_0 + \frac{i}{\Upsilon} P_\omega u_1 & \text{on } \mathbb{R}^d.
\end{cases} \quad (1.12)$$

We denote by $u_{\text{heat}}$ or $u_{\text{heat},0}$ the solution of (1.12):

$$u_{\text{heat}}(t) = u_{\text{heat},0}(t) = e^{-\frac{a t}{\Upsilon}} \left( i P_{\partial \omega} u_0 + \frac{i}{\Upsilon} P_\omega u_1 \right), \quad t \geq 0. \quad (1.13)$$

Finally for $\beta_x = (\beta_{x,1}, \ldots, \beta_{x,d}) \in \mathbb{N}^d$ we denote by $\partial^\beta_x$ the differential operator $\partial^\beta_{x,1} \ldots \partial^\beta_{x,d}$ on $\mathbb{R}^d$. The operator $\partial^\beta_x$ is defined similarly on $\omega$.

**Theorem 1.3** (Comparison with the heat equation). Let $(u_0, i u_1) \in C_0^\infty(\Omega)^2 \cap D(A)$.

(i) There exists $C > 0$ such that for $t \geq 0$ we have

$$\| \langle x \rangle^{-\delta} \nabla (u - u_{\text{heat}}(t)) \|_{L^2(\Omega)} + \| \langle x \rangle^{-\delta} \partial_t (u - u_{\text{heat}}(t)) \|_{L^2(\Omega)} \leq C(t)^{-\frac{d}{2}-2}.$$

(ii) More precisely for $M \in \mathbb{N}$ there exist $u_{\text{heat},1}, \ldots, u_{\text{heat},M}, \tilde{u}_{M+1}$ such that for $t \geq 0$ we have

$$u(t) = u_{\text{heat},0}(t) + \sum_{k=1}^M u_{\text{heat},k}(t) + \tilde{u}_{M+1}(t),$$
and for \( \varepsilon > 0 \), \( R > 0 \), \( t \geq 0 \), \( k \in [0, M] \), \( \beta_1 \in \{0, 1\} \), \( \beta_x \in \mathbb{N}^d \) and \( \beta_y \in \mathbb{N} \) with \( \beta_1 + |\beta_x| + |\beta_y| \leq 1 \) there exists \( C > 0 \) such that if \((u_0, iu_1) \in C^0_0(\Omega R)^2 \) and \( \delta > 0 \) is large enough we have

\[
\left\| \langle x \rangle^{-\delta} \frac{\partial^\beta_x}{\partial^\beta_x} \frac{\partial^\beta_y}{\partial^\beta_y} u_{\text{heat}}(k, t) \right\|_{L^2(\Omega)} \leq C \langle t \rangle^{-\frac{4}{2} - k - |\beta_x|}.
\]

and

\[
\left\| \langle x \rangle^{-\delta} \frac{\partial^\beta_x}{\partial^\beta_x} \frac{\partial^\beta_y}{\partial^\beta_y} u_{\text{heat}}(k, t) \right\|_{L^2(\Omega)} \leq C \langle t \rangle^{-\frac{4}{2} - M - 1 - |\beta_x| + \varepsilon}.
\]

Notice that if we set \( U_{\text{heat}}(t) = (u_{\text{heat}}(t), i\partial_t u_{\text{heat}}(t)) \) then the first statement gives

\[
\| e^{-itA}U_0 - U_{\text{heat}}(t) \|_{\mathcal{E}^{-\delta}} \lesssim \langle t \rangle^{-\frac{4}{2} - 2}.
\]

Since \( U_{\text{heat}}(t) \) is given by the solution of the standard heat equation on \( \mathbb{R}^d \), we know that it decays like \( t^{-\frac{d}{2}-1} \) in \( \mathcal{E}^{-\delta} \) (see Remark 3.5). With (1.14), we deduce that the uniform estimate of Theorem 1.1 is sharp and could not be improved even with a stronger weight.

We also observe that \( u_{\text{heat}} \) decays slowly if the coefficient \( \alpha \mathcal{Y} \) is large (formally, \( u_{\text{heat}} \) even becomes constant at the limit \( \alpha \mathcal{Y} = +\infty \)). This confirms the general idea that a very strong damping weaken the energy decay. Notice that it is natural that the strength of the damping does not only on the coefficient \( \alpha \) which describes how the wave is damped at the boundary but also on the coefficient \( \mathcal{Y} \) which measures how a general point of \( \Omega \) sees the boundary \( \partial \Omega \). The expression of \( u_{\text{heat}} \) also confirms that the overdamping phenomenon concerns the contribution of low frequencies.

We notice that in Theorem 1.3 we not only estimate the derivatives of the solution but also the solution itself. To this purpose we introduce \( \mathcal{H}^\beta = H^{1, \delta} \times L^{2, \delta} \), which can be defined as the Hilbert completion of \( C^0_0(\Omega)^2 \) for the norm

\[
\| (u, v) \|_{\mathcal{H}^\beta}^2 = \left\| \langle x \rangle^\delta u \right\|_{L^2}^2 + \left\| \langle x \rangle^\delta \nabla u \right\|_{L^2}^2 + \left\| \langle x \rangle^\delta v \right\|_{L^2}^2.
\]

We also write \( \mathcal{H} \) for \( \mathcal{H}^0 = H^1(\Omega) \times L^2(\Omega) \).

**Remark.** If \( U_0 = (u_0, iu_1) \in \mathcal{D}(\mathcal{A}) \cap \mathcal{E}^\delta \) is such that

\[
i P_{\omega} u_0 + \frac{i}{\alpha \mathcal{Y}} P_{\omega} u_1 = 0,
\]

then \( e^{-itA}U_0 \) decays at least like \( t^{-\frac{d}{2}-2} \) in \( \mathcal{E}^{-\delta} \). This is in particular (but not only) the case if \( u_0 \in C^0_0(\Omega) \) and \( u_1 = 0 \). Because of the semi-group property, the large time asymptotics should not depend on what is considered as the initial time. And indeed, we can check that

\[
\frac{d}{dt} \left( iP_{\omega} u(t) + \frac{i}{\alpha \mathcal{Y}} P_{\omega} \partial_t u(t) \right) = 0,
\]

so (1.15) holds at time \( t = 0 \) if and only if it holds with \((u_0, u_1)\) replaced by \((u(t), \partial_t u(t))\) for any \( t \geq 0 \).

### 1.3. Resolvent estimates

We are going to prove the estimates of Theorems 1.1, 1.2 and 1.3 from a spectral point of view. After a Fourier transform, we can write \( e^{-itA} \) as the integral over \( \tau = \text{Re}(z) \) of the resolvent \((\mathcal{A} - z)^{-1}\) or, more precisely, of its limit when \( \text{Im}(z) \searrow 0 \). As usual we will consider separately the contributions of intermediate frequencies (\( |\tau| \sim 1 \)), high frequencies (\( |\tau| \gg 1 \)) and low frequencies (\( |\tau| \ll 1 \)). And as usual the main difficulties will come from low and high frequencies. We begin with the result about intermediate frequencies:

**Theorem 1.4** (Intermediate frequency estimates). For any \( \tau \in \mathbb{R} \setminus \{0\} \) the resolvent \( (\mathcal{A} - \tau)^{-1} \) is well defined in \( \mathcal{L}(\mathcal{E}^\delta) \). By restriction, it also defines a bounded operator on \( \mathcal{H} \).

Since the resolvent set of \( \mathcal{A} \) is open, this result implies that around a non-zero frequency \( \tau \) (0 belongs to the spectrum of \( \mathcal{A} \)) we have a spectral gap. Thus the question of the limiting absorption principle is irrelevant, we do not even have to work in weighted spaces, and we have similar estimates for the powers of the resolvent. We also remark that, by continuity, the map \( \tau \mapsto (\mathcal{A} - \tau)^{-1} \) is bounded as a function on \( \mathcal{L}(\mathcal{E}) \) or \( \mathcal{L}(\mathcal{H}) \) on any compact subset of \( \mathbb{R} \setminus \{0\} \).

Even if any \( \tau \in \mathbb{R} \setminus \{0\} \) is in the resolvent set, the size of the resolvent and hence of the spectral gap are not necessarily uniform for high frequencies.
It is known that for high frequencies the propagation of the wave is well approximated by the flow of the underlying classical problem. For the straight wave guide, the horizontal lines (i.e. included in $\mathbb{R}^d \times \{ y \}$ for some $y \in \omega$) correspond to (spatial projections of) classical trajectories which never see the damping. Thus, we expect that we neither have a spectral gap for high frequencies nor a uniform exponential decay for the energy of the time-dependant solution. However, the classical trajectories which never meet the boundary escape to infinity, so the damping condition is satisfied by all the bounded trajectories. In this setting we expect to recover the usual high-frequency estimates known for the undamped wave on the Euclidean space under the non-trapping condition.

**Theorem 1.5 (High frequency estimates).** Let $m \in \mathbb{N}$ and $\delta > m + \frac{1}{2}$. Then there exist $\tau_0 \geq 0$ and $C \geq 0$ such that for $|\tau| \geq \tau_0$ we have

$$\| (A - \tau)^{-1-m} \|_{\mathcal{L}(\mathcal{H}^{s}, \mathcal{H}^{-s})} \leq C.$$ 

Moreover there exists $\gamma > 0$ such that if $\chi_1$ is supported in $]-\gamma, \gamma[\,$ then for $|\tau| \geq \tau_0$ we have

$$\| \chi_1 (A - \tau)^{-1-m} \|_{\mathcal{L}(\mathcal{H}^{s}, \mathcal{H}^{-s})} \leq C.$$ 

We also have similar estimates in $\mathcal{L}(\mathcal{H}^{s}, \mathcal{H}^{-s})$ and $\mathcal{L}(\mathcal{H}, \mathcal{H})$, respectively.

As already mentioned, the limitation in the rate of decay in Theorem 1.1 is due to the contribution of low frequencies. From the spectral point of view, this comes from the fact that the derivatives of the resolvent are not uniformly bounded up to any order in a neighborhood of 0. The low frequency resolvent estimates will be given in $L^2(\Omega)$ in Theorem 1.6 below.

Thus this paper is mainly devoted to the proofs of resolvent estimates. For this it is more convenient to go back to the physical space $L^2(\Omega)$. Therefore we first have to rewrite the resolvent $(A - z)^{-1}$ in terms of the resolvent of a Laplace operator on $L^2(\Omega)$.

Given $z$ in

$$\mathbb{C}_+ := \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$$

and $\varphi$ in the dual space $H^1(\Omega)'$ of $H^1(\Omega)$ we denote by $u = \tilde{R}_a(z)\varphi$ the unique solution in $H^1(\Omega)$ for the variational problem

$$\forall v \in H^1(\Omega), \quad \langle \nabla u, \nabla v \rangle_{L^2(\Omega)} - iz \int_{\partial \Omega} au\nu - z^2 \langle u, v \rangle_{L^2(\Omega)} = \langle \varphi, v \rangle_{H^1(\Omega)' , H^1(\Omega)}.$$ 

(1.16)

We will check in Proposition 2.1 that this defines a map $\tilde{R}_a(z) \in \mathcal{L}(H^1(\Omega)', H^1(\Omega))$. Moreover, if $\varphi \in L^2(\Omega)$ then

$$\tilde{R}_a(z)\varphi = (H_{az} - z^2)^{-1}\varphi,$$ 

(1.17)

where for $\alpha \in \mathbb{C}$ we have set

$$H_{\alpha} = -\Delta$$ 

(1.18)

on the domain

$$\mathcal{D}(H_{\alpha}) = \{ u \in H^2(\Omega) : \partial_\nu u = i\alpha u \text{ on } \partial\Omega \}.$$ 

(1.19)

In Proposition 2.5 we will set for $z \in \mathbb{C}_+$

$$R_{\alpha}(z) = (H_{az} - z^2)^{-1}.$$ 

We consider in $\mathcal{L}(H^1(\Omega), H^1(\Omega)')$ the operator $\Theta_{\alpha}$ defined as follows:

$$\forall \varphi, \psi \in H^1(\Omega), \quad \langle \Theta_{\alpha}\varphi, \psi \rangle_{H^1(\Omega)' , H^1(\Omega)} = \int_{\partial \Omega} a\varphi\overline{\psi}.$$ 

(1.20)

Then the link between $(A - z)^{-1}$ and $\tilde{R}_a(z)$ is the following: we will see in Proposition 2.6 that for all $z \in \mathbb{C}_+$ we have on $\mathcal{H}$

$$(A - z)^{-1} = \left( \frac{\tilde{R}_a(z)(i\Theta_a + z)}{1 + \tilde{R}_a(z)(i\Theta_a + z^2)} \right) \tilde{R}_a(z).$$ 

(1.21)

This is of course of the same form as the equality in [BR14, Proposition 3.5], taking the limit $a(x) \to a_\delta M$. However the damping is no longer a bounded operator on $L^2(\Omega)$ and can only be seen as a quadratic form on $H^1(\Omega)$. 


Our purpose is then to estimate the derivatives of $\tilde{R}_a(z)$. As in [BR14, Roy], we have to be careful with the dependence on the spectral parameter. And now the derivatives have to be computed in the sense of forms. For instance for the first derivative we have in $L(H^1(\Omega)', H^1(\Omega))$

$$\tilde{R}_a'(z) = \tilde{R}_a(z)(i\Theta_a + 2z)\tilde{R}_a(z). \tag{1.22}$$

Let us come back to the low frequency estimates and to the comparison with the heat equation. We first observe that for $z \in \mathbb{C}_+$ small, the absorption coefficient $\alpha z$ which appears in (1.16) or in the domain of $H_{ax}$ becomes small. This explains why there is no spectral gap around 0. More precisely, we said that the contribution of low frequencies for the solution of (1.1) behaves like the solution of (1.12). In our spectral analysis, this comes from the fact that for $z \in \mathbb{C}_+$ small the resolvent $\tilde{R}_a(z)$ is close to $(-\Delta - i\alpha \gamma z)^{-1}P_\omega$. More precisely, we will prove the following result:

**Theorem 1.6.** Let $M \in \mathbb{N}$. Then there exists an open neighborhood $\mathcal{U}$ of 0 in $\mathbb{C}$ such that for $z \in \mathcal{U} \cap \mathbb{C}_+$ we can write

$$\tilde{R}_a(z) = \sum_{k=0}^M \sum_{j=0}^k z^{j+k}(-\Delta - i\alpha \gamma z)^{-j-1}P_{k,j} + \tilde{R}_{a,M}(z) \tag{1.23}$$

where the following properties are satisfied.

(i) For $k \in [0, M]$ and $j \in [0, k]$ the operator $P_{k,j}$ belongs to $L(H^1(\omega)', H^1(\omega))$. In particular there exists $\sigma \in \mathbb{C}$ such that $P_{k,j} = \sigma^k P_\omega$.

(ii) Let $m \in \mathbb{N}$, $s \in \left[0, \frac{d}{2}\right]$, $\delta > s$, $\beta_x \in \mathbb{N}^d$ and $\beta_y \in \mathbb{N}^m$ be such that $|\beta_x| + |\beta_y| \leq 1$. Then there exists $C > 0$ such that for $z \in \mathcal{U} \cap \mathbb{C}_+$ we have

$$\left\| (x)^{-\delta} P_{x}^{\beta_x} P_{y}^{\beta_y} \tilde{R}_{a,M}(z) \langle x \rangle^{-\delta} \right\|_{L^2(\Omega)} \leq C \left(1 + |z|^{M-m+s+|\beta_y|} \right).$$

The resolvent $(-\Delta - i\alpha \gamma z)^{-1}$ which appears in (1.23) is the resolvent corresponding to the heat equation (1.12). Uniform estimates for the powers of this resolvent can be deduced from its explicit kernel for $z \notin (-i\mathbb{R}_+)$. 

**Proposition 1.7.** (i) Let $s_0 > 0$, $j \in \mathbb{N}$, $\delta > \frac{d}{2} + j$ and $\beta \in \mathbb{N}^d$ with $|\beta| \leq 1$. Then there exists $C > 0$ such that for $s \in [0, s_0]$ we have

$$\left\| \lim_{\varepsilon \to 0^+} \langle x \rangle^{-\delta} P_{x}^{\beta_x} \left(\Lambda - (s + i\varepsilon)^{-1-j} - \Lambda - (s - i\varepsilon)^{-1-j} \right) \langle x \rangle^{-\delta} \right\|_{L^2(\mathbb{R}^d)} \leq C s^\frac{d}{2} - j + 1 - |\beta|. \tag{1.24}$$

(ii) Let $j \in \mathbb{N}$, $|\beta| \in \mathbb{N}^d$ and $\varepsilon > 0$. Let $\delta > \frac{d}{2} - \varepsilon$. Then there exists $C > 0$ and a neighborhood $\mathcal{U}$ of 0 in $\mathbb{C}$ such that for $\zeta \in \mathcal{U} \cap \mathbb{C}_+$ we have

$$\left\| \langle x \rangle^{-\delta} P_{x}^{\beta_x} \left(-\Lambda - \zeta^{-1-j} \langle x \rangle^{-\delta} \right) \right\|_{L^2(\mathbb{R}^d)} \leq C \left(1 + |\zeta|^{d-\varepsilon-1-j} \right). \tag{1.25}$$

The first statement is sharp. It will be used in particular to obtain the sharp estimates for $u_{\text{heat}}(t)$ and hence for Theorem 1.1. This is not the case for the second estimate. In fact we will only use in Proposition 3.3 the fact that the estimate is of size $o(|\zeta|^{-1-j})$. 

Theorem 1.6 and Proposition 1.7 will be used to estimate the contribution of low frequencies in Theorems 1.1 and 1.3. In Theorem 1.2 we localize away from low frequencies with respect to the first $d$ variables. As expected, we will see that there is no problem with the contribution of low frequencies in this case.

**Proposition 1.8.** The map $z \mapsto (1 - X_1)(\Lambda - z)^{-1} \in L(\mathscr{D})$ extends to a holomorphic function on a neighborhood of 0. The same holds in $L(H)$. 

1.4. Separation of variables. In order to prove resolvent estimates on a straight wave guide, it is natural to write the functions of $L^2(\Omega) \cong L^2(\mathbb{R}^d, L^2(\omega))$ as a series of functions of the form $u_m(x) \otimes \varphi_m(y)$ where $u_m \in L^2(\mathbb{R}^d)$ and $\varphi_m \in L^2(\omega)$ is an eigenfunction for the transverse problem.

Given $\alpha \in \mathbb{C}$, we consider on $L^2(\omega)$ the operator

$$T_{\alpha} = -\Delta_\omega \tag{1.24}$$

on the domain

$$\mathcal{D}(T_{\alpha}) = \{u \in H^2(\omega) : \partial_\nu u = i\alpha u \text{ on } \partial\omega \}. \tag{1.25}$$
We have denoted by \( \Delta_\omega \) the Laplace operator on \( \omega \). We also denote by \( T_\alpha \) the operator \( \text{Id}_{L^2(\mathbb{R}^d)} \otimes (-\Delta_\omega) \) on \( L^2(\Omega) \) with boundary condition \( \partial_\nu u = i\alpha u \) on \( \partial \Omega \). With \( \Lambda \) defined above, this defines operators on \( L^2(\Omega) \) such that

\[
H_\alpha = \Lambda + T_\alpha. \tag{1.26}
\]

The spectrum of \( T_\alpha \) is given by a sequence \( (\lambda_m(\alpha))_{m \in \mathbb{N}} \) of isolated eigenvalues with finite multiplicities (see Proposition 2.7). When \( \alpha = 0 \) the operators \( H_0 \) and \( T_0 \) are self-adjoint. Then there exists an orthonormal basis \( (\varphi_m)_{m \in \mathbb{N}} \) of \( L^2(\omega) \) such that \( T_0 \varphi_m = \lambda_m(0) \varphi_m \) for all \( m \in \mathbb{N} \). For \( u \in L^2(\Omega) \) and almost all \( x \in \mathbb{R}^d \) we can write

\[
u(x, \cdot) = \sum_{m \in \mathbb{N}} u_m(x) \varphi_m
\]

where \( u_m \in L^2(\mathbb{R}^d) \) for all \( m \in \mathbb{N} \). Then for \( z \in \mathbb{C}_+ \) we have

\[
R_0(z) u = \sum_{m \in \mathbb{N}} \left( \Lambda - z^2 + \lambda_m(0) \right)^{-1} u_m \otimes \varphi_m, \tag{1.27}
\]

and by the Parseval identity:

\[
\|R_0(z) u\|^2_{L^2(\Omega)} = \sum_{m \in \mathbb{N}} \left\| \left( \Lambda - z^2 + \lambda_m(0) \right)^{-1} u_m \right\|^2_{L^2(\mathbb{R}^d)}.
\] (1.28)

Thus the estimates on \( R_0(z) \) follow from analogous estimates for the family of resolvents \( \left( \Lambda - z^2 + \lambda_m(0) \right)^{-1} \) on the Euclidean space \( \mathbb{R}^d \). The situation is not that simple in our non-selfadjoint setting.

The first remark is that we do not necessarily have a basis of eigenfunctions, since for multiple eigenvalues we may have Jordan blocks. Moreover, even when we have a basis of eigenfunctions, this is not an orthogonal family so (1.28) does not hold. For the dissipative Schrödinger equation on a wave guide with one-dimensional section, we proved in [Roy15] that the eigenvalues are simple and the corresponding sequence of eigenfunctions forms a Riesz basis (which basically means that the equality in (1.28) can be replaced by inequalities up to multiplicative constants). Then it was possible to reduce the problem to proving estimates for a family of resolvents on \( \mathbb{R}^d \) as in the self-adjoint case. Here there are two obstructions which prevent us from following the same strategy.

The Riesz basis property in [Roy15] (and more generally in one-dimensional problems) comes from the fact that eigenfunctions corresponding to large eigenvalues \( \lambda_m(\alpha) \) are close to the orthonormal family of eigenfunctions for the undamped problem. In higher dimension we have “more small eigenvalues”. More precisely, even if it does not appear in the literature (to the best of our knowledge), we can expect that a Weyl law holds for the eigenvalues of an operator like \( T_\alpha \) (we recall that for \( \alpha \) close to \( \frac{\pi}{2} \), see for instance [Str07, Zwo12]). Thus, when the dimension \( n \) grows, there are more and more eigenvalues in a given compact and hence more and more eigenfunctions which are far from being orthogonal to each other. We expect that the Riesz basis property no longer holds when \( n \geq 2 \).

The second point is that even if \( \dim(\omega) = 1 \) we have to be careful with the fact that for the wave equation the absorption coefficient grows with the spectral parameter. In [Roy15, Proposition 3.2] we proved the Riesz basis property uniformly only for a bounded absorption coefficient. Thus, even when \( \alpha = 0 \) we cannot use the Riesz basis property to prove the uniform high frequency estimates.

Here the strategy is the following: for low and intermediate frequencies \( (|\tau| \leq 1) \), we first show that only \( \alpha \) are close to zero, we have to take into account a finite number of eigenvalues \( \lambda_m(\alpha) \) (those for which \( \text{Re}(\lambda_m(\alpha)) \leq \tau^2 \)). For this we have to separate the contributions of different parts of the spectrum. Without writing a sum like (1.27). There are two common ways to localize a problem with respect to the spectrum of an operator. If the operator is self-adjoint, we can use its spectral projections (or, more generally, the functional calculus). If the spectrum has a bounded part \( \Sigma \) separated from the rest of the spectrum, we can use the projection given by the Riesz integral on a curve which surrounds \( \Sigma \). One of the keys of our proof is to find a way to use simultaneously the facts that \( \Lambda \) is self-adjoint and that \( T_\alpha \) has a discrete spectrum to obtain spectral localizations for \( H_\alpha \).

Once we have reduced the analysis to a finite number of eigenvalues (each of which being of finite multiplicity), we can deduce properties of our resolvent \( R_\alpha(\tau) \) from analogous properties of \( \left( \Lambda - \tau^2 + \lambda_m(\alpha) \right)^{-1} \in \mathcal{L}(L^2(\mathbb{R}^d)) \) as explained above even without self-adjointness.
However this strategy cannot give uniform estimates for high frequencies, since then we have to take more and more transverse eigenvalues into account. But we still use the same kind of ideas, together with the standard methods of semiclassical analysis (see for instance [Zwo12] for a general overview). Moreover, we will have to separate again the contributions of the different transverse frequencies $\lambda_m(\alpha \tau)$. If $|\lambda_m(\alpha \tau)| \ll |\tau|^2$ then the spectral parameter $\tau^2 - \lambda_m(\alpha \tau)$ in (1.28) is large. Even if we cannot use (1.28) in the dissipative case, this suggests that we should use the same kind of ideas as for high frequency resolvent estimates for the operator $\Lambda$ on $\mathbb{R}^d$. This is no longer the case for the contribution of large eigenvalues of $T_{\alpha \tau}$, for which $|\lambda_m(\alpha \tau)| \simeq |\tau|^2$. Then we will use the fact that we have a spectral gap at high frequencies for the transverse operator $T_{\alpha \tau}$.

We state this result in the semiclassical setting. For $\alpha \in \mathbb{C}$ and $h \in [0,1]$ we denote by $T_{\alpha,h}$ the operator $-\hbar^2 \Delta$ we domain

$$\mathcal{D}(T_{\alpha,h}) = \{ u \in H^2(\omega) : h \partial_{\alpha} u = i \alpha u \text{ on } \partial \omega \}. \quad (1.29)$$

Then we have the following result:

**Theorem 1.9.** There exist $h_0 \in [0,1]$, $\gamma > 0$ and $c > 0$ such that for $h \in [0, h_0]$ and

$$\alpha, \zeta \in ]1 - \gamma, 1 + \gamma[,$$

the resolvent $(T_{\alpha,h} - \zeta)^{-1}$ is well defined in $\mathcal{L}(L^2(\omega))$ and we have

$$\| (T_{\alpha,h} - \zeta)^{-1} \|_{\mathcal{L}(L^2(\omega))} \leq \frac{c}{h}.$$

It seems that this theorem has never been written from the spectral point of view, but it is very closely related to the stabilisation result of [BLR92] in a similar setting. We also refer to [Leb96] and [LR97] which give stabilisation for the wave equation with dissipation in the interior and at the boundary, respectively, but without the geometric control condition. Notice that we are going to use in this paper the contraction argument of [Leb96]. We also refer to [Sjö00] and [Ana10] for more precise results about the damped wave equation on a compact manifold without boundary.

Here we have stated our result with a damping effective everywhere at the boundary, but Theorem 1.9 should hold if GCC holds for generalized bicharacteristics (with the additional assumption that there is no contact of infinite order, see for instance [Bur98]). Our setting allows us to provide a less general but less technical proof.

More generally, for our main results we have only considered the simplest case of a damped wave equation on a wave guide with dissipation at the boundary, which already requires quite a long analysis. But many generalizations of this model case would be of great interest (perturbations of the domain $\Omega$, of the laplace operator $-\Delta$ on $\Omega$, of the absorption index, etc.). They are left as open problems in this work. On the other hand the case of a damping in the interior of the domain is easier than the damping at the boundary and could be added here. However it would make the notation heavier so we content ourselves with a free equation in the interior of the domain.

The paper is organized as follows. We prove in Section 2 the general properties of the operators $\mathcal{A}$, $H_\alpha$ and $T_\alpha$ which will be used throughout the paper. In Section 3 we use the resolvent estimates of Theorems 1.4, 1.5 and 1.6 (and Propositions 1.7 and 1.8) to prove Theorems 1.1, 1.3 and 1.2. Then the rest of the paper is devoted to the proofs of these spectral results. In Section 3 we show how we can use the discreteness of the spectrum of $T_\alpha$ and the selfadjointness of $\Lambda$ to separate the contributions of the different parts of the spectrum of $H_\alpha$. Then we deduce Theorem 1.4 in Section 5. In Section 6 we study the contribution of low frequencies, and in particular we prove Theorem 1.6. Section 7 is devoted to Theorem 1.5 concerning high frequencies, and we give a proof of Theorem 1.9 in Appendix A. Finally we give a quick description of the spectrum of $T_\alpha$ when $n = 1$ in Appendix B.

### 2. General properties

In this section we prove the general properties which we need for our analysis. In particular we prove all the basic facts about $\mathcal{A}$, $\tilde{R}_\alpha(z)$ and $T_{az}$ which have been mentioned in the introduction.
We first recall that an operator $T$ on a Hilbert space $\mathcal{K}$ with domain $\mathcal{D}(T)$ is said to be accretive (respectively dissipative) if
\[
\forall u \in \mathcal{D}(T), \quad \text{Re} \langle Tu, u \rangle \geq 0 \quad \text{(respectively \text{Im} \langle Tu, u \rangle \leq 0)}.
\]
Moreover $T$ is said to be maximal accretive (maximal dissipative) if it has no other accretive (dissipative) extension than itself on $\mathcal{K}$. With these conventions, $T$ is (maximal) dissipative if and only if $iT$ is (maximal) accretive. We recall that a dissipative operator $T$ is maximal dissipative if and only if $(T - z)$ has a bounded inverse on $\mathcal{K}$ for some (and hence any) $z \in \mathbb{C}_+$. In this case we have
\[
\forall z \in \mathbb{C}_+, \quad \|(T - z)^{-1}\| \leq \frac{1}{\text{Im}(z)}.
\]
and hence, by the Hille-Yosida theorem (see for instance [EN06]), the operator $-iT$ generates a contraction semigroup $t \mapsto e^{-itT}$. Then, for $u_0 \in \mathcal{D}(T)$, the function $t \mapsto e^{-itT}u_0$ belongs to $C^0(\mathbb{R}_+, \mathcal{D}(T)) \cap C^1(\mathbb{R}_+, \mathcal{K})$ and is the unique solution for the Cauchy problem
\[
\begin{cases}
\partial_t u + iTu = 0, & \forall t \geq 0, \\
u(0) = u_0.
\end{cases}
\]

2.1. General properties of $\tilde{R}_a(z)$. We begin with the general properties of the variational problem (1.16). For $\alpha \in \mathbb{C}$ and $u, v \in H^1(\Omega)$ we set
\[
q_\alpha(u, v) = \int_{\Omega} \alpha u \overline{v} \quad \text{and} \quad Q_\alpha(u, v) = \int_{\Omega} \nabla u \cdot \nabla \overline{v} - iq_\alpha(u, v).
\]
We also denote by $q_\alpha$ and $Q_\alpha$ the corresponding quadratic forms on $H^1(\Omega)$, and by $\Delta \in \mathcal{L}(H^1(\Omega), H^1(\Omega)^\prime)$ the operator corresponding to $-Q_0$: for $u, v \in H^1(\Omega)$ we have
\[
\langle (\Delta u, v)_{H^1(\Omega)^\prime}, H^1(\Omega) \rangle = \langle \nabla u, \nabla \overline{v} \rangle_{L^2(\Omega)}.
\]

**Proposition 2.1.** Let $z \in \mathbb{C}_+$. Then for $\varphi \in H^1(\Omega)^\prime$ the variational problem (1.16) has a unique solution $\tilde{R}_a(z)\varphi \in H^1(\Omega)$. Moreover the norm of $\tilde{R}_a(z)$ in $\mathcal{L}(H^1(\Omega)^\prime, H^1(\Omega))$ is bounded on any compact of $\mathbb{C}_+$.

**Proof.** Let $\theta = \frac{\pi}{2} - \arg(z) \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right[$. Then $u \in H^1(\Omega)$ is a solution of (1.16) if and only if it is a solution of the problem
\[
\forall v \in H^1(\Omega), \quad Q^\theta_{a,z}(u, v) = \langle e^{i\theta} \varphi, v \rangle,
\]
where we have set $Q^\theta_{a,z} = e^{i\theta}Q_{a,z} - z^2$. This defines a quadratic form on $H^1(\Omega)$ and for $v \in H^1(\Omega)$ we have
\[
\text{Re} \left( Q^\theta_{a,z}(v, v) \right) = \cos(\theta) \| \nabla v \|_{L^2(\Omega)}^2 + |z| \int_{\Omega} a |v|^2 - \cos(\theta + \arg(z^2)) |z|^2 \| v \|_{L^2(\Omega)}^2
\]
\[
\geq \sin(\arg(z)) \min \{ 1, |z|^2 \} \| v \|_{H^1(\Omega)}^2.
\]
According to the Lax-Milgram Theorem, the problems (2.2) and hence (1.16) have a unique solution $u$. Moreover
\[
\| u \|_{H^1(\Omega)} \leq \frac{\| \varphi \|_{H^1(\Omega)^\prime}}{\sin(\arg(z)) \min \{ 1, |z|^2 \}},
\]
and the conclusion follows. \hfill \Box

**Remark 2.2.** For $z \in \mathbb{C}_+$ the operator $\tilde{R}_a(z) \in \mathcal{L}(H^1(\Omega)^\prime, H^1(\Omega))$ is the inverse of $(-\tilde{\Delta} - iz\Theta_a - z^2) \in \mathcal{L}(H^1(\Omega), H^1(\Omega)^\prime)$. Its adjoint $\tilde{R}_a(z)^* \in \mathcal{L}(H^1(\Omega)^*, H^1(\Omega))$ is then the inverse of $(-\tilde{\Delta} + iz\Theta_a - z^2)$. For $\psi \in H^1(\Omega)^\prime$ it gives the solution $v = \tilde{R}_a(z)^*\psi$ of the variational problem
\[
\forall u \in H^1(\Omega), \quad \langle \nabla v, \nabla u \rangle_{L^2(\Omega)} + iz \int_{\Omega} a \overline{v} u - z^2 \langle v, u \rangle_{L^2(\Omega)} = \langle \psi, u \rangle_{H^1(\Omega)^\prime, H^1(\Omega)}.
\]
In particular for $\varphi, \psi \in H^1(\Omega)^\prime$ and $z \in \mathbb{C}_+$ we have
\[
\langle \tilde{R}_a(z)\varphi, \psi \rangle = \langle \varphi, \tilde{R}_a(-\overline{z})\psi \rangle.
\]

The next result concerns the derivatives of $\tilde{R}_a(z)$.
Proposition 2.3. The map \( z \mapsto \hat{R}_a(z) \in \mathcal{L}(H^1(\Omega)', H^1(\Omega)) \) is holomorphic on \( \mathbb{C}_+ \) and its derivative is given by (1.22). More generally, if we set \( \Theta_a^1 = \Theta_a \) and \( \Theta_a^0 = 1d_{L^2(\Omega)} \) then for any \( m \in \mathbb{N} \) the derivative \( \hat{R}_a^{(m)}(z) \) is a linear combination of terms of the form
\[
z^\sigma \hat{R}_a(z) \Theta_a^\sigma \hat{R}_a(z) \Theta_a^{\sigma-1} \hat{R}_a(z),
\]where \( \sigma \in \left\lbrack 0, m \right\rbrack \) (there are \( \sigma + 1 \) factors \( \hat{R}_a(z) \), \( q \in \mathbb{N} \) and \( \nu_1, \ldots, \nu_{\sigma} \in \{0, 1\} \) are such that
\[
m = 2\sigma - q - (\nu_1 + \cdots + \nu_{\sigma}).
\]

Proof. Let \( z \in \mathbb{C}_+ \). For \( \zeta \in \mathbb{C}_+ \) we set \( \hat{T}_z(\zeta) = \hat{R}_a(\zeta) - \hat{R}_a(z) \in \mathcal{L}(H^1(\Omega)', H^1(\Omega)) \). We can check that for \( \varphi \in H^1(\Omega)' \) and \( v \in H^1(\Omega) \) we have
\[
\left\langle \nabla T_z(\zeta) \varphi, \nabla v \right\rangle - izq_a(\hat{T}_z(\zeta) \varphi, v) - z^2 \left\langle T_z(\zeta) \varphi, v \right\rangle = i(\zeta - z) \left\langle \Theta_a \hat{R}_a(\zeta) \varphi, v \right\rangle_{H^1(\Omega)'} + (\zeta^2 - z^2) \left\langle \hat{R}_a(\zeta) \varphi, v \right\rangle_{H^1(\Omega)}.
\]
Therefore in \( \mathcal{L}(H^1(\Omega)', H^1(\Omega)) \) we have
\[
\| T_z(\zeta) \| = \left\| \hat{R}_a(z) \left( i(\zeta - z) \Theta_a \hat{R}_a(\zeta) + (\zeta^2 - z^2) \hat{R}_a(\zeta) \right) \right\| \xrightarrow{\zeta \to z} 0,
\]
and then
\[
\left\| T_z(\zeta) \right\|_{\zeta - z} \hat{R}_a(z)(i\Theta_a + 2z) \hat{R}_a(z) \xrightarrow{\zeta \to z} 0.
\]
This proves (1.22). The general case follows by induction on \( m \). \( \square \)

In the following proposition we explicit the link between the variational problem (1.16) and the operator \( H_\alpha \) defined by (1.18)-(1.19). We first need a lemma about the traces on \( \partial \Omega \).

Lemma 2.4. Let \( \varepsilon > 0 \). Then there exists \( C > 0 \) such that for all \( u \in C_0^\infty(\Omega) \) we have
\[
\| u \|_{L^2(\partial \Omega)} \leq \varepsilon \| u \|_{H^1(\Omega)} + C\varepsilon \| u \|_{L^2(\Omega)}.
\]

This estimate easily follows from the standard trace and interpolation theorems on a bounded domain (see for instance Theorems 1.5.1.2 and 1.4.3.3 in [Gri85]). The case of a wave guide easily follows:

Proof. Let \( s \in ]1/2, 1[ \). By the trace theorem on the smooth bounded subset \( \omega \) of \( \mathbb{R}^d \) there exists \( C > 0 \) such that for all \( x \in \mathbb{R}^d \) we have
\[
\int_{\partial \omega} |u(x, \cdot)|^2 \leq C \| u(x, \cdot) \|_{H^s(\omega)}^2.
\]
Then by interpolation there exists \( C_\varepsilon \) such that
\[
\int_{\partial \omega} |u(x, \cdot)|^2 \leq \varepsilon \| u(x, \cdot) \|_{H^1(\omega)}^2 + C_\varepsilon \| u(c, \cdot) \|_{L^2(\omega)}^2.
\]
The result follows after integration over \( x \in \mathbb{R}^d \). \( \square \)

Proposition 2.5. For \( z \in \mathbb{C}_+ \) the operator \( (H_{az} - z^2) \) has a bounded inverse which we denote by
\[
R_a(z) = (H_{az} - z^2)^{-1} \in L^2(\Omega).
\]
Then for any \( f \in L^2(\Omega) \) we have
\[
\hat{R}_a(z)f = R_a(z)f.
\]
More generally, for \( z \in \mathbb{C}_+ \), \( f \in L^2(\Omega) \), \( g \in H^1(\Omega) \) then \( u = \hat{R}_a(z)(f + \Theta_a g) \) is the unique solution in \( H^2(\Omega) \) for the problem
\[
\begin{cases}
(-\Delta - z^2)u = f, & \text{on } \Omega, \\
\partial_\nu u = iazu + ag, & \text{on } \partial \Omega.
\end{cases}
\]

Proof. We first prove that for \( \alpha \in \mathbb{C}_+ \) the operator \( H_\alpha \) is maximal accretive. For this we follow the same ideas as in the proof of Proposition 2.3 in [Roy15]. By Lemma 2.4 and Theorem VI.3.4 in [Kat80] the form \( Q_\alpha \) is sectorial and closed. By the representation theorem (Theorem VI.2.1 in [Kat80]), there exists a unique maximal accretive operator \( \hat{H}_\alpha \) such that \( D(\hat{H}_\alpha) \subset H^1(\Omega) \) and
\[
\forall u \in D(\hat{H}_\alpha), \forall v \in H^1(\Omega), \quad \langle \hat{H}_\alpha u, v \rangle = Q_\alpha(u, v).
\]
Moreover
\[ D(\hat{H}_α) = \{ u ∈ H^1(Ω) : ∃ f ∈ L^2(Ω), ∀ v ∈ H^1(Ω), Q_α(u,v) = ⟨f, v⟩ \}, \]
and for \( u ∈ D(\hat{H}_α) \) the corresponding \( f \) is unique and given by \( f = \hat{H}_α u \). It is easy to check that the operator \( H_α \) is accretive and that for all \( u ∈ D(H_α) \) and \( v ∈ H^1(Ω) \) we have \( ⟨H_α u, v⟩ = Q_α(u,v) \). Thus \( D(H_α) ⊂ D(H_α) \) and \( H_α = \hat{H}_α \) on \( D(H_α) \). Now let \( u ∈ D(\hat{H}_α) \). There exists \( f ∈ L^2(Ω) \) such that for all \( v ∈ H^1(Ω) \) we have
\[ \int_Ω \nabla u ∙ \nabla v - i \int_{Ω} αwv = \int_Ω f v, \]
As in the proof of Proposition 2.3 in [Roy15], we can check that \( u ∈ H^2(Ω) \) and \( \hat{c}_α u = iαu \) on \( D(H_α) \). We omit the details. This proves that \( D(\hat{H}_α) ⊂ D(H_α) \). Thus \( H_α = \hat{H}_α \) is maximal dissipative.

• If moreover \( Re(α) > 0 \) then \( H_α \) is also dissipative and hence maximal dissipative. Let \( z ∈ C_+ \). If \( Re(z) > 0 \) then \( H_α \) is maximal dissipative and \( Im(z^2) > 0 \), so the resolvent \( R_α(z) \) is well defined. This is also the case if \( Re(z) < 0 \), since then \( H_α \) is maximal dissipative and \( Im(z^2) < 0 \). And finally \( H_α \) is non-negative and \( z^2 > 0 \) when \( Re(z) = 0 \), so \( R_α(z) \) is well defined for any \( z ∈ C_+ \). Then it is clear that for \( f ∈ L^2 \) then \( R_α(z)f \) satisfies (1.16) where \( ⟨Φ, v⟩ \) is replaced by \( \int f v \), so that \( R_α(z)f = \hat{R}_α(z)f \).

• Now let \( z, f, g \) and \( u \) as in the last statement. Then for all \( v ∈ H^1(Ω) \) we have
\[ \int_Ω \nabla u ∙ \nabla v - i \int_{Ω} αwv - z^2 \int_Ω uv = \int_Ω f v + \int_{Ω} agv. \]
Again, we follow the proof of Proposition 2.3 in [Roy15] to prove that \( u \) belongs to \( H^2(Ω) \). The only difference is that we have to take into account the term \( -z^2 (u, v) \). For the boundary condition we have to replace \( [Roy15, (2.1)] \) by \( \hat{c}_α u = iαz u + ag \) (notice that the restriction of \( g \) on \( \partial Ω \) belongs to \( H^{1/2}(∂Ω) \)). This concludes the proof.

2.2. General properties of the wave operator. Now we turn to the properties of the wave operator \( A \) defined by (1.3)-(1.4). We have to prove that it is a maximal dissipative operator on \( Ω \) (to ensure that the problem (1.5) is well-posed) and to express its resolvent in terms of \( \hat{R}_α(z) \).

**Proposition 2.6.** The operator \( A \) is maximal dissipative on \( Ω \). Moreover for \( z ∈ C_+ \) and \( F ∈ H ⊂ Ω \) we have in \( H \)
\[ (A - z)^{-1} F = \begin{pmatrix} \hat{R}_α(z)(iθ_α + z) & \hat{R}_α(z) \\ 1 + \hat{R}_α(z)(iθ_α + z^2) & \hat{R}_α(z) \end{pmatrix} F. \]

**Proof.** • For \( U = (u,v) ∈ D(A) \) we have
\[ ⟨AU, U⟩_Ω = ⟨\nabla v, \nabla u⟩_{L^2(Ω)} - i \int_{Ω} a |v|^2. \]
In particular \( Im ⟨AU, U⟩_Ω ≤ 0 \), so \( A \) is dissipative on \( Ω \).

• Let \( z ∈ C_+ \). We first check that \( Ran(A - z) \) is closed in \( Ω \). Let \( (f_m)_{m ∈ N} \) be a sequence in \( Ran(A - z) \) which converges to some \( F ∈ Ω \). For all \( m ∈ N \) we consider \( U_m ∈ D(A) \) such that \( (A - z)U_m = F_m \). Then for all \( m, n ∈ N \) we have on the one hand
\[ |(A - z)(U_m - U_n)|^2 ≥ |A(U_m - U_n)|^2 + |z|^2 |U_m - U_n|^2 - 2 Re(z) ⟨A(U_m - U_n), U_m - U_n⟩ \]
\[ ≥ n \left( |A(U_m - U_n)|^2 + |z|^2 |U_m - U_n|^2 \right), \]
where
\[ n = 1 - \frac{|Re(z)|}{|z|} > 0. \]
And on the other hand:
\[ |(A - z)(U_m - U_n)|^2 = |F_m - F_n|^2 \xrightarrow{n,m → +∞} 0. \]
This proves that \( (U_n)_{n ∈ N} \) is a Cauchy sequence in \( D(A) \), which is complete (as can be seen by routine argument). So this sequence converges in \( D(A) \) to some \( U \), which means that \( (A - z)U_m → (A - z)U \). Since we already know that \( (A - z)U_m = F_m → F \), we have \( F = (A - z)U ∈ Ran(A - z) \), and hence \( Ran(A - z) \) is closed. Moreover \( (A - z) \) is one-to-one according to (2.10).
• Now we prove that Ran\((A - z)\) is dense in \(\mathcal{E}\). Let \(F = (\tilde{f}, \tilde{g}) \in \mathcal{H}\) and define \(U = (u, v)\) as the right-hand side of (2.9). By Proposition 2.5 we have \(u \in H^2(\Omega)\) and \(v \in H^1(\Omega)\). Moreover, by the boundary condition in (2.7) and the fact that \(\hat{R}_a(z)\tilde{g} = \hat{R}_a(z)\tilde{g} \in \mathcal{D}(H_{az})\) we have on \(\partial \Omega\):
\[
\hat{c}_\alpha u = i\alpha z(\hat{R}_a(z)(i\Theta_\alpha + z)\tilde{f} + \hat{R}_a(z)\tilde{g}) + i\alpha \tilde{f} = iav.
\]
This proves that \(U \in \mathcal{D}(A)\). Then it is not difficult to check that \((A - z)U = F\), which implies that \(F \in \text{Ran}(A - z)\). Since \(\mathcal{H}\) is dense in \(\mathcal{E}\), this proves that \((A - z)\) has a bounded inverse in \(\mathcal{L}(\mathcal{E})\). And since we have already checked (2.9), the proof is complete. \(\square\)

As already mentioned, Proposition 2.6 implies in particular that \(-iA\) generates a contractions semigroup. Thus for \(U_0 \in \mathcal{D}(A)\) the problem (1.5) has a unique solution \(U : t \mapsto e^{-itA}U_0\) in \(C^0(\mathbb{R}_+, \mathcal{D}(A)) \cap C^1(\mathbb{R}_+, \mathcal{E})\).

2.3. General properties on the section \(\omega\). In this paragraph we describe in particular the transverse operator \(T_\alpha\). It is not selfadjoint, but the discreteness of its spectrum will be crucial to localize spectrally with respect to \(H_\alpha \approx \Lambda \otimes T_\alpha\).

**Proposition 2.7.** Let \(\alpha \in \mathbb{C}\). The spectrum of \(T_\alpha\) is given by a sequence \((\lambda_m(\alpha))_{m \in \mathbb{N}}\) of eigenvalues with finite multiplicities. Moreover there exist \(\gamma > 0\) and \(\theta \in \left[0, \frac{\pi}{2}\right]\) such that all these eigenvalues belong to the sector
\[
\{ \lambda \in \mathbb{C} : |\arg(\lambda + \gamma)| \leq \theta \}.
\]
In particular \(\text{Re}(\lambda_m(\alpha)) \to +\infty\). If moreover \(\text{Im}(\alpha) \geq 0\) then we can take \(\gamma = 0\) (the eigenvalues have non-negative real parts).

**Proof.** Since \(\omega\) is bounded the operator \(T_\alpha\) has a compact resolvent. Therefore its spectrum is given by a discrete set of eigenvalues with finite multiplicities. Since the operator \(T_\alpha\) is maximal sectorial (this is proved exactly as for \(H_\alpha\)), the spectrum of \(T_\alpha\) is included in a sector of the form (2.11). If moreover \(\text{Im}(\alpha) \geq 0\) then it is easy to see that \(T_\alpha\) is accretive, so that we can take \(\gamma = 0\). \(\square\)

As on \(\Omega\) we can work in the sense of forms. The operator \(T_\alpha\) corresponds to the quadratic form defined as \(Q_\alpha\) in (2.1) but on \(\omega\) instead of \(\Omega\). We still denote by \(\Theta_\alpha\) the operator defined as in (1.20) but on \(\mathcal{L}(H^1(\omega), H^1(\omega)')\). Then we set
\[
\tilde{T}_\alpha = -\Delta_\omega - i\Theta_\alpha \in \mathcal{L}(H^1(\omega), H^1(\omega)').
\]
At least if \(\text{Re}(\zeta) < -\gamma\) the operator \((\tilde{T}_\alpha - \zeta) \in \mathcal{L}(H^1(\omega), H^1(\omega)')\) has an inverse \((\tilde{T}_\alpha - \zeta)^{-1} \in \mathcal{L}(H^1(\omega)', H^1(\omega))\). For \(\varphi \in H^1(\omega)\) then \(u = (\tilde{T}_\alpha - \zeta)^{-1}\varphi\) is the unique solution of
\[
\forall v \in H^1(\omega), \quad \langle \nabla u, \nabla v \rangle_{L^2(\omega)} - i \int_{\partial \omega} \alpha u \overline{\nabla} - \zeta \langle u, v \rangle_{L^2(\omega)} = \langle \varphi, v \rangle_{H^1(\omega)', H^1(\omega)}.
\]
And for \(\varphi \in L^2(\omega)\) we have
\[
(\tilde{T}_\alpha - \zeta)^{-1}\varphi = (\tilde{T}_\alpha - \zeta)^{-1}\varphi.
\]
In the following proposition we denote by \(\sigma(\cdot)\) the spectrum of an operator and write \(H^0(\omega)\) for \(L^2(\omega)\).

**Lemma 2.8.** Let \(\alpha \in \mathbb{C}\) and \(\zeta \in \mathbb{C}\setminus \sigma(T_\alpha)\). Then the inverse \((\tilde{T}_\alpha - \zeta)^{-1}\) of \((\tilde{T}_\alpha - \zeta)\) is well defined in \(\mathcal{L}(H^1(\omega)', H^1(\omega))\). Moreover there exists \(C \geq 0\) such that for \(\text{Re}(\zeta) \leq -C\) and \(\beta_1, \beta_2 \in [0, 1]\) we have
\[
\| (\tilde{T}_\alpha - \zeta)^{-1} \|_{\mathcal{L}(H^{\beta_1}(\omega)', H^{\beta_2}(\omega))} \leq C \|\text{Re}(\zeta)\|^{\frac{\beta_1 + \beta_2}{2}}.
\]
**Proof.** Let \(\varphi \in L^2(\omega)\) and \(u = (\tilde{T}_\alpha - \zeta)^{-1}\varphi\). We know that \(\tilde{T}\) is not an eigenvalue of \(T^*_\alpha\), so the resolvent \((T^*_\alpha - \tilde{T})^{-1}\) exists and belongs in particular to \(\mathcal{L}(L^2(\omega), H^1(\omega))\). By duality we obtain that \((T_\alpha - \zeta)^{-1}\) extends to a bounded operator from \(H^1(\omega)'\) to \(L^2(\omega)\), and hence
\[
\| u \|_{L^2(\omega)} \lesssim \| \varphi \|_{H^1(\omega)'}.
\]
Let \(\beta_1 \in \{0, 1\}\) and \(s \in \left[\frac{1}{2}, 1\right]\). We can write (2.13) with \(v = u\). By the trace and interpolation theorems (see the proof of Lemma 2.4) there exists \(C \geq 0\) (which does not depend on \(\varphi\) or \(\zeta\) but...
depends on $\alpha$ such that
\[ \|\nabla u\|_{L^2(\omega)}^2 \leq |\alpha| \|u\|_{L^2(\omega)}^2 + |\zeta| \|u\|_{L^2(\omega)}^2 + \|u\|_{H^{11}(\omega)} \|\varphi\|_{H^{11}(\omega)}', \]
and hence
\[ \|u\|_{H^{11}(\omega)}^2 \leq \frac{1}{2} \|u\|_{H^{11}(\omega)}^2 + (C + |\zeta|) \|u\|_{L^2(\omega)}^2 + \|u\|_{H^{11}(\omega)} \|\varphi\|_{H^{11}(\omega)}'. \]

Applied with $\beta_1 = 1$, this proves that $(T_\alpha - \zeta)^{-1}$ extends to a bounded operator in $L(H^{11}(\omega)', H^{11}(\omega))$. Then we can check that this defines an inverse for $(T_\alpha - \zeta)$, which proves the first statement.

When $\beta_1 = \beta_2 = 0$ the estimate of the lemma follows from the standard resolvent estimate applied to the maximal accretive operator $T_\alpha + \gamma$. From the above inequality applied with $\beta_1 = 0$ we deduce the estimate in $L(L^2(\omega), H^{11}(\omega))$. The estimate in $L(H^{11}(\omega)', L^2(\omega))$ follows by duality, and finally we use the above estimate with $\beta_1 = 1$ to deduce the estimate in $L(H^{11}(\omega)', H^{11}(\omega))$. \(\square\)

We finish this section by recording some basic properties of the projection $P_\omega$ defined in (1.9):

**Lemma 2.9.** (i) If $u \in H^{11}(\Omega)$ then $P_\omega u \in H^{11}(\Omega)$. Moreover we have
\[ \nabla_x P_\omega u = P_\omega \nabla_x u \quad \text{and} \quad \nabla_y P_\omega u = 0. \]

(ii) For $u \in H^{11}(\Omega)$ we have in $L^2(\Omega)$
\[ P_\omega \Theta_{a} u = a \Upsilon P_\omega u. \]

**Proof.** Let $u \in H^{11}(\Omega)$. The first statement follows from the theorem of differentiation under the integral sign and the fact that $P_\omega u(x, y)$ does not depend on $y \in \omega$. By duality, $P_\omega$ defines a bounded operator on $H^{11}(\omega)'$. Then for all $v \in H^{11}(\Omega)$ we have
\[ \langle P_\omega \Theta_{a} u, v \rangle_{H^{11}(\omega)', H^{11}(\Omega)} = \langle \Theta_{a} u, P_\omega v \rangle_{H^{11}(\omega)', H^{11}(\Omega)} = a \int_{\mathbb{R}^d} \int_{\partial \omega} u \times \left( \frac{1}{|\omega|} \int_{\omega} \right) \]
\[ = a \Upsilon \int_{\mathbb{R}^d} \int_{\omega} \langle P_\omega u, v \rangle_{L^2(\Omega)} \phi = \langle a \Upsilon P_\omega u, v \rangle_{L^2(\Omega)}. \]

In particular $P_\omega \Theta_{a} u$ belongs to $L^2(\Omega)$. This concludes the proof of the lemma. \(\square\)

3. LOCAL ENERGY DECAY AND COMPARISON WITH THE HEAT EQUATION

In this section we use the resolvent estimates of Theorems 1.4, 1.5, 1.6 and Propositions 1.7, 1.8 to prove Theorems 1.1, 1.2 and 1.3.

As in the Euclidean case, the proofs rely on the propagation at finite speed for the wave equation:

**Lemma 3.1.** Let $\delta \geq 0$ and $T > 0$. Then there exists $C_T \geq 0$ such that for $t \in [0, T]$ and $U_0 \in \delta^\delta$ we have
\[ \|e^{-\delta a} U_0\|_{\delta^\delta} \leq C_T \|U_0\|_{\delta^\delta}. \]

The proof of this lemma is the same as in the Euclidean space (see [Roy]). We recall the idea:

**Proof.** For $\delta \in \mathbb{R}^+$, $r_1, r_2 \in \mathbb{R}$ and $(u, v) \in \delta^\delta$ we set
\[ \| (u, v) \|^2_{\delta((r_1, r_2)} = \int_{r_1 \leq |x| \leq r_2} \int_{y \in \omega} (x)^{2\delta} \left( |\nabla u(x, y)|^2 + |u(x, y)|^2 \right) dy dx. \]

Let $U_0 \in \mathcal{D}(\mathcal{A})$ and let $U$ be the solution of (1.5). For $r_1, r_2$ with $r_1 \leq r_2$, $t \geq 0$ and $s \in [0, t]$ we can check that
\[ \frac{d}{ds} \|U(t - s)\|^2_{\delta^\delta(r_1, r_2)} \geq 0, \]
and hence
\[ \|U(t)\|^2_{\delta^\delta(r_1, r_2)} \leq \|U_0\|^2_{\delta^\delta(r_1, r_2 + t)}. \]
Then if \( U_0 \in D(A) \cap \mathcal{E}^\delta \), we have for \( t \in [0, T] \)
\[
\| e^{-itA}U_0 \|_{\mathcal{E}^\delta}^2 \leq \langle T \rangle^{2\delta} \| e^{-itA}U_0 \|_{\mathcal{E}^0(0,T)}^2 + \sum_{n \in \mathbb{N}} (n + T + 1)^{2\delta} \| e^{-itA}U_0 \|_{\mathcal{E}^0(T+n,T+n+1)}^2
\]
\[
\leq \langle T \rangle^{2\delta} \| U_0 \|_{\mathcal{E}^\delta}^2 + \sum_{n \in \mathbb{N}} (n + T + 1)^{2\delta} \| U_0 \|_{\mathcal{E}^0(n,2T+n+1)}^2
\]
\[
\leq \| U_0 \|_{\mathcal{E}^\delta}^2.
\]
We conclude the proof by density of \( D(A) \cap \mathcal{E}^\delta \) in \( \mathcal{E}^\delta \). \( \square \)

Let \( U_0 \in D(A) \). We assume that the two components of \( U_0 \) are compactly supported (we give the proofs for such initial conditions, and the results of Theorems 1.1 and 1.2 will follow by density). We denote by \( U(t) \) the solution of (1.5). Let \( \theta \in C^\infty(\mathbb{R}, [0,1]) \) be equal to 0 on \( ]-\infty, 1[ \) and equal to 1 on \([2, +\infty[ \). For \( \mu > 0 \) and \( t \in \mathbb{R} \) we set
\[
U_{0,\mu}(t) = 1_{\mathbb{R}_+}(t)e^{-it\mu}U(t) \quad \text{and} \quad U_{1,\mu}(t) = \theta(t)e^{-it\mu}U(t).
\]

Let \( \tau \in \mathbb{R} \) and \( z = \tau + i\mu \). We multiply (1.5) by \( e^{itz}1_{\mathbb{R}_+}(t) \) (or \( e^{itz}\theta(t) \), respectively) and take the integral over \( \tau \in \mathbb{R} \). After a partial integration we get for \( j \in \{0, 1\} \)
\[
W_j(z) := \int_{\mathbb{R}} e^{itz}U_{j,\mu}(t)dt = -i(A - z)^{-1}V_j(z), \quad (3.1)
\]
where
\[
V_0(z) = U_0 \quad \text{and} \quad V_1(z) = \int_1^2 \theta'(t)e^{itz}U(t)dt.
\]

Notice that \( U_{0,\mu}(t) \) and \( U_{1,\mu}(t) \) coincide for \( t \geq 2 \). The interest of \( U_{0,\mu}(t) \) is that the source term \( V_0(z) \) is exactly given by the initial data \( U_0(t) \). This is necessary to obtain the nice expression of \( u_{\text{heat}} \) in Theorem 1.3. However we use a sharp cut-off in the definition, and the lack of smoothness implies a lack of decay for its Fourier transform. Therefore we will only obtain estimates with a loss of derivative. To obtain uniform estimates as required in Theorem 1.1 we shall rather use \( U_{1,\mu}(t) \), defined with a smooth cut-off in time. The difference will appear clearly in Proposition 3.2.

Let \( \theta_0 \in C_0^\infty(\mathbb{R}, [0,1]) \) be supported in \([-3,3]\) and equal to 1 on a neighborhood of \([-2,2] \), and \( \theta_\infty = 1 - \theta_0 \). For \( R \geq 1 \) and \( \tau \in \mathbb{R} \) we set \( \theta_{0,R}(\tau) = \theta_0(\tau/R) \).

Let \( \mu > 0 \). The map \( t \mapsto U_{j,\mu}(t) \) belongs to \( L^2(\mathbb{R}, \mathcal{E}) \) for any \( j \in \{0, 1\} \). Since \( \tau \mapsto V_1(\tau + i\mu) \) decays at least like \( |\tau|^{-1} \) and \( (A - (\tau + i\mu))^{-1} \) is uniformly bounded in \( L(\mathcal{E}) \) (its norm is not greater than \( 1/\mu \)), this is also the case for the map \( \tau \mapsto W_1(\tau + i\mu) \). For \( W_0 \) we can write for \( z \in \mathbb{C}_+ \)
\[
(A - z)^{-1}U_0 = \frac{1}{z - i}((A - z)^{-1}(A - i) - 1)U_0. \quad (3.2)
\]
This proves that the map \( \tau \mapsto W_0(\tau + i\mu) \) also belongs to \( L^2(\mathbb{R}, \mathcal{E}) \). Thus we can inverse the relations (3.1): if for \( j \in \{0, 1\} \) and \( R \geq 1 \) we set
\[
U_{j,\mu,R}(t) = \frac{1}{2\pi} \int_{\mathbb{R}} \theta_{0,R}(\tau)e^{-it\tau}W_j(\tau + i\mu)d\tau,
\]
then we have
\[
\| U_{j,\mu} - U_{j,\mu,R} \|_{L^2(\mathbb{R}, \mathcal{E})} \xrightarrow{R \to +\infty} 0. \quad (3.3)
\]
The same applies in \( L^2(\mathbb{R}, \mathcal{E}^{\delta}) \) for any \( \delta \geq 0 \). Moreover these functions are continuous, so if we can prove that for some function \( \rho \) and some \( \delta \geq 0 \) we have \( \| U_{j,\mu,R}(t) \|_{\mathcal{E}^{\delta}} \leq \rho(t) \) uniformly in \( R \geq 1 \) and \( \mu > 0 \), this will imply that \( U_j(t) \) satisfies the same estimate for all \( t > 0 \).

We deal separately with the contributions of low and high-frequencies. For \( j \in \{0, 1\} \), \( t \geq 0 \) and \( R \geq 1 \) we write \( U_{j,\mu,R}(t) \) as the sum of
\[
U_{j,\mu,\infty,R}(t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-it\tau}\theta_{0,R}(\tau)\theta_\infty(\tau)W_j(\tau + i\mu)d\tau
\]
and
\[
U_{j,\mu,0}(t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-it\tau}\theta_0(\tau)W_j(\tau + i\mu)d\tau.
\]
Proposition 3.2 (Contribution of high frequencies). Let \( \gamma \geq 0 \) and \( \delta > \gamma \). Then there exists \( C \geq 0 \) which does not depend on \( U_0 \) or \( \mu > 0 \) and such that for \( j \in \{0, 1\} \), \( t \geq 0 \) and \( R \geq 1 \) we have

\[
\| (1 - \mathcal{X}_1) U_{j, \mu}(t) \|_{\mathcal{E}^{\delta-\delta}} \leq C \langle t \rangle^{-\gamma} \| (A - i)^{1-j} U_0 \|_{\mathcal{E}^\delta}.
\]

and

\[
\| X_1 U_{j, \mu, x, R}(t) \|_{\mathcal{E}^\delta} \leq C \langle t \rangle^{-\gamma} \| (A - i)^{1-j} U_0 \|_{\mathcal{E}^\delta}.
\]

If moreover \( \gamma \geq \frac{1}{2} \) and \( \delta > \gamma + 1 \) then the same estimates hold with \( \mathcal{E}^\delta \) replaced by \( \mathcal{H} \) everywhere.

We recall that \( \mathcal{X}_1 \) was defined in (1.7). Notice that the first statement applied with \( j = 1 \) gives Theorem 1.2.

Proof. Let \( m \in \mathbb{N} \) and \( \delta > m + \frac{1}{2} \). With partial integrations we see that \( (it)^m (1 - \mathcal{X}_1) U_{j, \mu, R}(t) \) is a linear combination of terms of the form

\[
U_{j, \mu, R}^{m_0, m_1, m_2}(t) := \int_{\tau \in \mathbb{R}} e^{-i \tau \theta_{0, R}^{m_0}(\mu)} (1 - \mathcal{X}_1)(A - (\tau + i \mu))^{-1 - m_1} V_j^{m_2}(\tau + i \mu) \, d\tau,
\]

where \( m_0, m_1, m_2 \in \mathbb{N} \) are such that \( m_0 + m_1 + m_2 = m \). By the Plancherel Theorem, Theorem 1.4, Theorem 1.5, Proposition 1.8 and Lemma 3.1 we obtain for \( j = 1 \):

\[
\int_{\mathbb{R}} \left\| U_{j, \mu, R}^{m_0, m_1, m_2}(t) \right\|_{\mathcal{E}^{\delta-\delta}}^2 \, dt \lesssim \int_{\mathbb{R}} \left\| (1 - \mathcal{X}_1)(A - (\tau + i \mu))^{-1 - m_1} V_j^{m_2}(\tau + i \mu) \right\|_{\mathcal{E}^{\delta-\delta}}^2 \, d\tau.
\]

For \( j = 0 \) we use (3.2). This costs a derivative but improves the decay of \( W_0 \), so that we similarly obtain

\[
\int_{\mathbb{R}} \left\| U_{0, \mu, R}^{m_0, m_1, m_2}(t) \right\|_{\mathcal{E}^{\delta-\delta}}^2 \leq \left\| (A - i) U_0 \right\|_{\mathcal{E}^\delta}^2.
\]

The end of the proof follows the usual strategy. There exists \( C \geq 0 \) (which does not depend on \( U_0 \), \( \mu > 0 \) or \( R \geq 1 \)) and \( t_0 \in [0, 1] \) (which depends on \( U_0 \)) such that

\[
\left\| U_{j, \mu, R}^{m_0, m_1, m_2}(t_0) \right\|_{\mathcal{E}^{\delta-\delta}} \leq C \left\| (A - i)^{1-j} U_0 \right\|_{\mathcal{E}^\delta}.
\]

Then we check that for \( t \geq 1 \) and \( s \in [t_0, t] \) we have

\[
\frac{\partial}{\partial s} \left( e^{-i(t-s)A} U_{j, \mu, R}^{m_0, m_1, m_2}(s) \right) = -\mu e^{-i(t-s)A} U_{j, \mu, R}^{m_0, m_1, m_2}(s) + i e^{-i(t-s)A} (A - (\tau + i \mu)) U_{j, \mu, R}^{m_0, m_1, m_2}(s).
\]

As above we can check that

\[
\int_{0}^{t} \left\| \frac{\partial}{\partial s} \left( e^{-i(t-s)A} U_{j, \mu, R}^{m_0, m_1, m_2}(s) \right) \right\|_{\mathcal{E}^{\delta-\delta}}^2 \, ds \lesssim \left\| (A - i)^{1-j} U_0 \right\|_{\mathcal{E}^\delta}^2.
\]

Since for \( t \geq 1 \) we have

\[
U_{j, \mu, R}^{m_0, m_1, m_2}(t) = e^{-i(t-t_0)A} U_{j, \mu, R}^{m_0, m_1, m_2}(t_0) + \int_{t_0}^{t} \frac{\partial}{\partial s} \left( e^{-i(t-s)A} U_{j, \mu, R}^{m_0, m_1, m_2}(s) \right) \, ds,
\]

we obtain

\[
\left\| U_{j, \mu, R}^{m_0, m_1, m_2}(t) \right\|_{\mathcal{E}^{\delta-\delta}} \lesssim (t)^{\frac{3}{2}} \left\| (A - i)^{1-j} U_0 \right\|_{\mathcal{E}^\delta}.
\]

This proves that for \( m \in \mathbb{N}, \delta > m + \frac{1}{2} \) and \( R \geq 1 \) we have

\[
\left\| (1 - \mathcal{X}_1) U_{j, \mu, R}(t) \right\|_{\mathcal{E}^{\delta-\delta}} \lesssim (t)^{\frac{3}{2} - m} \left\| (A - i)^{1-j} U_0 \right\|_{\mathcal{E}^\delta}.
\]  \hspace{1cm} (3.4)

Taking the limit \( R \to \infty \) gives the first estimate when \( \gamma \in \mathbb{N} + \frac{1}{2} \) and \( \delta > \gamma + 1 \). The case \( \gamma \geq \frac{1}{2} \) follows by interpolation. Up to now, everything holds with \( \mathcal{E}^\delta \) replaced by \( \mathcal{H} \), so we have proved the last statement of the proposition for \( (1 - \mathcal{X}_1) U_{j, \mu} \). In the (weighted) energy space(s), we obtain the estimate with \( \gamma \geq 0 \) and \( \delta > 0 \) by interpolation between (3.4) (applied with \( m \) large and \( \delta_m \in [m + \frac{1}{2}, m + [1]) \) and the trivial bound \( \| U_{j, \mu}(t) \|_{\mathcal{E}^\delta} \ll \| U_0 \|_{\mathcal{E}^\delta} \). The estimates on \( U_{j, \mu, x, R} \) are proved similarly, except that with the cut-off \( \theta_{0, R} \) we do not have to worry about low frequencies. Moreover we do not use any weight (see the second statement of Theorem 1.5) so we have polynomial decay at any order.

After Proposition 3.2, it remains to estimate \( \mathcal{X}_1 U_{j, \mu, 0}(t) \). In fact we estimate \( U_{j, \mu, 0}(t) \). For this we estimates separately the contributions of the different terms in the development of \( \mathcal{R}_a(z) \) given by Theorem 1.6. Using Proposition 1.7, we first estimate the terms involving the heat resolvent.
Proposition 3.3. Let $j,k \in \mathbb{N}$, $\beta_x \in \mathbb{N}^d$ with $|\beta_x| \leq 1$ and $\delta > \frac{d}{2} + j$. Then there exists $C > 0$ such that for $\mu > 0$ and $t > 0$ we have

$$\left\| \int_{\mathbb{R}} e^{-i\tau \theta_0(\tau)} z^{j+k} \langle x \rangle^{-\delta} \partial^{\beta_x} (\Lambda - iaYz)^{-1-j} \langle x \rangle^{-\delta} \, d\tau \right\|_{L(L^2(\Omega))} \leq Ct^{-\frac{d}{2} - |\beta_x|},$$

where $z$ stands for $\tau + i\mu$.

Remark 3.4. There exists a constant $\tilde{C}$ which does not depend on $a$ and $Y$ such that the constant $C$ of the Proposition is of the form $C = \tilde{C}(aY)^{\frac{d}{2} + k - 1 + |\beta_x|}$. This confirms the observation that the decay is slow when the absorption is strong.

Proof of Proposition 3.3. Let $\mu > 0$. For $t > 0$ we denote by $I_\mu(t) \in L(L^2(\mathbb{R}^d))$ the integral which appears in the statement of the proposition. For $z \in \mathbb{C} \setminus (-i\mathbb{R}_+)$ we set

$$F(z) = \theta_0(\text{Re}(z)) z^{j+k} \langle x \rangle^{-\delta} \partial^{\beta_x} (\Lambda - iaYz)^{-1-j} \langle x \rangle^{-\delta}.$$

This defines a function on $\mathbb{C} \setminus (-i\mathbb{R}_+)$ which vanishes outside $([-3,3][+i\mathbb{R}) \setminus (-i\mathbb{R}_+)$. Moreover $F$ is holomorphic on $([-2,2][+i\mathbb{R}) \setminus (-i\mathbb{R}_+)$, so for $\varepsilon \in ]0,1[$ we have

$$e^{it\mu}(t) = \int_{\Gamma_{\mu,\varepsilon}} e^{-i\varepsilon} F(z) \, dz,$$

where $\Gamma_{\mu,\varepsilon}$ is the contour described by Figure 1. In particular, for $|\text{Re}(z)| > \varepsilon$ the curve is parametrized by a function $\zeta : s \mapsto s + i\phi(s)$, where $\phi \in C^\infty(\mathbb{R})$ is equal to -1 on $[-1,1]$ and equal to $\mu$ on $\mathbb{R} \setminus [-2,2]$. For $l \in \mathbb{N}$ we have

$$(it)^l \int_{s=1}^l e^{-i\zeta(s)} F(\zeta(s)) \zeta'(s) \, ds = \sum_{q=1}^l (it)^l e^{-i\zeta(1)} \left( \frac{1}{\zeta'(s)} \frac{d}{ds} \right)^{q-1} F(\zeta(s)) \bigg|_{s=1}^{s=l} + \int_{s=1}^l e^{-i\zeta(s)} \frac{d}{ds} \left( \frac{1}{\zeta'(s)} \frac{d}{ds} \right)^{l-1} F(\zeta(s)) \, ds.$$

Since $\zeta(1) = 1 - i$, the sum decays exponentially in time. The integral on the right is bounded uniformly in $\mu > 0$, so we obtain polynomial decay at any order and uniformly in $\mu > 0$ for the integral of the left-hand side. We estimate similarly the contribution of $s \in [-3,-1]$. On the other hand we have

$$\left\| \int_{|s|=\varepsilon} e^{-i\zeta(s)} F(\zeta(s)) \zeta'(s) \, ds \right\| = O(e^{-t}),$$

uniformly in $\mu > 0$ (in fact this part does not depend on $\mu$) and $\varepsilon \in ]0,1[$ (we can use Proposition 1.7). It remains to consider the part of $\Gamma_{\mu,\gamma,\varepsilon}$ in $\{\text{Re}(z) \leq \varepsilon\}$. By the second statement in Proposition 1.7, $F(z)$ is of size $o(|z|^{-1})$ in a neighborhood of 0 in $\mathbb{C} \setminus (-i\mathbb{R}_+)$. By Remark 3.4 it follows that $e^{-i\varepsilon \sigma} \int_{s=0}^1 e^{-i\zeta(\sigma)} F(\varepsilon - i\sigma) - F(-\varepsilon - i\sigma) \, d\sigma \in L(L^2(\mathbb{R}^d))$.

By Proposition 1.7 we have

$$\lim_{\varepsilon \to 0} \|F(\varepsilon - i\sigma) - F(-\varepsilon - i\sigma)\|_{L(L^2(\mathbb{R}^d))} \leq (aY\sigma)^{\frac{d}{2} + k - 1 + |\beta_x|},$$

so the conclusion follows after integration. \qed
3.3, these contributions satisfy the properties of the functions any order. It remains the first terms in the development given by Theorem 1.6. By Proposition in the lower left coefficient of (1.21) is holomorphic so its contribution also decays polynomially at $R$. We can consider as a rest. We have to estimate is as strong as we wish, the contribution of high frequencies decays polynomially at any order and there exists $C$ for low frequencies is also a rest. Moreover, for the time derivative, the term $I_d$ which appears in the statement of the proposition. After partial integrations as in the proof of Proposition 3.2 we obtain

$$e^{it\mu}I_{\mu}(t) = \int_{\mathbb{R}} e^{-itz} f_{\nu}(z) \, d\tau$$

where

$$f_{\nu}(z) = \frac{d^\nu}{d\tau^\nu} \left( \theta_0(\tau) z^{\beta_1} \langle x \rangle^{-\delta} \partial^{\beta_2} \tilde{R}_{a,M}(z) \langle x \rangle^{-\delta} \right).$$

As usual, $z$ stands for $\tau + iy$. By Theorem 1.6 applied with $s = \frac{d-\mu}{2}$ we have

$$\|f_{\nu}(\tau)\|_{L^2(\mathbb{R}^d)} \lesssim |\tau|^{-\theta - \frac{\epsilon}{2}}$$

and

$$\|f_{\nu}'(\tau)\|_{L^2(\mathbb{R}^d)} \lesssim |\tau|^{-1 - \theta - \frac{\epsilon}{2}}.$$
By Lemma 2.9 we have \( P_\omega \Theta_\alpha = aY P_\omega \), so the first term of (3.5) is the solution of (1.12), as given in (1.13). This concludes the proof of the theorem.

In Theorem 1.3 we do not worry about the weight which defines the local energy, and we consider the solution \( u \) itself and not only its derivatives. This is not the case in Theorem 1.1 where we prove an estimate in the energy space and with a sharp weight. In [Roy] we proved a result in the spirit of the Hardy inequality, which we now generalize for our wave guide.

**Lemma 3.7.** Let \( \delta > \frac{1}{4} \) and \( \sigma < \delta - 1 \). Then there exists \( C > 0 \) such that for \( u \in C^\infty_0(\overline{\Omega}) \) we have

\[
\| \langle x \rangle^\sigma u \|_{L^2(\Omega)} \leq C \| \langle x \rangle^\delta \nabla u \|_{L^2(\Omega)}.
\]

The interest of this result is that the norm on the right is controlled by the weighted energy. This has a cost in terms of the weight, but we will use this result for the contributions of terms which have a better weight than needed.

**Proof.** We first observe that Lemma 4.1 in [Roy] was proved for \( d \geq 3 \) and \( \delta \geq 0 \), but the same result holds with the same proof if \( d \geq 1 \) and \( \delta > \frac{1}{2} \). Now let \( u \in C^\infty_0(\overline{\Omega}) \). For \( y \in \omega \) we have

\[
\| \langle x \rangle^\sigma u(\cdot, y) \|_{L^2(\mathbb{R}^d)} \lesssim \| \langle x \rangle^\delta \nabla_x u(\cdot, y) \|_{L^2(\mathbb{R}^d)}^2 \lesssim \| \langle x \rangle^\delta \nabla u(\cdot, y) \|_{L^2(\mathbb{R}^d)}^2.
\]

The result follows after integration over \( y \in \omega \).

*End of the proof of Theorem 1.1.* For the proof of Theorem 1.1 we estimate \( U_{1,\mu} \). The contribution of high frequencies is given by Proposition 3.2 applied with \( \gamma = \frac{d}{2} + 1 \). Let \( \delta_1 \in \left[ \frac{d}{2}, \delta - 1 \right[. \) For the contribution of low frequencies, we apply Theorem 1.6 and Propositions 3.3 and 3.6 with \( M = 0 \) and \( \delta_1 \) instead of \( \delta \). Since we only estimate the derivatives of the solution, this gives a term whose derivatives with respect to \( x \) and \( t \) decay as \( t^{-\frac{d}{2} - 1} \) and a rest which decays faster. For the derivatives with respect to \( y \), we proceed similarly with \( M = 1 \). We have \( \nabla_y P_{0,0} = 0 \) and \( \nabla_y P_{1,1} = 0 \). The term corresponding to \( (k, j) = (1, 0) \) decays as \( t^{-\frac{d}{2} - 1} \) and the rest decays faster. In the end we have an estimate of the form

\[
\| U_{0,\mu,0} \|_{H^{\delta_1}} \lesssim \langle t \rangle^{-\frac{d}{2} - 1} \| U_0 \|_{H^{\delta_1}}.
\]

We finally use Lemma 3.7 to obtain

\[
\| U_{0,\mu,0} \|_{H^{\delta_1}} \lesssim \langle t \rangle^{-\frac{d}{2} - 1} \| U_0 \|_{H^{\delta}}.
\]

This concludes the proof.

The rest of the paper is devoted to the proofs of all the resolvent estimates which have been used in this section.

### 4. Separation of the Spectrum with Respect to the Transverse Operator

In this section we begin our spectral analysis by studying the spectrum and the resolvent estimates for the operator \( H_\alpha \) defined by (1.18)-(1.19). In (1.26) we have written \( H_\alpha \) as the sum of the usual selfadjoint Laplace operator \( \Lambda \) on \( \mathbb{R}^d \) and the dissipative operator \( T_\alpha \) on the compact section \( \omega \). We could use abstract results (see for instance §XIII.9 in [RS79]) to show that the spectrum of \( H_\alpha \) is

\[
\sigma(H_\alpha) = \sigma(\Lambda) + \sigma(T_\alpha) = \sum_{k \in \mathbb{N}} \lambda_k(\alpha) + \mathbb{R}_+.
\]

For instance when \( \alpha > 0 \) we obtain a sequence of half-lines in the lower half-plane.

However this does not give enough information on the resolvent outside the spectrum. Our purpose here is to show that for \( \zeta \) outside \( \sigma(H_\alpha) \) we can in some sense neglect the contributions of the transverse eigenvalues for which \( \text{Re}(\lambda_k(\alpha)) > \zeta \) (those for which \( d(\lambda_k(\alpha), \mathbb{R}_+) \gg 1) \). The idea is to control globally these contributions even if we do not control their number and the lack of self-adjointness. Then it will be possible to write a sum which looks like (1.27) but with only a finite number of terms. With such an expression available, it will be easy to deduce precise properties for the resolvent. The problem is that for \( \text{Re}(\zeta) \gg 1 \) there will be more and more terms in the sum, so this idea will be mostly used for intermediate and low frequencies. The main result of this section will be Proposition 4.6.
Let $R_1, R_2 > 0$ and
\[ G = \{ \zeta \in \mathbb{C} : \text{Re}(\zeta) < R_1, |\text{Im}(\zeta)| < R_2 \}. \]  
(4.2)

We assume that $\partial G \cap \sigma(T_\alpha) = \emptyset$, which is the case for $R_1$ outside a countable subset of $\mathbb{R}$ and $R_2$ large enough. Let
\[ \mathcal{E}^\alpha(G) = \sigma(T_\alpha) \cap G \quad \text{and} \quad \mathcal{E}^{\alpha}_R(G) = \mathcal{E}^\alpha(G) + \mathbb{R}_+. \]  
(4.3)

To simplify the notation, we will not always write explicitly the dependence on $\alpha$ for the quantities which appear in this section.

Since $T_\alpha$ has discrete spectrum it is possible to define a spectral localization on $G$ by means of a Cauchy integral. We define
\[ P_G = -\frac{1}{2i\pi} \int_{\partial G} (T_\alpha - \sigma)^{-1} d\sigma \in \mathcal{L}(L^2(\omega)), \]  
(4.4)

and $F_G = \text{Ran}(P_G)$.

**Proposition 4.1.** The operator $P_G$ is well defined and satisfies the following properties.

(i) $P_G$ is a projection on $F_G$.

(ii) $F_G$ is invariant by $T_\alpha$.

(iii) The spectrum of $T_\alpha|_{F_G}$ is $\mathcal{E}^\alpha(G)$.

(iv) $F_G$ is of finite dimension.

(v) $P_G$ extends to a bounded operator from $H^1(\omega)'$ to $H^1(\omega)$.

**Proof.** Let $\gamma > 0$ be given by Proposition 2.7. For $R > \gamma$ we set $\mathcal{G}_R = \mathcal{G} \cap \{ \text{Re}(z) \geq -R \}$ and define $P^R_G$ as $P_G$ with $\partial G$ replaced by $\partial \mathcal{G}_R$. Then we set $F^R_G = \text{Ran}(P^R_G)$. We apply Theorem III.6.17 in [Kat80]. We obtain properties analogous to (i)-(iii) for $P^R_G$. Moreover, since $\mathcal{E}^\alpha(G)$ only contains a finite number of eigenvalues of finite multiplicities for $T_\alpha$, $F^R_G$ is of finite dimension. And finally $P^R_G$ extends to a bounded operator in $L^2(\mathcal{G}_R)$ by Lemma 2.8.

It only remains to see that since $\mathcal{E}^\alpha(G)$ is contained in the sector (2.11), the projection $P^R_G$ does not depend on $R$ and goes to $P_G$ in $L^2(\mathcal{G})$. For this last point, we use the resolvent identity
\[ (T_\alpha - (s + iR_2))^{-1} - (T_\alpha - (s - iR_2))^{-1} = 2iR_2(\tilde{T}_\alpha - (s + iR_2))^{-1}(\tilde{T}_\alpha - (s - iR_2))^{-1}. \]

By Lemma 2.8 this is of size $O(s^{-2})$ in $L^2(\Omega)$ when $s \to -\infty$. This concludes the proof. \hfill \Box

Since $F_G$ is of finite dimension, it is quite easy to study the resolvent of $T_\alpha$ on $F_G$. There exist $\lambda_1, \ldots, \lambda_N \in \mathcal{E}^\alpha(G)$ and a basis
\[ B_G = (\varphi_{j,k})_{1 \leq j \leq N, 0 \leq k < \nu_j} \]
of $F_G$ (with $N \in \mathbb{N}$ and $\nu_j \in \mathbb{N}$ for all $j \in [1, N]$) such that the matrix of $T_\alpha|_{F_G}$ reads diag $(J_{\nu_1}(\lambda_1), \ldots, J_{\nu_N}(\lambda_N))$ where for $j \in [1, N]$ the matrix $J_{\nu_j}(\lambda_j)$ is a Jordan bloc of size $(\nu_j + 1)$ and associated to the eigenvalue $\lambda_j$. Thus for $j \in [1, N]$ we have
\[ (T_\alpha - \lambda_j)\varphi_{j,0} = 0, \]
and
\[ \forall k \in [1, \nu_j], \quad (T_\alpha - \lambda_j)\varphi_{j,k} = \varphi_{j,k-1}. \]

Now we extend the operator $P_G \in L^2(\mathcal{G})$ as an operator on $L^2(\Omega)$ as we did for $P_{\omega}$: given $u \in L^2(\Omega)$, we denote by $P_G u \in L^2(\Omega)$ the function which satisfies $(P_G u)(x, \cdot) = P_G (u(x, \cdot))$ for almost all $x \in \mathbb{R}^d$.

**Lemma 4.2.** Let $u \in L^2(\Omega)$. Then there exist unique functions $u_{j,k} \in L^2(\mathbb{R}^d)$ for $j \in [1, N]$ and $k \in [0, \nu_j]$ such that
\[ P_G u = \sum_{j=1}^N \sum_{k=0}^{\nu_j} u_{j,k} \otimes \varphi_{j,k}. \]
Moreover there exists a constant $C_G$ which does not depend on $u$ such that
\[ C_G^{-1} \sum_{j=1}^N \sum_{k=0}^{\nu_j} \|u_{j,k}\|_{L^2(\mathbb{R}^d)}^2 \leq \|P_G u\|_{L^2(\Omega)}^2 \leq C_G \sum_{j=1}^N \sum_{k=0}^{\nu_j} \|u_{j,k}\|_{L^2(\mathbb{R}^d)}^2. \]
This statement can be seen as a partial Riesz basis property. This is in fact trivial since we are on a finite dimensional space. Our main purpose will then be to show that, as long as we are interested in low or intermediate frequencies, it is indeed enough to consider the projection on this finite dimensional space $F_G$.

**Proof of Lemma 4.2.** For almost all $x \in \mathbb{R}^d$ we have $u(x, \cdot) \in L^2(\omega)$. For such an $x$, $P_G u(x, \cdot)$ belongs to $F_G$ an can be decomposed with respect to the basis $B_G$, which defines almost everywhere on $\mathbb{R}^d$ the functions $u_{j,k}$ for $j \in [1, N]$ and $k \in [0, \nu_j]$. Since $F_G$ is of finite dimension, we can find a constant $C_G \geq 1$ which does not depend on $u$ or $x$ and such that

\[
C^{-1}_G \sum_{j=1}^{N} \sum_{k=0}^{\nu_j} |u_{j,k}(x)|^2 \leq \|P_G u(x, \cdot)\|_{L^2(\omega)}^2 \leq C_G \sum_{j=1}^{N} \sum_{k=0}^{\nu_j} |u_{j,k}(x)|^2.
\]

The result follows after integration over $x \in \mathbb{R}^d$. \qed

For $\zeta \in \mathcal{G} \setminus \mathcal{G}_G^\Omega$ and $u \in L^2(\Omega)$ we set

\[
R_G(\zeta) u = \sum_{j=1}^{N} \sum_{k=0}^{\nu_j} \sum_{l=0}^{k} (-1)^l (\lambda - \zeta + \lambda_j)^{-1} \cdot u_{j,k} \otimes \varphi_{j,l}.
\]

**Proposition 4.3.** For $\zeta \in \mathcal{G} \setminus \mathcal{G}_G^\Omega$ we have

\[
(H_\alpha - \zeta) R_G(\zeta) = P_G.
\]

Moreover $R_G(\zeta)$ extends to an operator in $L(H^1(\Omega)', H^1(\Omega))$ and if $K$ is a compact subset of $\mathcal{G} \setminus \mathcal{G}_G^\Omega$ then there exists $C \geq 0$ such that for $\zeta \in K$ we have

\[
\|R_G(\zeta)\|_{L(H^1(\Omega)', H^1(\Omega))} \leq C.
\]

**Proof.** For $j \in [1, N]$ we can write

\[
(H_\alpha - z) = (\lambda - \zeta + \lambda_j) + (T_\alpha - \lambda_j).
\]

Then the first statement follows from a straightforward computation. Then we use Lemma 4.2, standard estimates for the self-adjoint operator $\Lambda$ and the fact that $R_G(\zeta) = P_G R_G(\zeta) P_G$ to obtain the required estimate. \qed

The following lemma is quite standard and can be proved by using the spectral measure for the selfadjoint operator $\Lambda$:

**Lemma 4.4.** Let $\Gamma$ be the boundary of a domain of the form

\[
\tilde{G} = \{ z \in \mathbb{C} : \text{Re}(z) > -R_0, -R_- < \text{Im}(z) < R_+ \},
\]

with $R_0, R_-, R_+ > 0$. Then for $u \in L^2(\mathbb{R}^d)$ we have

\[
-\frac{1}{2i\pi} \int_\Gamma (\lambda - \zeta)^{-1} u \, d\zeta = u.
\]

In order to convert the properties of the integrals of $T_\alpha$ and $\Lambda$ on some suitable contours into properties for the resolvent of the full operator $H_\alpha$, we will use the following resolvent identity:

\[
(H_\alpha - \zeta)^{-1} (T_\alpha - \sigma)^{-1} = (T_\alpha - \sigma)^{-1} (\Lambda - \zeta + \sigma)^{-1} - (H_\alpha - \zeta)^{-1} (\Lambda - \zeta + \sigma)^{-1}.
\]

This equality relies on the fact that the operators $H_\alpha$, $\Lambda$ and $T_\alpha$ (all seen as operators on $L^2(\Omega)$) commute. We have already studied the integral over $\sigma \in \partial \tilde{G}$ of the first and last terms. For the first term of the right-hand side we define for $\zeta \in \tilde{G}$

\[
B_G(\zeta) = \frac{1}{2i\pi} \int_{\partial \tilde{G}} (T_\alpha - \sigma)^{-1} (\Lambda - \zeta + \sigma)^{-1} \, d\sigma.
\]

**Proposition 4.5.** The map $\zeta \mapsto B_G(\zeta) \in L(H^1(\Omega)', H^1(\Omega))$ is well defined and holomorphic on $\tilde{G}$. Moreover if $K$ is a compact subset of $\tilde{G}$ then there exists $C_K$ such that for $\zeta \in K$ we have

\[
\|B_G(\zeta)\|_{L(H^1(\Omega)', H^1(\Omega))} \leq C_K.
\]
Proof. It is clear that the contribution of the vertical segment in the integral (4.8) satisfies the conclusion of the proposition. The contribution of the two horizontal half-lines can be written as follows:

\[
\int_{s=-\infty}^{R_1} 2i R_2 (T_\alpha - (s + i R_2))^{-1} (T_\alpha - (s - i R_2))^{-1} (\Lambda - \zeta + (s + i R_2))^{-1} ds \\
+ \int_{s=-\infty}^{R_1} 2i R_2 (T_\alpha - (s - i R_2))^{-1} (\Lambda - \zeta + (s + i R_2))^{-1} (\Lambda - \zeta + (s - i R_2))^{-1} ds.
\]

With Lemma 2.8 and the standard analogous estimates for \(\Lambda\) we see that these integrals are well defined as operators in \(L(H^1(\Omega)', H^1(\Omega))\) and are uniformly bounded as long as \(\zeta\) stays in a compact subset of \(\mathcal{G}\).

With all the results of this section we finally obtain the following proposition.

**Proposition 4.6.** We have

\[\sigma(H_\alpha) \cap \mathcal{G} = \mathcal{G}^\Omega \cap \mathcal{G}\]

and for \(\zeta \in \mathcal{G}\setminus\sigma(H_\alpha)\) we have

\[(H_\alpha - \zeta)^{-1} u = R_\mathcal{G}(\zeta) u + B_\mathcal{G}(\zeta) u,
\]

where \(R_\mathcal{G}\) and \(B_\mathcal{G}\) are defined by (4.5) and (4.8).

Thus on \(\mathcal{G}\) we have written the resolvent of \(H_\alpha\) as the sum of the resolvent on a finite-dimensional subspace (with respect to \(y\)) and a holomorphic function (both depend on \(\mathcal{G}\)).

On the other hand, we notice that the first statement holds for \(\mathcal{G}\) as large as we wish, so we have recovered (4.1).

**Proof.** Let \(\zeta \in \mathcal{G}\setminus\sigma(H_\alpha) \subset \mathcal{G}\setminus\mathcal{G}^\Omega\) and \(\sigma \in \partial \mathcal{G}\). We have in particular \(\sigma \notin \sigma(T_\alpha)\) and \(\zeta - \sigma \notin \mathbb{R}_+ = \sigma(\Lambda)\). By Proposition 4.3, the resolvent identity (4.7) and Lemma 4.4 we have

\[R_\mathcal{G}(\zeta) u = (H_\alpha - \zeta)^{-1} P_\mathcal{G} u = -\frac{1}{2i\pi} \int_{\partial \mathcal{G}} (H_\alpha - \zeta)^{-1} (T_\alpha - \sigma)^{-1} u d\sigma \]

\[= \frac{1}{2i\pi} (H_\alpha - \zeta)^{-1} \int_{\partial \mathcal{G}} (\Lambda - \zeta + \sigma)^{-1} u d\sigma - \frac{1}{2i\pi} \int_{\partial \mathcal{G}} (T_\alpha - \sigma)^{-1} (\Lambda - \zeta + \sigma)^{-1} u d\sigma \]

\[= (H_\alpha - \zeta)^{-1} u - B_\mathcal{G}(\zeta) u.
\]

This gives the second statement. Since the right-hand side of (4.9) is holomorphic on \(\mathcal{G}\setminus\mathcal{G}^\Omega\), the left-hand side extends to a holomorphic function on \(\mathcal{G}\setminus\mathcal{G}^\Omega\). This implies that \(\mathcal{G}\setminus\mathcal{G}^\Omega \subset \mathcal{G}\setminus\sigma(H_\alpha)\), and concludes the proof.

The family of operators \(\alpha \rightarrow H_\alpha\) is holomorphic of type B in the sense of Kato [Kat80]. By continuity of the resolvent \((H_\alpha - \zeta)^{-1}\) with respect to \(\alpha\) we obtain the following conclusion.

**Corollary 4.7.** Let \(K_1\) and \(K_2\) be compact subsets of \(\mathbb{C}\) such that \(K_2 \subset \mathcal{G}\setminus\mathcal{G}^\Omega(\alpha)\) for all \(\alpha \in K_1\). Then there exists \(C \geq 0\) such that for \(\alpha \in K_1\) and \(\zeta \in K_2\) we have

\[\| (H_\alpha - \zeta)^{-1} \|_{L(H^1(\Omega)', H^1(\Omega))} \leq C.
\]

5. Contribution of intermediate frequencies

In this section we prove Theorem 1.4. This is now a simple consequence of the preliminary work of Sections 2 and 4.

**Proof of Theorem 1.4.** Let \(\tau \in \mathbb{R}\setminus\{0\}\). For \(\mu \in [0,1]\), \(z = \tau + i\mu\) and \(U = (u,v) \in \mathcal{H}\) we have by (1.21)

\[(A - z)^{-1} U = \left( \begin{array}{c} \tilde{R}_\alpha(z)(i\Theta_\alpha + z)u + \tilde{R}_\alpha(z)v \\ u + \tilde{R}_\alpha(z)(iz\Theta_\alpha + z^2)u + z\tilde{R}_\alpha(z)v \end{array} \right),
\]

and hence

\[\| (A - z)^{-1} U \|_{\mathcal{E}} \leq \| \nabla \tilde{R}_\alpha(z)(i\Theta_\alpha + z)u \|_{L^2(\Omega)} + \| \nabla \tilde{R}_\alpha(z)v \|_{L^2(\Omega)} \]

\[+ \| u + \tilde{R}_\alpha(z)(iz\Theta_\alpha + z^2)u \|_{L^2(\Omega)} + \| z\tilde{R}_\alpha(z)v \|_{L^2(\Omega)}. \tag{5.1}
\]
By Corollary 4.7 there exists \( C \geq 0 \) which depends on \( \tau \) but not on \( \mu \in [0, 1] \) or \( U \in \mathcal{H} \) such that

\[
\left\| \nabla \tilde{R}_a(z)v \right\|_{L^2(\Omega)} + \left\| z \tilde{R}_a(z)v \right\|_{L^2(\Omega)} \leq C \left\| v \right\|_{L^2(\Omega)}.
\]

For the first term in (5.1) we write

\[
\nabla \tilde{R}_a(z)(i\Theta_a + z)u = \frac{1}{z} \nabla u - \frac{1}{z} \nabla \tilde{R}_a(z) \Delta u
\]

(we recall that \( \Delta \) was defined after (2.1)). Then by Corollary 4.7

\[
\left\| \nabla \tilde{R}_a(z)(i\Theta_a + z)u \right\|_{L^2(\Omega)} \leq \left\| \nabla u \right\| + \left\| \tilde{R}_a(z) \right\|_{L(H^1(\Omega), H^1(\Omega))} \left\| \nabla u \right\| \leq \left\| \nabla u \right\|.
\]

Similarly

\[
\left\| u + \tilde{R}_a(z)(iz\Theta_a + z^2)u \right\|_{L^2(\Omega)} = \left\| \tilde{R}_a(z) \Delta u \right\|_{L^2(\Omega)} \leq \left\| \nabla u \right\|_{L^2(\Omega)}.
\]

and finally there exists \( C \geq 0 \) which does not depend on \( \mu \in [0, 1] \) or \( U \in \mathcal{H} \) and such that

\[
\left\| (A - z)^{-1}U \right\|_{\mathcal{E}} \leq C \left\| U \right\|_{\mathcal{E}}.
\]

Since \( \mathcal{H} \) is dense in \( \mathcal{E} \), this proves that

\[
\left\| (A - z)^{-1} \right\|_{L(\mathcal{E})} \leq C.
\]

But the size of the resolvent blows up near the spectrum, so \( \tau \) belongs to the resolvent set of \( A \), which means that the resolvent \( (A - \tau)^{-1} \) is well defined in \( L(\mathcal{E}) \). It only remains to check as above that this resolvent also defines a bounded operator on \( \mathcal{H} \).

\[\square\]

Remark 5.1. The computation of the proof holds for \( z \) replaced by \( \tau \), so for \( \tau \in \mathbb{R} \setminus \{0\} \) and \( U = (u, v) \in \mathcal{H} \) we have

\[
(A - \tau)^{-1}U = \left( \begin{array}{c} \frac{1}{z}u - \frac{1}{z} \tilde{R}_a(\tau) \Delta u + \tilde{R}_a(\tau) \nu \\ -\tilde{R}_a(\tau) \Delta u + \tau \tilde{R}_a(\tau) \nu \end{array} \right).
\]

6. Contribution of low frequencies

We now consider the contribution of low frequencies. For this we have to study the first eigenvalue of the transverse operator.

**Proposition 6.1.** There exist a neighborhood \( \mathcal{V} \) of 0 in \( \mathbb{C} \) and \( r > 0 \) such that for all \( \alpha \in \mathcal{V} \) the set \( \mathcal{G} \) defined as in (4.2) with \( R_1 = R_2 = r \) contains exactly one eigenvalue \( \lambda_0(\alpha) \) of \( T_\alpha \). Moreover this eigenvalue is algebraically simple, depends holomorphically on \( \alpha \in \mathcal{V} \), and we have

\[
\frac{d\lambda_0}{d\alpha}(0) = -i\Upsilon.
\]

We recall that \( \Upsilon \) was defined in (1.11).

**Proof.** The first eigenvalue of \( T_0 \) is 0 and this eigenvalue is algebraically simple, the eigenvectors being the non-zero constant functions. In particular there exists \( r > 0 \) such that \( 0 \) is the only eigenvalue of \( T_0 \) in \( \mathcal{G} \) defined as in (4.2) with \( R_1 = R_2 = r \). The family of operators \( a \rightarrow T_\alpha \) is a holomorphic family of operators of type B in the sense of [Kat80, §VII.4.2], so according to the perturbation results in [Kat80, §VII.1.3], there exist a neighborhood \( \mathcal{V} \) of 0 and a holomorphic function \( \lambda_0 : \mathcal{V} \rightarrow \mathbb{C} \) such that for all \( \alpha \in \mathcal{V} \) the operator \( T_\alpha \) has a unique eigenvalue \( \lambda_0(\alpha) \) in \( \mathcal{G} \) and this eigenvalue is simple. Moreover the application \( a \rightarrow \mathcal{P}_\mathcal{G}(\alpha) \) (see (4.4)) is holomorphic and is the projection on the line spanned by the eigenvectors corresponding to this eigenvalue. We denote by \( \varphi_0 \) the constant function equal to \( |\omega|^{-1/2} \) everywhere on \( \omega \). Then \( T_0 \varphi_0 = 0 \) and \( \|\varphi_0\|_{L^2(\omega)} = 1 \). Then, choosing \( \mathcal{V} \) sufficiently close to \( \mathcal{V} \), \( \varphi_\alpha := \mathcal{P}_\mathcal{G}(\alpha) \varphi_0 \) is not zero, depends holomorphically on \( \alpha \) and satisfies \( T_\alpha \varphi_\alpha = \lambda_0(\alpha) \varphi_\alpha \) for all \( \alpha \in \mathcal{V} \). Thus for all \( \alpha \in \mathcal{V} \) we have

\[
\left\| \nabla y \varphi_\alpha \right\|_{L^2(\omega)}^2 - i\alpha \int_{\partial\omega} |\varphi_\alpha|^2 = \lambda_0(\alpha) \left\| \varphi_\alpha \right\|_{L^2(\omega)}^2.
\]

We take the derivative of this equality with respect to \( \alpha \in \mathbb{R} \) at point \( \alpha = 0 \). Since \( \lambda_0(0) = 0 \), \( \|\varphi_0\| = 1 \), \( \nabla y \varphi_0 = 0 \) and \( |\varphi_0|^2 = |\omega|^{-1} \) everywhere on \( \omega \) and hence on \( \partial\omega \), we obtain the expected value for \( \lambda_0(0) \).

\[\square\]
Let $V$, $r$ and $G$ be given by Proposition 6.1. Let $U$ be a neighborhood of 0 such that $az \in V$ for all $z \in U$. we denote by $P_z$ the projection defined as in (4.4) with $T_\alpha$ replaced by $T_{az}$. We similarly denote by $B(z)$ the operator defined as in (4.8). Choosing $U$ smaller if necessary, we can assume that $|\lambda_0(az)| \leq \frac{1}{2}$ for all $z \in U$. Then $P_z$ can also be written as

$$P_z = -\frac{1}{2i\pi} \int_{|\sigma|=r} (T_{az} - \sigma)^{-1} d\sigma.$$  \hspace{1cm} (6.1)

The application $z \mapsto P_z$ is holomorphic with values in $\mathcal{L}(H^1(\omega'), H^1(\omega))$. We denote by $P_{0}^{(m)} \in \mathcal{L}(H^1(\omega'), H^1(\omega))$, $m \in \mathbb{N}$, the derivatives of $z \mapsto P_z$ at point 0.

By proposition 4.6 we have on $L^2(\Omega)$

$$R_a(z) = (\Lambda + \lambda_0(az) - z^2)^{-1}P_z + B(z).$$  \hspace{1cm} (6.2)

We set

$$\eta(z) = -\lambda_0(az) + ia\Upsilon z - z^2.$$  By Proposition 6.1, $\eta$ extends to a holomorphic function on $U$. Using the resolvent identity between $(\Lambda - ia\Upsilon z - z^2\eta(z))^{-1}$ and $(\Lambda - ia\Upsilon z)^{-1}$ we can check by induction on $M \in \mathbb{N}$ that

$$(\Lambda + \lambda_0(az) - z^2)^{-1} = \sum_{k=0}^{M} z^{2k}\eta(z)^k(\Lambda - ia\Upsilon z)^{-1-k} \hspace{1cm} (6.3)$$

For $k \in \{0, M\}$ we can write $\eta(z)^k = \sum_{l=0}^{M-k} \eta_{k,l}z^l + z^{M-k+1}\tilde{\eta}_k(z)$ where $\eta_{k,0}, \ldots, \eta_{k,M-k}$ are complex numbers and $\tilde{\eta}_k$ is holomorphic. We also have $P_z = \sum_{l=0}^{M} P_0^{(l)}z^l/l! + z^{M+1}P_M(z)$ where $P_M : U \to \mathcal{L}(H^1(\omega'), H^1(\omega))$ is holomorphic. Thus we obtain (1.23) where $\tilde{R}_{a,M}(z)$ is the sum of the holomorphic function $B(z)$ and a linear combination of terms of the form

$$z^l(\Lambda - ia\Upsilon z)^{-k_1}(\Lambda - ia\Upsilon z - z^2\eta(z))^{-k_2} \tilde{P}(z),$$

where $\tilde{P} : U \to \mathcal{L}(H^1(\omega'), H^1(\omega))$ is holomorphic and $l, k_1, k_2 \in \mathbb{N}$ are such that $k_1 + k_2 \geq 1$ and $l - k_1 - k_2 \geq M$. Moreover for all $k \in \{0, M\}$ we have

$$P_{k,k} = \eta_{k,0}P_0 = \eta(0)^kP_0,$$

so the statement about $P_{k,k}$ in Theorem 1.6 holds with $\sigma = \eta(0)$.

The estimate of $\tilde{R}_{a,M}(z)$ in Theorem 1.6 is a consequence of the following proposition.

**Proposition 6.2.** Let $k_1, k_2 \in \mathbb{N}$ with $k_1 + k_2 \geq 1$, $s \in [0, \frac{d}{2}]$, $\delta > s$ and $\beta_x \in \mathbb{N}^d$ be such that $|\beta| \leq 1$. For $\varepsilon \in \mathbb{C}_+$ we set

$$T(\varepsilon) = \langle x \rangle^{-\delta} \partial^{\beta_x}(\Lambda - ia\Upsilon z)^{-k_1}(\Lambda - ia\Upsilon z - z^2\eta(z))^{-k_2} \langle x \rangle^{-\delta} \in \mathcal{L}(\mathbb{R}^d).$$

Then for $m \in \mathbb{N}$ there exists $C > 0$ such that for $z \in \mathbb{C}_+ \cap U$ we have

$$\left\|T^{(m)}(z)\right\|_{\mathcal{L}(\mathbb{R}^d)} \leq C \left(1 + |z|^{-k_1-k_2-m+s+|\beta_x|}z^{|\beta_x|} \right).$$

**Proof.** The derivative $T^{(m)}(z)$ can be written as a sum of terms of the form

$$h(z) \langle x \rangle^{-\delta} \partial^{\beta_x}(\Lambda - ia\Upsilon z)^{-k_1-m_1}(\Lambda - ia\Upsilon z - z^2\eta(z))^{-k_2-m_2} \langle x \rangle^{-\delta} \hspace{1cm} (6.4)$$

where $m_1, m_2 \in \mathbb{N}$ are such that $m_1 + m_2 \leq m$ and $h$ is a holomorphic function. We use the same scaling argument as in [BR14, Roy] (in a much simpler version). For $z \in \mathbb{C}_+$ and a function $u$ on $\mathbb{R}^d$ we define $\Phi_z u$ by

$$(\Phi_z u)(x) = |z|^\frac{d}{2} u(|z|^\frac{1}{2} x).$$

The dilation $\Phi_z$ is unitary as an operator on $L^2(\mathbb{R}^d)$, but for $p \in [1, +\infty)$ we have on $L^p(\mathbb{R}^d)$

$$\|\Phi_z\|_{\mathcal{L}(L^p(\mathbb{R}^d))} = |z|^\frac{d}{2} \frac{d}{p}.$$  \hspace{1cm} (6.5)

Let

$$\nu = k_1 + m_1 + k_2 + m_2 - \frac{|\beta_x|}{2} \quad \text{and} \quad \sigma = \min(s, \nu).$$
We have

\[(A - iaYz)^{-1} = |z|^{-1} \Phi_z (A - iaYz)^{-1} \Phi_z^{-1}\]

(where \(\hat{z}\) stands for \(z/|z|\) and

\[(A - iaYz - z^2 \eta(z))^{-1} = |z|^{-1} \Phi_z (A - iaYz - z\hat{z}\eta(z))^{-1} \Phi_z^{-1} \]

For any \(\theta \in \mathbb{R}\) the two resolvents on the right are in \(\mathcal{L}(H^{\theta+1}, H^{\theta-1})\) uniformly for \(z \in \mathbb{C}_+ \cap \mathcal{U}\) (we can choose \(\mathcal{U}\) smaller if necessary). On the other hand we have

\[c^{\beta_S} = |z|^\frac{\beta_S}{2} \Phi_z c^{\beta_S} \Phi_z^{-1},\]

so (6.4) is equal to

\[z^{-\nu} h(z) \langle x \rangle^{-\delta} \Phi_z c^{\beta_S} (A - iaYz)^{-k_1-m_1} (A - iaYz - z\hat{z}\eta(z))^{-k_2-m_2} \Phi_z^{-1} \langle x \rangle^{-\delta}.\]

We have the Sobolev embeddings \(L^{p_r} \subset H^{-\sigma}\) and \(H^\sigma \subset L^{p_l}\) where \(p_l = \frac{2d}{\alpha - 2\sigma}\) and \(p_r = \frac{2d}{\alpha + 2\sigma}\).

Moreover \(\langle x \rangle^{-\delta} \in \mathcal{L}(L^{p_l}, L^{p_r}) \cap \mathcal{L}(L^2, L^{p_r})\), so with (6.5) we get

\[\|T(z)\|_{\mathcal{L}(L^2(\mathbb{R}^d))} \lesssim |z|^{\sigma - \nu}.\]

It only remains to recall that \(\sigma\) is equal to \(\nu\) or \(s\) to conclude. \(\square\)

Now we estimate the terms which only contain powers of the heat resolvent. We first remark that the second statement of Proposition 1.7 is a consequence of Proposition 6.2. For the first estimate we use the the explicit kernel of the heat equation.

**Proof of Proposition 1.7.** For \(\ell \in \mathbb{N}^*\) and \(\zeta \in \mathbb{C}_+\) we denote by \(K_\ell(\zeta)\) the kernel of \((A - \zeta^2)^{-\ell}\):

\[K_\ell(\zeta; x) = \frac{1}{2\pi d} \int_{\mathbb{R}^d} e^{i(x, \xi)} \frac{1}{|\xi|^2 - \zeta^2} \ell d\xi.\]

Let \(\kappa_0 > 0, \kappa \in ]0, \kappa_0]\) and \(x \in \mathbb{R}^d\). By [Mel95, §1.5] we have for \(r > 0\) small enough

\[\tilde{K}_\ell(\kappa; x) := \lim_{\zeta \to \kappa} K_\ell(\zeta; x) - \lim_{\zeta \to \kappa} K_\ell(\zeta; x)\]

\[= \frac{1}{2\pi d} \int_{\theta \in S^{d-1}} \int_{|\sigma - \kappa| = r} e^{i\sigma(x, \theta)} \frac{\sigma^{d-1}}{(|\sigma^2 - \kappa^2|)^{\ell}} d\sigma d\theta,\]

where \(S^{d-1}\) is the unit sphere in \(\mathbb{R}^d\). For \(\sigma\) in a neighborhood of \(\kappa, \theta \in S^{d-1}\) and \(x \in \mathbb{R}^d\) we set \(f(\sigma) = \frac{\sigma^{d-1}}{(|\sigma + \kappa|^2)^{\ell}}\) and \(F(\sigma, \theta) = e^{i\sigma(x, \theta)} f(\sigma)\). Then by the residue theorem we obtain

\[\tilde{K}_\ell(\kappa; x) = \frac{2i\pi}{2\pi d} \int_{\theta \in S^{d-1}} \frac{\sigma^{d-1} F(\kappa, \theta, x)}{(\ell - 1)!} d\theta.\]

We have

\[|\tilde{c}_\sigma^{d-1} F(\kappa, \theta, x)| \lesssim |x|^{\ell - 1} \kappa^{d-2\ell},\]

and hence for \(\delta > \frac{d}{2} + \ell - 1\)

\[\|\langle x \rangle^{-\delta} \left((A - (\kappa^2 + i0))^{-\ell} - (A - (\kappa^2 - i0))^{-\ell}\right) \langle x \rangle^{-\delta}\|_{\mathcal{L}(L^2(\mathbb{R}^d))} \lesssim \kappa^{d-2\ell}.\]

(6.6)

Now let \(j \in [1, d]\). We can check that the derivative \(\tilde{c}_\sigma^{d-1} F(\kappa, \theta, x)\) is a linear combination of terms of the form

\[T_{j, \nu}(\kappa, \theta, x) := \theta_j \langle x, \theta \rangle^{\nu-1} e^{i\nu(x, \theta)} f^{(\ell-1-\nu)}(\kappa), \quad \text{for } \nu \in [1, \ell - 1],\]

or

\[\tilde{T}_{j, \nu}(\kappa, \theta, x) := \kappa \theta_j \langle x, \theta \rangle^{\nu} e^{i\nu(x, \theta)} f^{(\ell-1-\nu)}(\kappa), \quad \text{for } \nu \in [1, \ell - 1].\]

It is not difficult to see that for \(\nu \in [2, \ell - 1]\) and \(\tilde{\nu} \in [1, \ell - 1]\) we have

\[|T_{j, \nu}(\kappa, \theta, x)| + |\tilde{T}_{j, \nu}(\kappa, \theta, x)| \lesssim |x|^{\ell - 1} \kappa^{d-2\ell+2}.\]

For \(\theta \in S^{d-1}\) we set \(\hat{\theta} = (\theta_1, \ldots, \theta_{j-1}, -\theta_j, \theta_{j+1}, \ldots, \theta_d) \in S^{d-1}\). We have

\[\left|\int_{\theta \in S^{d-1}} T_{j, 1}(\kappa, \theta, x) d\theta\right| \leq \frac{1}{2} \int_{\theta \in S^{d-1}} |T_{j, 1}(\kappa, \theta, x) + T_{j, 1}(\kappa, \hat{\theta}, x)| d\theta \leq |x|^{\kappa^{d-2\ell+2}}.\]
We have a similar estimate for $\tilde{T}_{j,0}$, so finally

$$\left\| \langle x \rangle^{-\delta} \partial_x \left( (\Lambda - (\kappa^2 + i0))^{-\ell} - (\Lambda - (\kappa^2 - i0))^{-\ell} \right) \langle x \rangle^{-\delta} \right\| \lesssim \kappa^{d-2\ell+2}. \quad (6.7)$$

It only remains to apply (6.6) and (6.7) with $\ell = j + 1$ and $\kappa = \sqrt{s}$ to conclude the proof. \hfill $\Box$

We finish this section by checking that there is no problem with low frequency if we localize away from low frequencies with respect to the first $d$ variables. More precisely we prove Proposition 1.8, which was used for the proof of Theorem 1.2.

**Proof of Proposition 1.8.** Let $\tau > 0$ be such that $\chi_1 = 1$ on $[0, \tau]$. For $v \in L^2$ the result of Lemma 4.4 holds with $u = (1 - \chi_1)(\Lambda)v$ and $\tilde{G}$ of the form

$$\tilde{G} = \{ z \in \mathbb{C} : \text{Re}(z) > \tau, |\text{Im}(z)| < r \}.$$

Thus we can apply Proposition 4.6 with a domain $\mathcal{G}$ of the form

$$\mathcal{G} = \{ z \in \mathbb{C} : \text{Re}(z) < -\tau, |\text{Im}(z)| < r \}.$$

But $\mathcal{G}_a^a(az) = \emptyset$ for $z \in \mathbb{C}$ small enough, so $z \mapsto \tilde{R}_a(z)(1 - \chi_1)(\Lambda)$ is holomorphic on a neighborhood of 0. With Proposition 2.6 this proves that $z \mapsto (A - z)^{-1} \in \mathcal{L}(\mathcal{H}, \mathcal{H}) \subset \mathcal{L}(\mathcal{H}, \mathcal{H})$ extends to a holomorphic function on a neighborhood of 0 (notice that $\chi_1(\Lambda)$ commutes with $R_a(z)$ and $\Theta_a$).

Let $\tilde{X}_1 \in C_{\mathcal{G}}(\mathbb{R}, [0, 1])$ be equal to 1 on a neighborhood of 0 and such that $\chi_1 = 1$ on a neighborhood of $\text{supp}(\tilde{X}_1)$. Then we define $\tilde{X}_1$ as we did for $X_1$ in (1.7). Since $\tilde{X}_1$ commutes with $A$ we have for all $z \in \mathbb{C}_+$

$$(1 - \tilde{X}_1)(A - z)^{-1} = (1 - X_1)(A - z)^{-1}(1 - \tilde{X}_1).$$

Since $(1 - \tilde{X}_1)$ belongs to $\mathcal{L}(\mathcal{H}, \mathcal{H})$, this concludes the proof. \hfill $\Box$

### 7. Contribution of high frequencies

In this section we prove the high frequency resolvent estimates of Theorem 1.5. By (4.1), if $\tau^2$ is close to the spectrum of $H_{\alpha r}$ there exists $\lambda \in \sigma(T_{\alpha r})$ and $r \geq 0$ such that $\tau^2$ is close to $\lambda + r$. We deal separately with the contributions of the different pairs $(\lambda, r)$. Those for which $r$ is small compared to $\tau^2$, and those for which $r$ is large itself.

#### 7.1. Contribution of large transverse eigenvalues

If $\tau^2$ is large and $r$ is small, then $\lambda$ has to be large. The good properties for the resolvent in this case come from the fact that the eigenvalues of $T_{\alpha r}$ close to $\tau^2$ are far from the real axis and, even if $T_{\alpha r}$ is not self-adjoint, we have the expected corresponding estimate for the resolvent. The following result is a direct consequence of Theorem 1.9:

**Proposition 7.1.** There exist $\tau_0 > 1$, $\gamma > 0$ and $c \geq 0$ such that for $\tau \geq \tau_0$ and $\zeta \in \mathbb{C}$ which satisfy

$$|\text{Re}(\zeta - \tau^2)| \leq \gamma \tau^2 \quad \text{and} \quad |\text{Im}(\zeta)| \geq -\gamma \tau$$

the resolvent $(T_{\alpha r} - \zeta)^{-1}$ is well defined and we have

$$\| (T_{\alpha r} - \zeta)^{-1} \|_{\mathcal{L}(L^2(\Omega))} \leq \frac{c}{\tau}.$$

As already explained, we cannot use the results of Section 4 to obtain uniform estimates for high frequencies. However we use the same kind of idea in the proof of the following proposition.

**Proposition 7.2.** Let $\tau_0$ and $\gamma$ be given by Proposition 7.1. If $\chi_1$ is supported in $[-\gamma, \gamma]$, then there exists $c \geq 0$ such that for $\tau \geq \tau_0$ we have

$$\| \chi_1(\Lambda) R_a(\tau) \|_{\mathcal{L}(L^2(\Omega))} \leq \frac{c}{\tau}.$$

We recall that $\chi_\tau$ was defined by $\chi_1(\cdot/\tau^2)$.

**Proof.** For $\tau \geq \tau_0$ we set

$$\mathcal{G}_\tau = \{ \zeta \in \mathbb{C} : |\text{Re}(\zeta) - \tau^2| \leq \gamma \tau^2, |\text{Im}(\zeta)| \leq \gamma \tau \}.$$

The proof is based on the resolvent identity (4.7) applied with $\alpha = \alpha r$ and $\zeta = \tau^2$, and integrated over $\sigma \in \partial \mathcal{G}_\tau$. According to Proposition 7.1 we have $\mathcal{G}_\tau \cap \sigma(T_{\alpha r}) = \emptyset$ so

$$\chi_\tau(\Lambda) R_a(\tau) \int_{\partial \mathcal{G}_\tau} (T_{\alpha r} - \sigma)^{-1} d\sigma = 0.$$
Thus we cannot expect a uniform bound for and hence \( \Omega \) goes to infinity (see Appendix B). In other words that \( \Omega \) is bounded in the \( y \)-directions.

This is a pseudo-differential operator only in the \( x \)-direction. We prove that the first eigenvalues of \( T_{\alpha} \) go back to the real axis when the absorption coefficient \( \alpha \tau \) goes to infinity (see Appendix B). In other words

\[
\begin{align*}
\sup_{\lambda \in \sigma(T_{\alpha})} \frac{\text{Im}(\lambda)}{\text{Re}(\lambda)} & \xrightarrow{\tau \to +\infty} 0, \\
\end{align*}
\]

and hence

\[
\begin{align*}
d(\tau^2, \sigma(H_{\alpha})) & \xrightarrow{\tau \to +\infty} 0.
\end{align*}
\]

Thus we cannot expect a uniform bound for \( R_a(\tau) \) on \( \mathcal{L}(L^2(\Omega)) \) when \( \tau \gg 1 \). This is only proved when \( \dim(\omega) = 1 \) but we expect that the same phenomenon occurs when \( \dim(\omega) \geq 2 \).

However, if \( \lambda \in \sigma(T_{\alpha}) \) is such that \( \text{Re}(\lambda) < \tau^2 \) and \( |\text{Im}(\lambda)| \ll 1 \) then according to Proposition 7.1 we have \( \tau^2 - \text{Re}(\lambda) \gg 1 \). By usual semiclassical technics we can prove estimates for the resolvent \( (\Lambda - (\tau^2 - \lambda))^{-1} \) in this case. We use the same kind of ideas for the following result.

**Proposition 7.3.** Let \( \tau_0 \) be given by Proposition 7.1. Let \( \delta > \frac{1}{2} \). Then there exists \( c \geq 0 \) such that for \( \tau \geq \tau_0 \) we have

\[
\begin{align*}
\left\| (\xi)^{-\delta} (1 - \chi_{\tau})(\Lambda)R_a(\tau)(\xi)^{-\delta} \right\|_{\mathcal{L}(L^2(\Omega))} & \leq \frac{c}{\tau},
\end{align*}
\]

For the proof of this and the following propositions it is convenient to rewrite the problem in the semiclassical setting. We have defined \( T_{\alpha,h} \) in (1.29). For \( h \in ]0,1] \) we set \( \Lambda_h = h^2 \Lambda, H_h = h^2 H_{\alpha,h} \) and \( R_h = (H_h - 1)^{-1} \in \mathcal{L}(L^2(\Omega)) \). We also denote by \( R_h \) the operator \( (-h^2 \Delta - ih\Theta_{\alpha} - 1)^{-1} \in \mathcal{L}(H^1(\Omega), H^1(\Omega)) \). Then for \( \tau \gg 1 \) and \( \tau = \tau^2 \) we have

\[
\begin{align*}
\hat{R}_a(\tau) = h^2 R_h.
\end{align*}
\]

For a suitable symbol \( q \) on \( \mathbb{R}^{2d} \), \( h \in ]0,1] \) and \( u \in L^2(\Omega) \) we define

\[
\text{Op}^{u}_{x,h}(q) u(x,y) = \frac{1}{(2\pi h)^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x-\xi_1)q} \left( \frac{x + \xi}{2}, \xi \right) u(\xi, y) \, d\xi \, d\xi.
\]

This is a pseudo-differential operator only in the \( x \)-directions, so there is no difficulty with the fact that \( \Omega \) is bounded in the \( y \)-directions.
Lemma 7.4. For $h \in [0, 1]$, $f \in C^r_0(\Omega)$ and $u = R_h f$ we have
\[ a \int_{\partial \Omega} |u|^2 + \frac{1}{a} \int_{\Omega} |h \partial_v u|^2 \leq \frac{2}{h} \|u\|_{L^{2,-\delta}(\Omega)} \|f\|_{L^{2,\delta}(\Omega)}. \]

Proof. We have
\[ \left| \text{Im} \int_{\partial \Omega} h \partial_v u \bar{u} dx \right| = -\frac{1}{h} \left| \text{Im} \langle (H_h - 1)u, u \rangle_{L^2(\Omega)} \right| \leq \frac{1}{h} \|u\|_{L^{2,-\delta}(\Omega)} \|f\|_{L^{2,\delta}(\Omega)}. \]

Since $h \partial_v u = iau$ on $\partial \Omega$ we have on the other hand
\[ \int_{\partial \Omega} h \partial_v u \bar{u} = ia \int_{\partial \Omega} |u|^2 - \frac{i}{a} \int_{\delta \Omega} |h \partial_v u|^2. \]
The conclusion follows. \qed

For the proof of Proposition 7.3 we use an escape function as in [Jec04, Roy14]:

Proof of Proposition 7.3. For $(x, \xi) \in \mathbb{R}^{2d}$ we set
\[ g(x, \xi) = (1 - \chi_1)^2 (|\xi|^2) \int_0^{+\infty} \langle x - 2\theta \xi \rangle^{-2\delta} d\theta \]
(we recall that $(1 - \chi_1)$ vanishes on a neighborhood of 0). The symbol $g$ and all its derivatives are bounded on $\mathbb{R}^{2d}$. Moreover for $(x, \xi) \in \mathbb{R}^{2d}$ we have
\[ \left\{ |\xi|^2, g \right\}(x, \xi) = \frac{d}{ds}g(x + 2s\xi), \right|_{s=0} = (1 - \chi_1)^2 (|\xi|^2) \langle x \rangle^{-2\delta}, \]
where $\{p, q\}$ is the Poisson bracket $\nabla \xi p \cdot \nabla_x q - \nabla_x p \cdot \nabla \xi q$. Let $f \in C^r_0(\Omega)$ and $u_h = R_h f$. We recall that $[\Lambda_h, \text{Op}_{x,h}^w(\xi \cdot \partial_v g)] = -2ih \text{Op}_{x,h}^w(\xi \cdot \partial_v g)$ (there is no rest) so
\[ \langle \text{Op}_{x,h}^w(\{ |\xi|^2, g \})u_h, u_h \rangle_\Omega = \frac{i}{h} \langle [\Lambda_h - 1, \text{Op}_{x,h}^w(\xi \cdot \partial_v g)]u_h, u_h \rangle_\Omega \]
\[ = \frac{1}{h} \text{Im} \langle \text{Op}_{x,h}^w(\xi \cdot \partial_v g)u_h, (\Lambda_h - 1)u_h \rangle_\Omega \]
\[ = \frac{1}{h} \text{Im} \langle \text{Op}_{x,h}^w(\xi \cdot \partial_v g)u_h, -h^2 \Delta_y u_h \rangle_\Omega + O(h^{-1} \|f\|_{L^{2,\delta}(\Omega)} \|u_h\|_{L^{2,-\delta}(\Omega)}) \]
(we have used the fact that $\text{Op}_{x,h}^w(g)$ defines a bounded operator on $L^{2,-\delta}(\Omega)$). But
\[ \langle \text{Op}_{x,h}^w(\xi \cdot \partial_v g)u_h, -h^2 \Delta_y u_h \rangle_\Omega = -h^2 \int_{\partial \Omega} \text{Op}_{x,h}^w(\xi \cdot \partial_v g)u_h \partial_v u_h + h^2 \int_{\partial \Omega} \text{Op}_{x,h}^w(\xi \cdot \partial_v g) \partial_v u_h u_h \bar{u} \]
\[ + \langle -h^2 \Delta_y u_h, \text{Op}_{x,h}^w(\xi \cdot \partial_v g)u_h \rangle_\Omega, \]
so according to Lemma 7.4
\[ \frac{2}{h} \text{Im} \langle \text{Op}_{x,h}^w(\xi \cdot \partial_v g)u_h, -h^2 \Delta_y u_h \rangle_\Omega = O(h^{-1} \|f\|_{L^{2,\delta}(\Omega)} \|u_h\|_{L^{2,-\delta}(\Omega)}). \]

By Proposition 7.2 we have
\[ \|u_h\|_{L^{2,-\delta}} \leq \|(1 - \chi_1)(\Lambda_h)u_h\|_{L^{2,-\delta}} \leq \|f\|_{L^{2,\delta}} \frac{\|u_h\|_{L^{2,-\delta}}}{h} + h \|u_h\|_{L^{2,-\delta}} + \|f\|_{L^2}, \]

and the conclusion follows. \qed

With Propositions 7.2 and 7.3 we obtain the following result:

Proposition 7.5. Let $\tau_0$ be given by Proposition 7.1. Let $\delta > \frac{1}{2}$. Then there exists $c \geq 0$ such that for $\tau \geq \tau_0$ we have
\[ \|\langle x \rangle^{-\delta} R_{\alpha}(\tau) \langle x \rangle^{-\delta}\|_{L(L^2(\Omega))} \leq \frac{c}{\tau}. \]
7.3. Estimates for the derivatives of the resolvent. We have proved uniform estimates for the resolvent $R_a(\tau)$ on $L^2(\Omega)$. Now we have to deduce estimates for its derivatives. In order to prove high frequency estimates for the powers of the resolvent of a Schrödinger operator, we can use estimates in the incoming and outgoing region (see [IK85, Jen85]). Here we have to check that this strategy works on our wave guide if we consider incoming and outgoing region with respect to the first $d$ variables. More important, we will have to take into account the inserted factors $\Theta_a$. We will see that if we insert an abstract operator $\Theta \in \mathcal{L}(H^1(\Omega), H^1(\Omega))'$ (or even in $\mathcal{L}(H^s(\Omega), H^s(\Omega))'$ for some $s \in [\frac{1}{2}, 1]$), we obtain estimates which are not good enough to conclude. In order to prove sharp estimates, we will use the fact that the inserted operator $\Theta_a$ is exactly (up to the factor $\tau$) the dissipative part in the resolvent $R_a(\tau)$.

For $R \geq 0$, $d \geq 0$ and $\sigma \in ]-1, 1[$ we denote by

$$Z_\pm(R, \nu, \sigma) = \{(x, \xi) \in \mathbb{R}^d \times \mathbb{R}^d : |x| \geq R, |\xi| \geq \nu \text{ and } \pm \langle x, \xi \rangle \geq \pm \sigma |x| |\xi|\}$$

the incoming and outgoing regions in $\mathbb{R}^{2d} \cong T^* \mathbb{R}^d$. Then we denote by $S_\pm(R, \nu, \sigma)$ the set of symbols $b \in C^\infty(\mathbb{R}^{2d})$ which are supported in $Z_\pm(R, \nu, \sigma)$ and such that

$$|\xi|^{-|\beta|} \hat{b}(x, \xi) \lesssim \langle x \rangle^{-|\beta|}.$$

Definition 7.6. Let $p \in \mathbb{N}^*$, $k_1, \ldots, k_p \in \mathbb{N}^*$ and $k = k_1 + \cdots + k_p$. For $h \in ]0, 1]$ we set

$$\Psi_h = R_h^j \Theta_a R_h^j \Theta_a \cdots \Theta_a R_h^{k_p}.$$  \hspace{1cm} (7.2)

We say that the family $(\mathcal{R}_h)_{h \in [0, 1]}$ of operators in $\mathcal{L}(L^2(\Omega))$ belongs to $\mathfrak{R}^{k_1, \ldots, k_p}$ if it satisfies one of the following properties.

(i) There exists $\chi_1 \in C^\infty_c(\mathbb{R}, [0, 1])$ supported in $]-\gamma, \gamma[$ (\gamma being given by Proposition 7.1) such that

$$\mathcal{R}_h = \chi_1(\Lambda_h) \Psi_h.$$  \hspace{1cm} (7.3a)

(ii) There exists $\delta > k - \frac{1}{2}$ such that

$$\mathcal{R}_h = \langle x \rangle^{-\delta} \Psi_h \langle x \rangle^{-\delta}.$$  \hspace{1cm} (7.3b)

(iii) There exist $\delta > k - \frac{1}{2}$ such that $R > 0$, $\nu > 0$, $\sigma_- \in ]-1, 1[$ and $b_- \in S_-(R, \nu, \sigma_-)$ such that

$$\mathcal{R}_h = \langle x \rangle^{-\delta-k-\rho} \Omega_{x,h}(b_-) \Psi_h \langle x \rangle^{-\delta-k-\rho}.$$  \hspace{1cm} (7.3c)

Proposition 7.7. Let $(\mathcal{R}_h) \in \mathfrak{R}^1$. Then there exist $h_0 > 0$ and $c \geq 0$ such that for $h \in ]0, h_0]$ and $\beta_1, \beta_2 \in \{0, 1\}$ we have

$$\|\mathcal{R}_h\|_{\mathcal{L}(H^{\beta_1}(\Omega), H^{\beta_2}(\Omega))} \leq \frac{c}{h^{1+\beta_1+\beta_2}}.$$  \hspace{1cm} (7.3d)

Proof. \hspace{0.5cm} We begin with the estimates in $\mathcal{L}(L^2(\Omega))$. If $(\mathcal{R}_h)$ is of the form (7.3a) or (7.3b), then this is just Proposition 7.2 or 7.5 rewritten with semiclassical notation. We consider the case (7.3c).

Let $\zeta \in C^\infty_+$. The operator $T_{\Lambda_h}$ commutes with $\Lambda_h$ and any pseudo-differential operator with respect to the $x$ variable so we can write

$$\|\langle x \rangle^{\delta-1-\rho} \Omega_{x,h}(b_-) (H_h - \zeta)^{-1} \langle x \rangle^{\delta} \|_{\mathcal{L}(L^2(\Omega))} \quad \leq \quad \frac{i}{h} \int_0^{+\infty} \|\langle x \rangle^{\delta-1-\rho} \Omega_{x,h}(b_-) e^{-\frac{i}{h}(H_h - \zeta)} \langle x \rangle^{\delta} \|_{\mathcal{L}(L^2(\Omega))} dt \quad \leq \quad \frac{1}{h} \int_0^{+\infty} \|\langle x \rangle^{\delta-1-\rho} \Omega_{x,h}(b_-) e^{-\frac{i}{h}\Lambda_h} \langle x \rangle^{\delta} \|_{\mathcal{L}(L^2(\mathbb{R}^d))} dt.$$

By Proposition 3.2 in [Wan88] we have

$$\|\langle x \rangle^{\delta-1-\rho} \Omega_{x,h}(b_-) e^{-\frac{i}{h}\Lambda_h} \langle x \rangle^{\delta} \|_{\mathcal{L}(L^2(\mathbb{R}^d))} \lesssim \langle t \rangle^{-1-\rho}.$$
It only remains to take the limit $\zeta \to 1$ to conclude after integration over $t \geq 0$. The proof for the cases (7.3d) and (7.3e) follow the same lines, using the second estimate of Proposition 3.2 and Proposition 3.5 in \cite{Wan88}.

- Now we consider the estimates in $\mathcal{L}(L^2(\Omega), H^1(\Omega))$. The domain $\mathcal{D}(H_h)$ is invariant by pseudo-differential operators in the $x$-variable with bounded symbols, so for $\varphi \in L^2(\Omega)$ we have $\mathcal{R}_h \varphi \in \mathcal{D}(H_h)$ and hence

$$
\|\nabla \mathcal{R}_h \varphi\|_{L^2(\Omega)}^2 = \frac{1}{h^2} \Re \langle H_h \mathcal{R}_h \varphi, \mathcal{R}_h \varphi \rangle_{L^2(\Omega)}. \tag{7.5}
$$

We consider the case (7.3b). Then we have

$$
\langle H_h \mathcal{R}_h \varphi, \mathcal{R}_h \varphi \rangle_{L^2(\Omega)}
\leq \left\| \varphi \right\|_{L^2(\Omega)}^2 + h \| \mathcal{R}_h \varphi \|_{H^1(\Omega)} \| \varphi \|_{L^2(\Omega)}.
$$

For $h$ small enough we obtain

$$
\|\nabla \mathcal{R}_h \varphi\|^2 \leq \frac{\|\varphi\|^2}{h^4}.
$$

We proceed similarly for the other cases. We only have to be careful with the commutators of the form $[\Lambda_h, \text{Op}_{x,h}(b_-)]$. For instance for the case (7.3c), the commutator $[\Lambda_h, \text{Op}_{x,h}(b_-)]$ is a pseudo-differential operator whose symbol is supported in an incoming region and decays at least like $(x)^{-1}$. Thus we can use the case (7.3b) if $\delta - 1 - \rho < \frac{1}{2}$. Then we can prove by induction on $N \in \mathbb{N}$ the estimate for the case (7.3c) when $\delta - 1 - \rho < \frac{1}{2} + N$.

- All the estimates which we have proved have analogs if we replace $R_h$ by its adjoint and if we change the roles of the symbols $b_-$ and $b_+$. We also have to consider negative times in (7.4) and write

$$(H_h^\ast - \zeta)^{-1} = -\frac{i}{h} \int_0^{+\infty} e^{it\langle H_h^\ast - \zeta \rangle} d\theta.
$$

This gives for instance for $b_- \in \mathcal{S}_-(R, \nu, \sigma_-)$

$$
\left\| \langle x \rangle^{-\delta} R_h^\ast \text{Op}_{x,h}(b_-) \langle x \rangle^\delta \right\|_{\mathcal{L}(L^2(\Omega))} \leq \frac{c}{h}.
$$

We also have estimates for $\mathcal{R}_h^\ast$ in $\mathcal{L}(L^2(\Omega), H^1(\Omega))$. Taking the adjoints gives the required estimates for $\mathcal{R}_h$ in $\mathcal{L}(H^1(\Omega)', L^2(\Omega))$. Finally for the estimates in $\mathcal{L}(H^1(\Omega)', H^1(\Omega))$ we proceed as above, estimating $\varphi$ in $H^1(\Omega)'$.

\begin{proposition}
Let $p \in \mathbb{N}^*$, $k_1, \ldots, k_p \in \mathbb{N}^*$ and $k = k_1 + \cdots + k_p$. Let $(\mathcal{R}_h)$ in $\mathfrak{G}^{k_1, \ldots, k_p}$. Let $\beta_1, \beta_2 \in \{0, 1\}$. Then there exist $h_0 > 0$ and $c \geq 0$ such that for $h \in [0, h_0]$ we have

$$
\|\mathcal{R}_h\|_{\mathcal{L}(H^{\beta_1}(\Omega)', \mathcal{H}^{\beta_2}(\Omega))} \leq \frac{c}{h^{k_1 + k_2 + \beta_2}} \tag{7.6}
$$

and for all $\varphi \in L^2(\Omega)$:

$$
q_a(\mathcal{R}_h \varphi) \leq \frac{c \|\varphi\|^2}{h^{2k}}. \tag{7.7}
$$

\end{proposition}

\begin{proof}
- We begin with the case $p = 1$, which means that $\Psi_h = R_h^k$. We first consider the estimates in $\mathcal{L}(L^2(\Omega))$. If $\mathcal{R}_h$ is of the form (7.3a), then we write $\hat{\chi}_1 = \hat{\chi}_1 \hat{\chi}_2 \cdots \hat{\chi}_k$ where $\hat{\chi}_j \in C_0^\infty(\mathbb{R}, [0, 1])$ is supported in $]-\gamma, \gamma[$ and equal to 1 on a neighborhood of $\text{supp} (\hat{\chi}_1)$ for all $j \in \{2, k\}$. The operator $\hat{\chi}_j(\Lambda_h)$ commutes with $\mathcal{R}_h$ for all $j \in [1, k]$ so by Proposition 7.2

$$
\left\| \chi_1(\Lambda_h) R_h^k \right\|_{\mathcal{L}(L^2(\Omega))} \leq \prod_{j=1}^{k} \left\| \hat{\chi}_j(\Lambda_h) R_h \right\|_{\mathcal{L}(L^2(\Omega))} \leq \frac{1}{h^k}.
$$

The cases (7.3b)-(7.3e) are proved by induction on $k$. The strategy is quite standard. We recall the idea, which will also be used to get the general result. By proposition 7.7, we already have the result when $k = 1$, so we assume that $k \geq 2$. Let $\chi_0 \in C_0^\infty(\mathbb{R}^d)$ be equal to 1 on a neighborhood of 0. Let $\hat{\chi}_0 \in C_0^\infty(\mathbb{R}, [0, 1])$ be equal to 1 on a neighborhood of 0. Let $\chi_+ \in C_0^\infty([-1, 1], [0, 1])$ be
equal to 0 on a neighborhood of -1 and equal to 1 on a neighborhood of 1. Let \( \chi_- = 1 - \chi_+ \) and, for \((x, \xi) \in \mathbb{R}^{2d}\):

\[
\beta_\pm (x, \xi) = (1 - \chi_0)(x)(1 - \bar{\chi}_0)(\xi^2)\chi_\pm \left( \frac{\langle x, \xi \rangle}{|\xi|} \right).
\]

Then \( \beta_\pm \) belongs to \( S_\pm (R, \nu, \sigma_\pm) \) for some \( R > 0, \nu > 0 \) and \( \sigma_\pm \in ]-1, 1[ \) and we have

\[
(1 - \bar{\chi}_0)(\Lambda_h) = \text{Op}_x^w(\chi_0(x)(1 - \bar{\chi}_0)(\xi^2))) + \text{Op}_x^w(\beta_+) + \text{Op}_x^w(\beta_-).
\]

(7.8)

Let \( \rho \in ]0, \delta - k + \frac{1}{2}[ \). We have

\[
\left\langle x^{-\delta} R_h^k \langle x \rangle^{-\delta} \right\rangle_{L^2(\Omega)} \lesssim \left\langle x^{-\delta} \bar{\chi}_0(\Lambda_h)R_h^k \langle x \rangle^{-\delta} \right\rangle + \left\langle x^{-\delta} R_h \langle x \rangle^{-\delta} \right\rangle_{L^2(\Omega)} \lesssim \frac{1}{1/\delta}.
\]

We prove the estimate in the other cases similarly. For instance for (7.3c) we write

\[
\left\langle x^{-\delta} R_h^k \langle x \rangle^{-\delta} \right\rangle_{L^2(\Omega)} \lesssim \left\langle x^{-\delta} k^{-\rho} \text{Op}_{x,h}^w(b_-) \bar{\chi}_0(\Lambda_h)R_h^k \langle x \rangle^{-\delta} \right\rangle
\]

\[
+ \left\langle x^{-\delta} R_h \langle x \rangle^{-\delta} \right\rangle_{L^2(\Omega)} \lesssim \frac{1}{1/\delta}.
\]

For the first term we observe that if \( \bar{\chi}_0 \) is supported close enough to 0 then \( \text{Op}_{x,h}^w(b_-) \bar{\chi}_0(\Lambda_h) \) is a pseudo-differential operator whose symbol decays like any power of \( h \) and any power of \( \langle x \rangle^{-1} \). If \( \beta_+ \) was suitably chosen then we can conclude again by induction for the last three terms. We proceed similarly for (7.3d) and (7.3e), which gives the estimates in \( L(H^\beta_1(\Omega)', H^\beta_2(\Omega)) \). For the general estimates in \( L(H^{\beta_1}(\Omega)', H^{\beta_2}(\Omega)) \) we proceed as in the proof of Proposition 7.7.

- Now we prove (7.7) for \( p = 1 \). Let \( \varphi \in L^2(\Omega) \). As in (7.5) we write

\[
q_{a}(\mathcal{R}_h \varphi) = -\frac{1}{h} \text{Im} \left( \langle H_h - 1 \rangle \mathcal{R}_h \varphi, \mathcal{R}_h \varphi \right).
\]

(7.9)

Then we proceed as in the proof of Proposition 7.7. For instance in the case (7.3b) we obtain

\[
q_{a}(\mathcal{R}_h \varphi) \lesssim \frac{\|\varphi\|}{h^{k+1}} \left( \left\| \frac{\gamma h}{\delta} \left( \left\langle \Lambda_h, \langle x \rangle^{-\delta} \right\rangle R_h^k \langle x \rangle^{-\delta} \varphi \right) \right\|_{L^2(\Omega)} + \left\langle x^{-\delta} R_h^{-1} \langle x \rangle^{-\delta} \varphi \right\rangle \right) \lesssim \frac{\|\varphi\|^2}{h^{2k+2}}.
\]

(10.10)

The other cases are similar, and this concludes the proof of the proposition for \( p = 1 \).

- Then we proceed by induction on \( p \). So let \( p \geq 2 \) and \( k = k_2 + \cdots + k_p \). We consider the estimate in \( L(L^2(\Omega)) \) for the case (7.3b). We set \( R_h^p = R_h^{k_2} \Theta_a \cdots \Theta_a R_h^{k_1} \). We define \( \tilde{\chi}_2 \) as at the beginning of the proof \((\tilde{\chi}_0 \tilde{\chi}_2 = \bar{\chi}_0) \). Since \( \bar{\chi}_0(\Lambda_h) \) and the three operators in the right-hand side of (7.8) commute with \( \Theta_a \) we can write for \( \varphi, \psi \in L^2(\Omega) \) and \( \rho > 0 \) small enough:

\[
\langle x^{-\delta} R_h^{k_1} \Theta_a R_h^p \langle x \rangle^{-\delta} \varphi, \psi \rangle = \langle \Theta_a \tilde{\chi}_2(\Lambda_h) R_h^{k_1} \langle x \rangle^{-\delta} \varphi, \tilde{\chi}_0(\Lambda_h)(R_h^p)^{k_1} \langle x \rangle^{-\delta} \psi \rangle
\]

\[
+ \langle \Theta_a \langle x \rangle^{k_1} R_h^{k_1} \langle x \rangle^{-\delta} \varphi, \langle x \rangle^{-\delta} \tilde{\chi}_2(\Lambda_h) R_h^{k_1} \langle x \rangle^{-\delta} \psi \rangle
\]

\[
+ \langle \Theta_a \langle x \rangle^{k_1} \rangle^{1+\rho} \langle x \rangle^{-\delta} \tilde{\chi}_2(\Lambda_h) R_h^{k_1} \langle x \rangle^{-\delta} \psi \rangle
\]

\[
+ \langle \Theta_a \langle x \rangle^{\delta-k_1} R_h^{k_1} \langle x \rangle^{-\delta} \varphi, \langle x \rangle^{k_1+\rho} \tilde{\chi}_2(\Lambda_h) R_h^{k_1} \langle x \rangle^{-\delta} \psi \rangle.
\]
Since the form $q_a$ is non-negative we can apply the Cauchy-Schwarz inequality in each term. If $\rho$ is small enough, then (7.7) applied to $R_h^k$ and $R_h^\delta$ (and their adjoints) gives (7.6). Again, the other cases are proved similarly.

- Now we prove the estimates in $L(L^2(\Omega), H^1(\Omega))$ as we did in the proof of Proposition 7.7. We first assume that $k_1 = 1$ and consider the case (7.3b). We start from (7.5). For $\varphi \in L^2(\Omega)$ we obtain

$$\|\nabla R_h\varphi\| \leq \frac{1}{k^2} \|R_h\varphi\| + \frac{1}{k^2} \left| \left[ A_h, \langle x \rangle^{-\delta} \right] R_h \Theta_a R_h^\delta \langle x \rangle^{-\delta} \varphi \right| \|R_h\varphi\| + \frac{1}{k^2} \left| \Theta_a \langle x \rangle^{-\delta} R_h^\delta \langle x \rangle^{-\delta} \varphi, R_h\varphi \right|.$$ 

By the Cauchy-Schwarz inequality and the already available estimates we get

$$\|\nabla R_h\varphi\|^2 \leq \frac{\|\varphi\|^2}{h^{2k+2}} + \frac{\|R_h\varphi\|^2 h^{k+1}}{h^{k+1}} + \frac{1}{h^2} q_a \left( \langle x \rangle^{-\delta} (R_h^\delta)^* (\langle x \rangle^{-\delta} \varphi) \right)^2 q_a (R_h\varphi)^2 \leq \frac{\|\varphi\|^2}{h^{2k+2}} + \frac{\|\varphi\|^2}{h^{k+1}} q_a (R_h\varphi)^2.$$ 

On the other hand, starting from (7.9), we similarly obtain

$$q_a(R_h\varphi) \leq \frac{\|R_h\varphi\|_{H^1(\Omega)}}{h^{k+1}} + \frac{\|\varphi\|}{h^k} q_a (R_h\varphi)^{\frac{1}{2}}.$$ 

Together, these two inequalities yield

$$\|\nabla R_h\varphi\| \leq \frac{\|\varphi\|}{h^{k+1}} \quad \text{and} \quad q_a(R_h\varphi) \leq \frac{\|\varphi\|^2}{h^{2k+2}}.$$ 

Then we finally obtain the estimates in $L(H^1(\Omega), L^2(\Omega))$ and $L(H^1(\Omega), H^1(\Omega))$ as we did in the proof of Proposition 7.7. This concludes the proof when $k_1 = 1$. Then we proceed by induction on $k_1$, following the same idea. Notice that for $k_1 \geq 2$ we no longer have to prove the estimate on $\|\nabla R_h\varphi\|$ and $q_a(R_h\varphi)$ simultaneously.

Now we can finish the proof of Theorem 1.5:

\textbf{Proof of Theorem 1.5.} Let $\beta_1, \beta_2 \in (0, 1]$. By Proposition 2.3, (7.1) and Proposition 7.8 we have for any $m \in \mathbb{N}$ and $\delta > m + \frac{1}{2}$

$$\left\|\chi(\Lambda) \tilde{R}_a^m(\tau)\right\|_{L(H^{\beta_1}(\Omega), H^{\beta_2}(\Omega))} + \left\|b^{-\delta} \tilde{R}_a^m(\tau) \langle x \rangle^{-\delta}\right\|_{L(H^{\beta_1}(\Omega), H^{\beta_2}(\Omega))} \leq \tau^{\beta_1 + \beta_2 - 1}. \quad (7.11)$$

Let $m \in \mathbb{N}$ and $\delta > m + \frac{1}{2}$. We take the derivative of order $m$ in (5.2). With (7.11) we obtain for $|\tau| \geq 1$ and $U = (u, v) \in \mathcal{H}$

$$\|A - \tau\|^{-m-1}U\|_{\mathcal{H}} \leq \left\|\langle x \rangle^{-\delta} \Delta u\right\|_{H^1(\Omega)} + \left\|\langle x \rangle^\delta v\right\|_{L^2(\Omega)}.$$ 

But for $v \in C_0^\infty(\Omega)$ we have

$$\left\langle \langle x \rangle^\delta \Delta u, v \right\rangle = \langle \nabla u, \nabla \langle x \rangle^\delta v \rangle \leq \left( \langle \nabla u, \langle x \rangle^\delta \nabla v \rangle + \langle \nabla u, \langle x \rangle^{-1} v \rangle \right) \leq \left\|\langle x \rangle^\delta \nabla u\right\|_{L^2(\Omega)} \|v\|_{H^1(\Omega)},$$

so

$$\left\|\langle x \rangle^\delta \Delta u\right\|_{H^1(\Omega)} \leq \left\|\langle x \rangle^\delta \nabla u\right\|_{L^2(\Omega)}.$$ 

This proves that

$$\|A - \tau\|^{-m-1}\|_{\mathcal{H}} \leq \left\|\langle x \rangle^\delta \nabla u\right\|_{L^2(\Omega)} + \left\|\langle x \rangle^\delta v\right\|_{L^2(\Omega)} = \|U\|_{\mathcal{H}},$$

which gives the first estimate of Theorem 1.5. The other estimates are proved similarly. \hfill $\square$
Appendix A. Spectral gap for the transverse operator

In this appendix we give a proof of Theorem 1.9. For this we will use semiclassical technics and in particular the contradiction argument of [Leb96]. Notice that in this section we only consider functions on $\omega$ or $\mathbb{R}^n$, so without ambiguity we can simply denote by $\Delta$ the Laplacian with respect to the variable $y$.

By unique continuation, it is not difficult to see that for $\alpha \in \mathbb{R} \setminus \{0\}$ and $h > 0$ the operator $T_{\alpha,h}$ has no real eigenvalue. Then, if we can prove that the resolvent $(T_{\alpha,h} - \lambda)^{-1}$ for $\lambda \in \mathbb{R}$ close to 1 is of size $O(h^{-1})$, the standard perturbation argument proves that there is a spectral gap of size $O(h)$ and the resolvent is of size $O(h^{-1})$ for $\lambda$ in this region. Thus it is enough to prove Theorem 1.9 for $\lambda$ real. It is also enough to prove the result for $\alpha$ real, but this is less clear:

**Lemma A.1.** Assume that there exist $h_0 \in ]0,1]$, $\gamma \in ]0,1[$ and $c \geq 0$ such that for $h \in ]0,h_0]$ and $\alpha, \lambda \in ]1 - \gamma, 1 + \gamma[$ we have

$$
\| (T_{\alpha,h} - \lambda)^{-1} \|_{L^2(\omega)} \leq \frac{c}{h}.
$$

Then the statement of Theorem 1.9 holds (maybe with different constants $h_0$, $\gamma$ and $c$).

**Proof.** As in the proof of Lemma 2.8, we can check that for $\alpha, \lambda \in ]1 - \gamma, 1 + \gamma[$ the resolvent $(T_{\alpha,h} - \lambda)^{-1}$ extends to an operator $(-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1} \in \mathcal{L}(H^1(\omega)', H^1(\omega))$ and for $\beta_1, \beta_2 \in \{0, 1\}$ we have

$$
\| (-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1} \|_{\mathcal{L}(H^{\beta_1}(\omega), H^{\beta_2}(\omega))} \leq \frac{1}{h^{1+\beta_1+\beta_2}}.
$$

Let $\alpha, \lambda \in ]1 - \gamma, 1 + \gamma[$ and $s \in [0, \alpha]$. In $\mathcal{L}(H^1(\omega), H^1(\omega)')$ we have

$$
(-h^2 \Delta - ih\Theta_{\alpha-ihs} - \lambda) = (-h^2 \Delta - ih\Theta_{\alpha} - \lambda) \left(1 - h(-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1}\Theta_{hs}\right).
$$

For $v \in H^1(\omega)$ and $\varphi \in H^1(\omega)'$ we have

$$
\| \langle (-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1}\Theta_{hs}v, \varphi \rangle \| \leq q^c_{hs}(v)^{\frac{1}{2}} q^c_{hs}(\lambda) \left(1 - h(-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1}\varphi\right)^{\frac{1}{2}},
$$

where the form $q^c$ is defined as $q$ (see (2.1)) with $\Omega$ replaced by $\omega$ (we recall that $\Theta_{\alpha}$ can be viewed as an operator in $\mathcal{L}(H^1(\omega), H^1(\omega)')$). Since $s \leq \alpha$ we have $q^c_{hs} \leq q^c_{\alpha h}$. By (A.1) and an equality analogous to (7.9) we obtain

$$
\| \langle (-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1}\Theta_{hs}v, \varphi \rangle \| \leq \sqrt{s} \| v \|_{H^1(\omega)} \left(1 - h(-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1}\varphi\right)^{\frac{1}{2}} \| \varphi \|_{H^1(\omega)'}^{\frac{1}{2}} \| \varphi \|_{H^1(\omega)'}^{\frac{1}{2}}.
$$

This proves that for $s \geq 0$ small enough we have

$$
\| h(-h^2 \Delta - ih\Theta_{\alpha} - \lambda)^{-1}\Theta_{hs} \|_{\mathcal{L}(H^1(\omega))} \leq \frac{1}{2}.
$$

Then $(-h^2 \Delta - ih\Theta_{\alpha-ihs} - \lambda)$ has an inverse in $\mathcal{L}(H^1(\omega)', H^1(\omega))$ and

$$
\| (-h^2 \Delta - ih\Theta_{\alpha-ihs} - \lambda)^{-1} \|_{\mathcal{L}(H^1(\omega))} \leq \frac{2c}{hL}.
$$

We can similarly add an imaginary part of size $O(h)$ to the spectral parameter $\lambda$. \( \diamond \)

By Lemma A.1 and by density of $C^\infty_0(\omega)$ in $L^2(\omega)$, it is enough to prove that there exists $\gamma > 0$, $h_0 \in ]0,1]$ and $c \geq 0$ such that for $h \in ]0,h_0]$, $\alpha, \lambda \in ]1 - \gamma, 1 + \gamma[$ and $f \in C^\infty_0(\omega)$ we have

$$
\| (T_{\alpha,h} - \lambda)^{-1}f \|_{L^2(\omega)} \leq \frac{c}{h} \| f \|_{L^2(\omega)}.
$$

We prove (A.2) by contradiction. If the statement is wrong, then we can find sequences $(h_m)_{m \in \mathbb{N}} \in ]0,1]^n$, $(\alpha_m)_{m \in \mathbb{N}} \in \mathbb{R}^n$, $(\lambda_m)_{m \in \mathbb{N}} \in \mathbb{R}^n$ and $(f_m)_{m \in \mathbb{N}} \in C^\infty_0(\omega)^n$ such that $h_m \to 0$, $\alpha_m \to 1$, $\lambda_m \to 1$ and, if we set $u_m = (T_{\alpha_m,h_m} - \lambda_m)^{-1}f_m$, then $\| u_m \|_{L^2(\omega)} = 1$ and $\| f_m \|_{L^2(\omega)} = o(h_m)$. We first notice that by elliptic regularity we have $u \in C^\infty(\overline{\omega})$ for all $m \in \mathbb{N}$ (but we have no other uniform estimate on $u_m$ than the one in $L^2(\omega)$).
For $m \in \mathbb{N}$ we consider the function $\tilde{u}_m \in L^2(\mathbb{R}^n)$ equal to $u_m$ on $\omega$ and equal to 0 outside $\omega$. We have $\|u_m\|_{L^2(\mathbb{R}^n)} = 1$ for all $m$. We consider a semiclassical measure for this family: after extracting a subsequence if necessary, there exists a Radon measure $\mu$ on $\mathbb{R}^{2n} \cong T^*\mathbb{R}^n$ such that for all $q \in C_c^\infty(\mathbb{R}^{2n})$ we have

$$
\langle \text{Op}^w_{h_m}(q)\tilde{u}_m, \tilde{u}_m \rangle_{L^2(\mathbb{R}^n)} \xrightarrow{m \to \infty} \int_{\mathbb{R}^{2n}} q \, d\mu.
$$

(A.3)

In order to obtain a contradiction and conclude the proof of Theorem 1.9, we prove that $\mu \neq 0$ and $\mu = 0$ (see Propositions A.4 and A.6). We first observe that since $\tilde{u}_m = 0$ outside $\omega$, the measure $\mu$ is supported in $\omega \times \mathbb{R}^n$.

Lemma A.2. We have

$$
\int_{\partial \omega} |u_m|^2 + \int_{\partial \omega} |h_m \partial_\nu u_m|^2 \xrightarrow{m \to \infty} 0.
$$

Moreover there exists $C \geq 0$ such that for all $m \in \mathbb{N}$

$$
\|h_m \nabla u_m\|_{L^2(\omega)} \leq C.
$$

Proof. Since $h_m \partial_\nu u_m = i\alpha_m u_m$ on $\partial \omega$ we have

$$
\|h_m \nabla u_m\|_{L^2(\omega)}^2 - i\alpha_m \int_{\partial \omega} |u_m|^2 - \lambda_m \|u_m\|_{L^2(\omega)}^2 = (f_m, u_m)_{L^2(\omega)} \xrightarrow{m \to \infty} 0.
$$

Taking the real and imaginary parts gives the two statements of the proposition. □

Lemma A.3. Let $\chi \in C_c^\infty([0,1])$ be equal to 1 on a neighborhood of 1. Then we have

$$
\langle (1 - \chi)(-h_m^2 \Delta)\tilde{u}_m, \tilde{u}_m \rangle_{L^2(\mathbb{R}^n)} \xrightarrow{m \to \infty} 0.
$$

Proof. For $m \in \mathbb{N}$ large enough we can set

$$
v_m = (1 - \chi)(-h_m^2 \Delta)(-h_m^2 \Delta - \lambda_m)^{-1} \tilde{u}_m \in L^2(\mathbb{R}^n).
$$

Then for $\theta \in \{0,1,2\}$ there exists $C_\theta \geq 0$ such that

$$
h_m^\theta \|v_m\|_{H^\theta(\mathbb{R}^n)} \leq C_\theta.
$$

(A.4)

We have

$$
\langle (1 - \chi)(-h_m^2 \Delta)\tilde{u}_m, \tilde{u}_m \rangle_{L^2(\mathbb{R}^n)} = \langle (-h_m^2 \Delta - \lambda_m) v_m, \tilde{u}_m \rangle_{L^2(\mathbb{R}^n)}
$$

$$
= \langle (-h_m^2 \Delta - \lambda_m) v_m, u_m \rangle_{L^2(\omega)}
$$

$$
= -h_m^2 \int_{\partial \omega} \partial_\nu v_m \tilde{u}_m + h_m^2 \int_{\partial \omega} v_m \partial_\nu \tilde{u}_m + \langle v_m, f_m \rangle_{L^2(\omega)},
$$

so by the trace theorems

$$
|\langle (1 - \chi)(-h_m^2 \Delta)\tilde{u}_m, \tilde{u}_m \rangle_{\mathbb{R}^n}| \leq \|u_m\|_{L^2(\partial \omega)} h_m^2 \|v_m\|_{H^2(\mathbb{R}^n)} + \|h_m \partial_\nu u_m\|_{L^2(\partial \omega)} h_m \|v_m\|_{H^1(\mathbb{R}^n)} + \|f_m\|_{L^2(\omega)} \|v_m\|_{L^2(\mathbb{R}^n)}.
$$

We conclude with (A.4) and Lemma A.2. □

Proposition A.4. We have $\mu \neq 0$.

Proof. Let $\chi \in C_c^\infty(\mathbb{R}, [0,1])$ be equal to 1 on a neighborhood of 1. Let $\chi_\omega \in C_c^\infty(\mathbb{R}^n, [0,1])$ be equal to 1 on a neighborhood of $\omega$. For $(y, \eta) \in \mathbb{R}^{2n}$ we set

$$
\tilde{\chi}(y, \eta) = \chi_\omega(y)\chi(|\eta|^2).
$$

By compactness of the support of $\tilde{\chi}$ we have

$$
\int_{\mathbb{R}^{2n}} \tilde{\chi} \, d\mu = \lim_{m \to \infty} \langle \text{Op}^w_{h_m}(\tilde{\chi})\tilde{u}_m, \tilde{u}_m \rangle_{\mathbb{R}^n} = \lim_{m \to \infty} \langle \chi(-h_m^2 \Delta)\tilde{u}_m, \tilde{u}_m \rangle_{\mathbb{R}^n}.
$$

By Lemma A.3 this last limit is equal to 1. This implies in particular that $\mu \neq 0$. □

The main difficulty for the proof of Theorem 1.9 is the propagation of the measure $\mu$. As already mentioned, this question is simplified by the fact that in our setting the damping is effective everywhere on the boundary. This explains why we do not have to consider generalized bicharacteristics on $T^*\omega$. Here we simply have invariance of the measure by the flow on $T^*\mathbb{R}^n$. 


Proposition A.5. Let \( q \in C^\infty_0(\mathbb{R}^{2n}) \) and \( t \in \mathbb{R} \). Then we have

\[
\int_{\mathbb{R}^{2n}} q(y, \eta) \, d\mu = \int_{\mathbb{R}^{2n}} q(y - 2t\eta, \eta) \, d\mu.
\]

Many arguments used in the proof of this proposition are inspired by [Mil00].

Proof. • By differentiation under the integral sign we have

\[
\frac{d}{ds} \int_{\mathbb{R}^{2n}} q(y - 2s\eta, \eta) \, d\mu = -2 \int_{\mathbb{R}^{2n}} \eta \cdot \nabla_y q(y - 2s\eta, \eta) \, d\mu.
\]

So it is enough to prove that for all \( q \in C^\infty_0(\mathbb{R}^{2n}) \) we have

\[
\int_{\mathbb{R}^{2n}} \left\langle \eta^2, q \right\rangle \, d\mu = 0. \tag{A.5}
\]

• This is clear if \( q \) and hence \( \eta \cdot \nabla_y q \) are supported outside \( \mathcal{W} \times \mathbb{R}^n \). Now let \( q \) be supported in \( \omega \times \mathbb{R}^n \). Let \( \chi \in C^\infty_0(\omega) \) be such that \( (\operatorname{supp}(1 - \chi) \times \mathbb{R}^n) \cap \operatorname{supp}(q) = \emptyset \). We can write

\[
\lim_{m \to \infty} \left\langle \mathcal{O}_m \left( \left\langle \eta^2, q \right\rangle \right) \right\rangle_{L^2(\mathbb{R}^n)} = \lim_{m \to \infty} \left\langle \left[-h_m^2 \Delta, \mathcal{O}_m \right] \right\rangle_{L^2(\mathbb{R}^n)} = 0.
\]

This proves (A.5) for \( q \) supported in \( \omega \times \mathbb{R}^n \). By linearity it remains to prove that for any \( y \in \partial \omega \) there exists a neighborhood \( \mathcal{U}_y \) of \( y \) in \( \mathbb{R}^n \) such that (A.5) holds for \( q \) supported in \( \mathcal{U}_y \times \mathbb{R}^n \).

• So let \( y_0 \in \partial \omega \). We first make a change of variables to reduce to the case where \( \omega \) looks like the half space \( \mathbb{R}^n_+ \) around \( y_0 \). Notice that this is already the case if \( n = 1 \), so for this part of the proof we can assume that \( n \geq 2 \). For \( r > 0 \) we denote by \( B'(r) \) the open ball of radius \( r \) in \( \mathbb{R}^{n-1} \). Since \( \partial \omega \) is a smooth manifold of dimension \( n - 1 \), there exist a neighborhood \( \mathcal{W}_0 \) of \( y_0 \) in \( \partial \omega \), \( r > 0 \) and a diffeomorphism \( \phi_0 : \mathcal{W}_0 \to B'(2\rho) \) such that \( \phi_0(y_0) = 0 \). For \( y \in \partial \omega \) we denote by \( v(y) \) the outward normal vector of \( \omega \) at \( y \). Then by the tubular neighborhood theorem (see for instance Paragraph 2.7 in [BG88]), taking \( \mathcal{W}_0 \) and \( r \) smaller if necessary, the map

\[
\tilde{\phi} : \left\{ B'(2\rho) \times ] - 2\rho, 2\rho [ \right\} \to \mathbb{R}^n
\]

defines a diffeomorphism from \( \mathcal{V}_2 : = B'(2\rho) \times ] - 2\rho, 2\rho [ \) to its image \( \mathcal{W}_{2\rho} := \phi(\mathcal{V}_2) \). Thus \( \phi = \tilde{\phi}^{-1} \) defines a diffeomorphism from a neighborhood \( \mathcal{W}_{2\rho} \) of \( y \) in \( \mathbb{R}^n \) to \( \mathcal{V}_2 \) such that \( \phi(y) = 0 \) and \( \phi(\mathcal{W}_{2\rho} \cap \omega) = \mathcal{V}_2^+ : = B'(2\rho) \times [0, 2\rho[ \). We write \( \phi = (\phi_1, \ldots, \phi_n) \) where \( \phi_j \in C^\infty_0(\mathcal{W}_{2\rho}, \mathbb{R}) \) for all \( j \in [1, n] \). We set \( \mathcal{V}_\rho = B'(\rho) \times ] - \rho, \rho [ \), \( \mathcal{V}_\rho^+ = B'(\rho) \times ]0, \rho [ \), \( \mathcal{W}_\rho = \phi^{-1}(\mathcal{V}_\rho) \) and consider \( \chi \in C^\infty_0(\mathbb{R}^n, [0, 1]) \) supported in \( \mathcal{W}_{2\rho} \) and equal to 1 on a neighborhood of \( \mathcal{W}_\rho \). We prove (A.5) for \( q \) supported in \( \mathcal{V}_\rho \times \mathbb{R}^n \).

• For \( m \in \mathbb{N} \) and \( v \in C^\infty(\mathcal{V}_{2\rho}) \) we have

\[
(-h_m^2 \Delta(v \circ \phi)) \circ \phi^{-1} = P_m v
\]

where \( P_m \) is of the form

\[
P_m = A(y)D_m^2 + B(y, D'_m)D_m + C(y, D'_m) + h_m \dot{b}(y)D_m + h_m C(y, D'_m).
\]

Here \( D_m \) stands for \( -i\partial_n \partial_{\phi_n} \), and the operators \( B(y, D'_m), C(y, D'_m), \dot{C}(y, D'_m) \) are differential operators (of orders 1, 2 and 1, respectively) in the first \((n - 1)\) variables with smooth coefficients on \( \mathcal{V}_{2\rho} \). We denote by \( b, c, \dot{c} \in C^\infty(\mathcal{V}_{2\rho} \times \mathbb{R}^n) \) their symbols. We can check that with this choice for the diffeomorphism \( \phi \) we have on \( \mathcal{V}_{2\rho} \)

\[
A(y) = \| \nabla \phi_n(y) \|^2 = 1. \tag{A.7}
\]

On the other hand the operator \( P_m \) is symmetric on \( L^2(\mathcal{V}_{2\rho}) \). Thus the formal adjoint

\[
P^*_m = D_m^2 + D_m B(y, D'_m)^* + C(y, D'_m)^* + h_m D_m b(y) + h_m \dot{C}(y, D'_m)^*
\]
satisfies $P_m^n = P_m$ for all $m \in \mathbb{N}$. We denote by $p$ the principal symbol of $P_m$:

$$p(y, \eta) = \eta_\alpha^2 + b(y, \eta')\eta_{\alpha} + c(y, \eta').$$

Here we write $\eta = (\eta', \eta_n)$ with $\eta' \in \mathbb{R}^{n-1}$ and $\eta_n \in \mathbb{R}$. For $m \in \mathbb{N}$ we set $v_m = (\chi u_m) \circ \phi^{-1}$. This defines a smooth function on $\mathbb{V}_\rho^+$ which can be extended by 0 to a smooth function on $\mathbb{R}^n_+$. We denote by $\tilde{v}_m$ its extension by 0 on $\mathbb{R}^n$. The choice of $\phi$ ensures that on $\mathbb{R}^n_+ \cap \mathbb{V}_\rho$ we have

$$h_m \partial_\nu v_m = i\alpha_m v_m.$$

If we choose $\chi$ such that $\partial_\nu \chi = 0$ on $\partial \omega$, then these equalities hold in fact everywhere on $\mathbb{R}^n$. With Lemma A.2 we can check that

$$\|v_m\|_{L^2(\partial \mathbb{R}^n)} + \|D_m v_m\|_{L^2(\partial \mathbb{R}^n)} \to 0,$$

and

$$\|h_m \nabla v_m\| \leq 1.$$

We set $g_m = (P_m - \lambda_m)v_m$. Then

$$g_m = \chi f_m \circ \phi^{-1} - h_\alpha^2 (2\nabla \chi \cdot \nabla u_m + u_m \Delta \chi) \circ \phi^{-1},$$

and

$$D_m^2 v_m = g_m + \lambda_m v_m - B(y, D_m')D_m v_m - C(y, D_m') v_m - h_m b(y) D_m v_m - h_m \cdot C(y, D_m') v_m.$$}

With (A.8) we obtain that if $\psi \in C_0^\infty(\mathbb{V}_\rho \times \mathbb{R}^{n-1})$ and $\Psi_m = \text{Op}_h^w(m)$ then

$$\|\Psi_m D_m^2 v_m\|_{L^2(\partial \mathbb{R}^n)} \to 0.$$

- Given $\tilde{q} \in C_0^\infty(\mathbb{V}_\rho \times \mathbb{R}^n)$ there exists $q \in C_0^\infty(\mathbb{V}_\rho \times \mathbb{R}^n)$ such that

$$\frac{i}{h_m} \left\langle [-h_m \Delta, \text{Op}_h^w(m)] \tilde{v}_m, v_m \right\rangle = \frac{i}{h_m} \left\langle [P_m, \text{Op}_h^w(m)] \tilde{v}_m, v_m \right\rangle + O_h(h_m)\right.$$

See for instance Theorem 9.3 in [Zwo12]. We deduce in particular that (A.3) holds with $\tilde{u}_m$ and some measure $\nu$ on $\mathbb{R}^{2n}$, respectively. Now we have to prove that for all $q \in C_0^\infty(\mathbb{V}_\rho \times \mathbb{R}^n)$

$$\int_{\mathbb{R}^{2n}} \{p, q\} d\nu = 0.$$
so \( q \) satisfies (A.13). Thus it remains to prove (A.13) for a symbol like \( \varphi \).

- For the rest of the proof we fix two functions \( \varphi_0, \varphi_1 \in C^\infty_0(\mathcal{V}_\rho \times \mathbb{R}^{n-1}) \) and define \( \varphi \) as above. For \( m \in \mathbb{N} \) and \( j \in \{0, 1\} \) we set \( \Phi_{j,m} = \text{Op}_{\mathcal{H}_m}(\varphi_j) \). This defines bounded operators on \( L^2(\mathbb{R}^n) \).

Since there symbols do not depend on \( \eta \) they can be seen as operators on \( L^2(\mathbb{R}^+_{\eta}) \). Then we set \( \Phi_m = \Phi_{1,m}D_m + \Phi_{0,m} \).

We have

\[
\text{Op}_{\mathcal{H}_m}(\eta_0 \varphi_1) = \Phi_{1,m}D_m - \frac{i}{2} \Phi_1 = D_m \Phi_{1,m} + \frac{i}{2} \Phi_1,
\]

(14)

where \( \Phi_{1,m} = \text{Op}_{\mathcal{H}_m}(\partial_{\eta}, \varphi_1) \), and in particular \( \Phi_m = \text{Op}_{\mathcal{H}_m}(\varphi) + O(h_m) \). We consider \( \theta_1 \in C^\infty_0([0, 1]) \) equal to 1 on \([-1, 1]\). For \( r > 1 \) we set \( \theta_r : \xi \mapsto \theta_1(\xi/r) \). Since \( \nu \) is supported in \( p^{-1}(\{1\}) \) and \( |p(y, \eta', \eta_n)| \) goes to infinity when \( |\eta_n| \) goes to infinity uniformly in \( (y, \eta') \) in the support of \( \varphi_0 \) and \( \varphi_1 \) we have for \( r \) large enough

\[
\int_{\mathbb{R}^{2n}} \{p, \varphi\} \ d\nu = \int_{\mathbb{R}^{2n}} \theta_r(\eta_n)\{p, \varphi\} \ d\nu
\]

\[
= \lim_{m \to \infty} \frac{i}{h_m} \langle \theta_r(D_m)[P_m, \text{Op}_{\mathcal{H}_m}(\varphi)]\widetilde{v}_m, \widetilde{v}_m \rangle_{L^2(\mathbb{R}^n)}
\]

\[
= \lim_{m \to \infty} \frac{i}{h_m} \langle \theta_r(D_m)[P_m, \Phi_m]\widetilde{v}_m, \widetilde{v}_m \rangle_{L^2(\mathbb{R}^n)}.
\]

Thus (A.13) will be a consequence of

\[
\limsup_{m \to \infty} \left\| \frac{i}{h_m} \langle \theta_r(D_m)[P_m, \Phi_m]\widetilde{v}_m - \widetilde{E}(\{P_m, \Phi_m\}v_m) \rangle_{L^2(\mathcal{V}_2p)} \right\|_{L^2(\mathbb{R}^n)} \to 0
\]

(15)

(where \( \widetilde{E}(\{P_m, \Phi_m\}v_m) \) is the extension by 0 of \( \{P_m, \Phi_m\}v_m \) on \( \mathbb{R}^n \)) and

\[
\frac{i}{h_m} \langle \{P_m, \Phi_m\}v_m, v_m \rangle_{L^2(\mathcal{V}_2^{+})} \to 0.
\]

(16)

- We begin with the proof of (15). We can write

\[
\frac{i}{h_m} \langle [P_m, \Phi_m]v_m, v_m \rangle_{L^2(\mathcal{V}_2^{+})} \to 0.
\]

(16)

where for \( j \in \{0, 1, 2\} \) we have \( \Psi_{j,m} = \text{Op}_{\mathcal{H}_m}(\psi_{j,m}) \) with \( \psi_{j,m} \in C^\infty_0(\mathcal{V}_\rho \times \mathbb{R}^{n-1}) \) uniformly in \( m \). In fact there is a term \( \Psi_{3,m}D_m^2 \) with \( \Psi_{3,m} = \frac{1}{m^2}A(y, \Phi_{1,m}) \), but this term disappears by (A.7). This will be important to have terms of order at most 2 with respect to the last variable.

- For \( k \in \mathbb{N} \) and \( \nu \in C^\infty(\mathbb{V}_2^{+}) \) we denote by \( D_m^k v \) the function equal to \( D_m^k v \) on \( \mathbb{V}_2^{+} \) and equal to 0 on \( \mathbb{V}_2 \setminus \mathbb{V}_2^{+} \). Let \( \psi \in C^\infty_0(\mathbb{V}_2 \times \mathbb{R}^{n-1}) \). We set \( \Psi_m = \text{Op}_{\mathcal{H}_m}(\psi) \) and \( \Psi'_m = \text{Op}_{\mathcal{H}_m}(\partial_{\eta}, \psi) \). Let \( s \in [0, 1] \). For \( k \in \{0, 1\} \) and \( \Phi \in C^\infty_0(\mathcal{V}_2 \times \mathbb{R}^{n-1}) \) we have by (A.8)

\[
\left\| \left\langle (D_m)^{s-1} \Psi_m (D_m D_m^{-1} v_m - D_m^{k+1} v_m), \phi \right\rangle_{L^2(\mathbb{V}_2^{+})} \right\|
\]

\[
\leq h_m \| D_m v_m \|_{L^2(\mathbb{R}^n)} \| \Psi_m (D_m)^{s-1} \phi \|_{L^2(\mathbb{R}^n)}
\]

\[
\leq h_m \| \Psi_m (D_m)^{s-1} \phi \|_{H^{1-s}(\mathbb{R}^n)}
\]

For \( \theta \in \mathbb{N} \) (and hence for any \( \theta \geq 0 \) by interpolation) we have

\[
h^\theta \| (D_m)^{-\theta} \phi \|_{H^\theta(\mathbb{R}^n)} \leq \| \phi \|_{L^2(\mathbb{R}^n)}.
\]

(17)

Applied with \( \theta = 1 - s \) we obtain

\[
\left\| (D_m)^{s-1} \left( \Psi_m D_m D_m^{-1} v_m - \Psi_m D_m^{k+1} v_m \right) \right\|_{L^2(\mathbb{V}_2^{+})} = O(h_m^s).
\]

(17)
For $j \in [0, 2]$ and $r > 0$ this yields in particular
\[
\limsup_{m \to \infty} \left\| \theta_r(D_m) \Psi_{j,m} \left( D_m^j \tilde{v}_m - D_m^j v_m \right) \right\|_{L^2(\mathbb{V}_{2^r})} = 0.
\] (A.18)

- For $j = \{0, 1\}$ we use (A.14) and (A.17) to write
\[
\left\| \langle D_m \rangle^s \Psi_{j,m} \frac{D_m^j v_m}{n} \right\|_{L^2(\mathbb{R}^n)} \leq \left\| \langle D_m \rangle^s-2 \Psi_{j,m} \frac{D_m^j v_m}{n} \right\|_{L^2(\mathbb{R}^n)} + \left\| \langle D_m \rangle^s-2 D_m^2 \Psi_{j,m} \frac{D_m^j v_m}{n} \right\|_{L^2(\mathbb{R}^n)}
\]
\[
\leq \frac{D_m^j v_m}{n}_{L^2(\mathbb{V}_{2^r})} + \left\| \langle D_m \rangle^s-1 \Psi_{j,m} \frac{D_m^j v_m}{n} \right\|_{L^2(\mathbb{R}^n)} + h_m \left\| \langle D_m \rangle^s-1 \frac{D_m^j v_m}{n} \right\|_{L^2(\mathbb{R}^n)}
\]
\[
\leq 1 + \left\| \langle D_m \rangle^s-1 \Psi_{j,m} \frac{D_m^j v_m}{n} \right\|_0 + O(h_m).
\]

If $j = 0$ then with (A.9) this proves that $\langle D_m \rangle^s \Psi_{0,m} \tilde{v}_m$ is uniformly bounded in $L^2(\mathbb{R}^n)$. For $j = 1$ we also have to use (A.10)-(A.11) to conclude that $\langle D_m \rangle^s \Psi_{1,m} D_m v_m$ is uniformly bounded. Thus for $j \in \{0, 1\}$ we have by functional calculus
\[
\limsup_{m \to \infty} \left\| (\theta_r(D_m) - 1) \Psi_{j,m} \frac{D_m^j v_m}{n} \right\| \leq \limsup_{m \to \infty} \left\| (\theta_r(D_m) - 1) \langle D_m \rangle^{-s} \right\| \leq \sup_{\tau \in \mathbb{R}} \left\| \frac{\theta_r(\tau) - 1}{\tau^s} \right\|_{r \to +\infty} \to 0.
\] (A.19)

With (A.18) we deduce
\[
\limsup_{m \to \infty} \left\| \theta_r(D_m) \Psi_{j,m} \frac{D_m^j v_m}{n} - \Psi_{j,m} \frac{D_m^j v_m}{n} \right\|_{L^2(\mathbb{R}^n)} \to 0.
\] (A.20)

Now assume that $j = 2$. In order to prove (A.19) we first apply (A.10)-(A.11) and then we use the cases $j = 0$ and $j = 1$. Then (A.20) follows from (A.18) as before. Thus we have proved (A.20) for all $j \in [0, 2]$, and (A.15) follows.

- Now we turn to the proof of (A.16). Assume that
\[
- \frac{i}{h_m} \left( \langle P_m \Phi_m v_m, v_m \rangle - \langle \Phi_m v_m, P_m^s v_m \rangle \right) \to 0.
\] (A.21)

Then, since $P_m$ is formally self-adjoint, we have
\[
\limsup_{m \to \infty} \frac{i}{h_m} \left( \langle P_m \Phi_m v_m, v_m \rangle_{V_{2^p}^+} - \langle \Phi_m v_m, P_m^s v_m \rangle_{V_{2^p}^+} \right) = \limsup_{m \to \infty} \frac{i}{h_m} \left( \langle \Phi_m v_m, P_m^s v_m \rangle_{V_{2^p}^+} - \langle \Phi_m v_m, P_m^s v_m \rangle_{V_{2^p}^+} \right)
\]
\[
= \limsup_{m \to \infty} \frac{i}{h_m} \left( \langle \Phi_m v_m, g_m \rangle_{V_{2^p}^+} - \langle \Phi_m v_m, g_m \rangle_{V_{2^p}^+} \right).
\]

We recall that $v_m$ is smooth on $\mathbb{R}^n_+$ so that $\Phi_m P_m v_m$ is well defined for all $m \in \mathbb{N}$. Since $\varphi_0$ and $\varphi_1$ are supported in $V_\rho$ and the derivatives of $\chi$ are supported outside $V_\rho$, we obtain (A.16) with (A.10). Thus it remains to prove (A.21). We first observe that if $(\tilde{w}_m)_{m \in \mathbb{N}}$ and $(w_m)_{m \in \mathbb{N}}$ are sequences in $H^1(V_{2^p}^+)$ which go to 0 in $L^2(\partial V_{2^p}^+)$, then we have
\[
- \frac{i}{h_m} \left( \langle D_m \tilde{w}_m, w_m \rangle_{V_{2^p}^+} - \langle \tilde{w}_m, D_m w_m \rangle_{V_{2^p}^+} \right) = \int_{\partial V_{2^p}^+} \tilde{w}_m \bar{w}_m \to 0.
\] (A.22)

If furthermore $\tilde{w}_m$ and $w_m$ are in $H^2(V_{2^p}^+)$ and are such that $D_m \tilde{w}_m$ and $D_m w_m$ go to 0 in $L^2(\partial V_{2^p}^+)$, then
\[
- \frac{i}{h_m} \left( \langle D_m^2 \tilde{w}_m, w_m \rangle_{V_{2^p}^+} - \langle \tilde{w}_m, D_m^2 w_m \rangle_{V_{2^p}^+} \right) \to 0.
\]

With (A.8) we directly obtain
\[
- \frac{i}{h_m} \left( \langle P_m \Phi_{0,m} v_m, v_m \rangle_{\Omega} - \langle \Phi_{0,m} v_m, (P_m)^s v_m \rangle_{\Omega} \right) \to 0.
\]
By (A.14), (A.22), (A.8) and (A.12) we have
\[
- \lim_{m \to \infty} \frac{i}{\hbar_m} \left( \langle D_m^2 \Phi_{1,m} D_m v_m, v_m \rangle - \langle \Phi_{1,m} D_m v_m, D_m^2 v_m \rangle \right) = - \lim_{m \to \infty} \left( \langle D_m \Phi_{1,m} D_m v_m, v_m \rangle - \langle \Phi_{1,m} D_m v_m, D_m v_m \rangle \right) - \lim_{m \to \infty} \frac{i}{\hbar_m} \left( \langle D_m^2 \Phi_{1,m} D_m^2 v_m, v_m \rangle - \langle \Phi_{1,m} D_m^2 v_m, D_m v_m \rangle \right) = 0.
\]
This gives (A.21) with \( P_m \) replaced by \( D_m^2 \). We proceed similarly for the other terms in \( P_m \) (partial integrations with differential operators with respect to the first \( n - 1 \) variables do not raise any problem). This concludes the proof of (A.21) and hence the proof of Proposition A.5. \( \square \)

Now we can conclude the proof of Theorem 1.9:

**Proposition A.6.** We have \( \mu = 0 \).

*Proof.* This follows from the facts that \( \mu \) vanishes on a neighborhood of \( \{ \eta = 0 \} \) (see Lemma A.3), is invariant by the classical flow (see Proposition A.5) and vanishes outside \( \overline{\omega} \times \mathbb{R}^n \). \( \square \)

**Appendix B. The case of a one-dimensional section**

In this appendix we give more precise information about the spectrum of \( T_\alpha \) (see (1.24)-(1.25)) in the case where the section \( \omega \) is of dimension 1. This continues the analysis of [Roy15, Section 3].

We assume that \( \omega = ]0, \ell[ \subset \mathbb{R} \) for some \( \ell > 0 \), and we set \( \nu = \pi / \ell \). In this case the operator \( T_\alpha \) is given by the second derivative \( -\frac{d^2}{dp^2} \) with domain
\[
D(T_\alpha) = \{ u \in H^2(0, \ell) : u'(0) = -i\alpha u(0), u'(\ell) = i\alpha u(\ell) \}.
\]
We recall from Proposition 3.1 in [Roy15] that for \( \tau \geq 0 \) the spectrum of \( T_\alpha \) is given by a sequence of simple eigenvalues \( \lambda_n(a\tau) = \theta_n(a\tau)^2 \) where the functions \( \theta_n, \, n \in \mathbb{N} \) satisfy the following properties:

(i) For all \( n \in \mathbb{N} \) we have \( \theta_n(0) = n\nu \).

(ii) For \( n \in \mathbb{N} \) and \( \alpha \geq 0 \) we have
\[
(\alpha - \theta_n(\alpha))^2 e^{2i\theta_n(\alpha)} = (\alpha + \theta_n(\alpha))^2.
\]

(iii) For \( n \in \mathbb{N} \) and \( \alpha > 0 \) we have \( \text{Re}(\theta_n(\alpha)) \in ]n\nu, (n + 1)\nu[ \).

(iv) For \( n \in \mathbb{N} \) there exists \( C_n > 0 \) such that for all \( \alpha > 0 \) we have \( \text{Im}(\theta_n(\alpha)) \in [-C_n, 0[ \).

(v) For all \( n \in \mathbb{N}^* \) the map \( \alpha \mapsto \theta_n(\alpha) \) depends analytically on \( \alpha \geq 0 \) (for \( n = 0 \), it is continuous on \( \mathbb{R}_+ \) and analytic on \( \mathbb{R}^*_+ \)).

In the following proposition we describe more precisely the behavior of the eigenvalues \( \theta_n(\alpha) \) when \( \alpha \) goes to \( +\infty \). In particular, (B.2) shows that the spectrum of \( T_\alpha \) approaches the real axis for high frequencies. This is why it was only possible to give uniform estimates for \( R_\alpha(z) \) and hence \( (A - \tau) \) in weighted spaces (see Section 7.2). The other properties of the proposition were not used in the paper. They are given for their own interests.

**Proposition B.1.**

(i) Let \( n \in \mathbb{N} \). Then the map \( \alpha \mapsto \text{Re}(\theta_n(\alpha)) \) is increasing from \( n\nu \) to \( (n + 1)\nu \) when \( \alpha \) goes from \( 0 \) to \( +\infty \).

(ii) For all \( n \in \mathbb{N} \) we have
\[
\lim_{\alpha \to +\infty} \text{Im}(\theta_n(\alpha)) = 0.
\]

(iii) We have
\[
\sup_{\alpha \in \mathbb{R}_+} |\text{Im}(\theta_n(\alpha))| = O \left( \ln(n) \right).
\]

(iv) For \( \beta \in \mathbb{R} \) we have
\[
\text{Re} \left( \theta_n(n\nu + \beta \ln(n)) \right) - n\nu \xrightarrow[n \to \infty]{} \nu \left( 1 - \frac{\arg(\beta + \frac{i}{\ell})}{\pi} \right)
\]
(where \( \arg(\beta + \frac{i}{\ell}) \) belongs to \( ]0, \pi[ \) and
\[
- \lim_{n \to \infty} \frac{\ln(n)}{\ell}.
\]
(v) Let $\gamma \in \mathbb{R}^+ \setminus \{1\}$. We have
\[
\text{Im}(\theta_n(\gamma n\nu)) \xrightarrow{n \to \infty} \frac{1}{\ell} \ln \left| \frac{1 + \gamma}{1 - \gamma} \right| \quad \text{and} \quad \text{Re}(\theta_n(\gamma n\nu) - n\nu) \xrightarrow{n \to \infty} \begin{cases} 0 & \text{if } \gamma < 1, \\ \nu & \text{if } \gamma > 1. \end{cases}
\]

(vi) Let $\rho \in ]0, 1[$ and $s \in \mathbb{R} \setminus \{0\}$. Then
\[
-\text{Im}(\theta_n(n\nu + s\rho)) \sim \frac{1 - \rho}{\ell} \ln(n) \quad \text{and} \quad \text{Re}(\theta_n(n\nu + s\rho) - n\nu) \xrightarrow{n \to \infty} \begin{cases} 0 & \text{if } s < 0, \\ \nu & \text{if } s > 0. \end{cases}
\]

On the left: the 20 first eigenvalues for $a = 1$ (asterisks), $a = 5$ (crosses) and $a = 10$ (diamonds). On the right: the first (circles) and second (asterisks) eigenvalues for $a$ going from 1 to 20 (from left to right).

**Figure 2.** The eigenvalues of $T_\alpha$ when $\omega = [0, 1]$.

**Proof.** 
- Let $n \in \mathbb{N}$. Taking the derivative with respect to $\alpha$ in (B.1) gives
\[
2i\ell\theta_n'(\alpha)e^{2i\ell\theta_n(\alpha)} = \frac{d}{d\alpha} \left( \frac{\alpha + \theta_n(\alpha)}{\alpha - \theta_n(\alpha)} \right)^2 = 4 \left( \frac{\alpha + \theta_n(\alpha)}{\alpha - \theta_n(\alpha)} \right)^2 \left( \frac{\alpha + \theta_n(\alpha)}{\alpha - \theta_n(\alpha)} \right) \left( \frac{-\theta_n'(\alpha) + \alpha\theta_n'(\alpha)}{(\alpha + \theta_n(\alpha))(\alpha - \theta_n(\alpha))} \right),
\]
and hence
\[
\theta_n'(\alpha) = \frac{2\theta_n(\alpha)}{2\alpha - i\ell(\alpha^2 - \theta_n(\alpha)^2)} = \frac{2\theta_n(\alpha)}{|2\alpha - i\ell(\alpha^2 - \theta_n(\alpha)^2)|^2} \left( 2\alpha + i\ell(\alpha^2 - \theta_n(\alpha)^2) \right).
\]
In particular for $\alpha > 0$:
\[
\text{Re}(\theta_n'(\alpha)) = \frac{4\alpha \text{Re}(\theta_n(\alpha)) - 2\ell(\alpha^2 + |\theta_n(\alpha)|^2) \text{Im}(\theta_n(\alpha))}{|2\alpha - i\ell(\alpha^2 - \theta^2)|^2} > 0.
\]
- We have
\[
\left| \frac{\alpha + \theta_n(\alpha)}{\alpha - \theta_n(\alpha)} \right|^2 = e^{-2\ell \text{Im}(\theta_n(\alpha))}.
\]
Assume by contradiction that we can find sequences $(n_m)_{m \in \mathbb{N}} \subset \mathbb{N}$ and $(\alpha_m)_{m \in \mathbb{N}} \subset (\mathbb{R}^+_0)^N$ such that if we set $\theta_m = \theta_{n_m}(\alpha_m)$ we have
\[
\frac{\left| \text{Im}(\theta_m) \right|}{\ln(n_m)} \xrightarrow{m \to \infty} +\infty.
\]
Necessarily, $n_m$ goes to infinity when $m \to \infty$. If for some subsequence we have
\[
\frac{\alpha_m}{|\theta_m|} \xrightarrow{m \to \infty} 0 \text{ or } +\infty,
\]
then
\[
e^{2\ell \text{Im}(\theta_m)} \xrightarrow{m \to \infty} 1.
\]
This gives a contradiction, so there exists $C > 1$ such that for all $m \in \mathbb{N}$ we have
\[ C^{-1} \leq \frac{\alpha_m}{|\theta_m|} \leq C. \]
Since $\text{Re}(\theta_m)$ grows like $n_m \nu$, we have in particular $\alpha_m \lesssim n_m + |\text{Im}(\theta_m)|$. Then
\[ e^{2|\text{Im}(\theta_m)|} = \left| \frac{\alpha_m + \theta_m}{\alpha_m - \theta_m} \right| \lesssim \frac{n_m^2 + |\text{Im}(\theta_m)|^2}{|\text{Im}(\theta_m)|^2}, \]
from which we deduce that $|\text{Im}(\theta_m)|$ cannot grow faster that $O(\ln(n_m))$ and get a contradiction.

- We now turn to the third statement. For $n \in \mathbb{N}^*$ we can write
\[ \theta_n(n\nu + \beta \ln(n)) = n\nu + R_n - iI_n \]
with $R_n \in ]0, \nu[$ and $I_n \geq 0$. We have
\[ e^{2itR_ne^{2itI_n}} = \left( \frac{2n\nu + R_n - iI_n + \beta \ln(n)}{R_n - iI_n - \beta \ln(n)} \right)^2. \]
Then
\[ I_n = \frac{1}{2\ell} \ln \left| \frac{2n\nu + R_n - iI_n + \beta \ln(n)}{R_n - iI_n - \beta \ln(n)} \right|^2 \sim \frac{\ln(n)}{\nu}. \]
On the other hand we have modulo $\pi$
\[ \ell R_n = \frac{1}{2} \arg(e^{2itR_ne^{2itI_n}}) = \arg\left( \frac{2n\nu}{(\beta + \frac{i}{\ell}) \ln(n)} + o_{n \to \infty}(1) \right) = -\arg\left( \beta + \frac{i}{\ell} \right) + o_{n \to \infty}(1). \]
If we choose $\arg\left( \beta + \frac{i}{\ell} \right)$ in $]0, \pi[$ we obtain
\[ R_n \underset{n \to \infty}{\longrightarrow} \frac{1}{\ell} \left( \pi - \arg\left( \beta + \frac{i}{\ell} \right) \right). \]
Since the map $\alpha \mapsto \text{Re}(\theta_n(\alpha))$ is increasing on $\mathbb{R}_+$, we obtain in particular for all $n \in \mathbb{N}$
\[ \text{Re}(\theta_n(\alpha)) \underset{\alpha \to +\infty}{\longrightarrow} (n + 1)\nu. \]
- Now let $\gamma \in \mathbb{R}_+ \setminus \{1\}$. Again we consider $R_n \in ]0, \nu[$ and $I_n \geq 0$ such that
\[ \theta_n(\gamma n\nu) = n\nu + R_n - iI_n. \]
Then
\[ e^{2itR_ne^{2itI_n}} \underset{n \to \infty}{\longrightarrow} \left( \frac{\gamma + 1}{\gamma - 1} \right)^2. \]
This proves that $I_n \underset{n \to \infty}{\longrightarrow} \frac{1}{\ell} \ln \left| \frac{1+\gamma}{1-\gamma} \right|$ and $d(R_n, \nu N) \underset{n \to \infty}{\longrightarrow} 0$. Using the fact that the real part of $\theta_n(\alpha)$ is increasing we see that $R_n$ has to go to 0 for $\gamma < 1$ and to $\nu$ if $\alpha > 1$. Finally, the results concerning $\alpha = n\nu + s\nu^p$ are proved similarly.
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