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Abstract

Mobile users often experience communication outage andika rate. To effi-
ciently and economically cope with this problecooperative relayings promis-
ing. It exploits wireless broadcasts, providing tremersigpatial diversitygains
in theory. Although these gains are consistently shown eothtical work, their
experimental proof and a theoretical justification of thelentying modeling as-
sumptions are missing so far. In fact, it is not clear whetdwaperative relaying
can reach the performance promised by theory even undéstiealssumptions.
This leaves a large gap between theoretical and practisahreh on cooperative
relaying protocols — bridging this gap is the objective a$ thesis.

We do so in three steps. First, we study systematically hahstec scenario
and system assumptions decrease the performance of idgagrative relaying
protocols. Focusing oselection relayingwe find that the performance of ideal
protocols substantially degrades when usual simplifioatitke perfectchannel
knowledgeerror-freecontrol and feedback transmissigrerfectnetwork connec-
tivity, unlimitedsystem complexityr idealisticfading statistics are dropped. We
analyze the performance of selection relaying withouteéh&mplifications and
provide guidelines and theoretical tools to choose the ip@seficial protocol.

Second, we develop new, practical technigques to maintaoperative gains
even under realistic assumptions and in new scenarios. §foareral fading chan-
nels, erroneous control transmissions, and beneficiallyyam cooperative re-
laying for resource allocatiorrequire significant extensions of a cooperative sys-
tem. Our lightweight techniques can be readily integratéol many systems and
closely approach the high performance promised by theory.

Third, we implement a transceiver prototype tmoperativeWireless Local
Area Networks \WLANS). Extensive field measurements (e.g., using an actual
train to move the cooperating nodes) not only show the fdagibnd high per-
formance of our solutions. Moreover, our lightweight irgon into anlEEE
802.11gtransceiver and our measurement results are the missiregiegntal
proof that selection relaying protocols closely achiewepkrformance promised
by theory. Even with today’s wireless technology and in meabile scenarios,
letting nodes cooperate is feasible, efficient, and readgtémdardization.






Zusammenfassung

Nutzer mobiler, drahtloser Netzetssen RAufig Verbindungsabiiche und nied-
rige Datenraten in Kauf nehmen. Um dieses Problem effiziadtakonomisch
zu losen, ist kooperatives Weiterleiten (s@goperative relayingder Quellda-
ten mittels Zwischenknoten vielversprechend. Cooperatiaying verspricht ho-
he Diversiitsgewinne, die in der theoretischen Literatur konsistaxhgewie-
sen wurden, jedoch experimentell bisher nicht belegt wogied. Zudem man-
gelt es an Studien, welche die Praxisrelevanz der theohetisModellannahmen
uberpiifen. Daher ist es derzeit nicht klar, ob die theoretisclypostizierten Ge-
winne von praktischen kooperativen Netz@perhaupt erreicht werderbknen.
Es ist das Ziel dieser Dissertation, diedgcke zu tillen.

Dies erfolgt in drei Schritten. Zuthst wird systematisch analysiert, in welch-
em Mal3e praktische Annahmen die Leistung der bisher urtetesw |dealhlle
verringern. Die Analyse erfolgtif sog.selection relayingProtokolle, die nun
fur realistisches Kanalwissen, fehlerhaften AustauschKamtrolldaten, einge-
schiankter Konnektiviat, begrenzter Systemkomplexit sowie @ir realistischen
Kanalschwund (sodading neu bewertet werdeniiFjede dieser Annahmen wird
ein signifikanter Leistungsverlust festgestellt und esdearMalRinahmen disku-
tiert, um diesem Verlust entgegenzuwirken.

Im zweiten Schritt werden neue, praktische Verfahren erfemoum trotz rea-
listischem Kanalschwund, begrenzter Komplakitind fehlerhafter Kontrolldaten
hohe Gewinne zu erreichen. Zudem wird die Ressourcenzageifudrahtlosen
Mehrbenutzerszenarien als besonders vielversprechAngdemndungsfall koope-
rativer Techniken untersucht. Die vorgestellten Verfaheereichen nahezu die
theoretischen Gewinne idealer Protokolle urithiken ohne grof3en Aufwand in
viele drahtlose Systeme integriert werden.

Abschliel3end wird ein Prototypif kooperativelokale Netze (SOgWLANS)
vorgestellt. Aufwandige Feldversuche zeigen nicht nur die hohe Leistung und
Praktikabilitat des vorgestellten Systems sondern belegen erstmalsedietisch
vorhergesagten Gewinne kooperativer Netze in echten 8eanBies zeigt, dass
sich cooperative relaying bereits heute effizient in des®l Technologien inte-
grieren Bsst und ist ein vielversprechender Anrgiz die Standardisierung.
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Chapter 1

Introduction

Users of wireless networks demand a high data rate and seacd@nectivity

even in mobile scenarios. Fulfilling this need at reasonediés is a challenge for
research and development. In particular, technologieseapgred that maintain
connectivity at high data rate but without requiring morada&idth or substantial
investments in infrastructureceoperative relayings one such technology.

Cooperative relaying achieves these benefits by joining tmddmental con-
cepts of wireless communicatiommulti-antenna communicatioand relaying
Relaying uses intermediate nodes (briefly catlddysg to retransmit the source’s
information towards the destination and, thereby, sptiesaverall distance into
multiple hops Compared to a directly transmitting source, each tranentitas
to invest less power to reach the next hop. This saves traesmigy and allows
to precisely focus the signal power to places where it is egeéor instance, in
densely-connectedd hocnetworks, relays focus the radio signal along a multi-
hop path which limits the interference to neighboring patbensequently, more
parallel paths in the network can be established which asae the overall net-
work capacity (GK0Q].

In infrastructure-basedellular networksor in Wireless Metropolitan Area
Networks WMANS), relays can help a base station to cover “blind spots” withou
significantly increasing the interference to neighboriatis{SPG 03, VLK *09.
The fact that conventional user nodes can act as relays @détaorks) or that
dedicated relay nodes are significantly simpler than fudlebstations (infrastruc-
ture-based networks) makes relaying also cost-efficiBHNOS]. All these ben-
efits have lead to the standardization of various relayingrigues in ad hoc
networks [EE99Y and in infrastructure-based networkEE094.

Cooperativerelaying can be seen as an extension of conventional rgjayin
that is inspired by multi-antenna communication. By overimepthe original
broadcast of the source, the destination can combine tgaakiand the relayed
signal. Due to the spatial separation of the transmit am@gitnis likely that both

1
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This thmA

Analysis Prototypes
- Performance order - Exact performance
- Protocol concept - Protocol implementation
- Idealistic/general scenario - Real/specific scenario
- Ideal/general system - Real/specific system

Figure 1.1: Main objective of this thesis: Bridging the gapa®en analysis and
prototyping cooperative relaying protocols.

received signals were affected by statistically indepahdkannels. In this case,
combiningthese signals provides high so-caltgghtial diversitygains that protect
the overall transmission from rapid channel fluctuatiosdalledfading).

Spatial diversity reached by cooperative relaying is oftalled cooperation
diversityand was first described iI$EA9Y. Based on this fundamental concept,
developing and studying cooperative relaying protocotstiecome a lively field
of research. During the recent years many authors appliatytazal methods
(usually classic information theory or Bit Error RaBER) analysis) but also
early prototypes and measurement results were presented.

Naturally, prototyping and analysis have their individs&engths and limi-
tations. Figurel.1l summarizes these differences. Analysis allows to assess th
performance order (and sometimes even to derive the pesftrenbounds) of a
cooperation protocol. Thereby, analysis is a strong fureddrand valuable guid-
ance for designing fundamental concepts for cooperatiagirg but it is limited
by its idealistic assumptions. In particular, many anabjtpapers on cooperative
relaying assume ideal coding, unlimited system complexityal system accu-
racy, ideal channel knowledge, and ideal channel stagisbae to these idealistic
assumptions, protocol engineers have to take a large siep(ft) designing and
analyzing a theoretical protocol concept to (2) transfognihis design into a
practical protocol that approaches the theoretical peréoice at reasonable com-
plexity and overhead.

This large gap between theoretical and practical researcbaperative relay-
ing protocols is highlighted by the fact that, so far, nonéhef previous prototyp-
ing attempts could reproduce the cooperation diversityggor at least the order
of magnitude) promised by theorL06b, KNBP06, LTN 07, ZJZ09 KKEPO09.
Thus, we have to expect that the current theoretical pedoo®@ results for coop-
erative relaying protocols are not robusfi@ctical constraintghat are imposed
by real systems and real scenarios. So far, the performasgradhtion due to
such practical constraints was not consistently studigutemious work.



Objectives and scope It is the objective of this thesis to bridge the gap between
the theoretical analysis and practical implementatiorooiperative relaying pro-
tocols. In particular, we aim to:

1. Show how cooperative relaying protocols perform undalisgc scenario
and system assumptions.

2. Develop new, practical techniques to maintain coopera@tains in realistic
scenarios and to obtain benefits in new scenarios.

3. Demonstrate the feasibility and high performance of eoative relaying in
reality by implementing a prototype and by field measuresent

We start with the general models and idealistic assumponsmonly used in

analytical papers on cooperative relaying. Then, to aehéach of our three ob-
jectives, we gradually increase the “level of reality” bydady more and more
practical constraints. This is done until our prototypenipliemented and mea-
sured in real scenarios.

Adding more and more practical constraints, naturallyjtBrthe scope of our
studies. While the results of our theoretical studies andtmbshe proposed
techniques can be applied to a variety of systems, implangeatprototype re-
quires to focus on a particular technology. We integratgecative relaying into
aWireless Local Area Network(LAN) transceiver that follows the IEEE 802.11g
standardlEEQ3. This technology is widely employed, a foundation of upaogn
wireless systems (e.g., IEEE 802.11n, IEEE 802.F&x(8 IEEQS), and well-
understood for direct transmission. In terms of coopenatimtocols, we focus
on the general approach sélection relayingvhere the relay avoids error propa-
gation by deciding not to forward incorrect packdt${T01]. Selection relaying
is the basis of many practical cooperation protocols suc8edsction Decode-
and-Forward $DF), Coded CooperatiorC), and Opportunistic RelayinddR)
[LWTO04, HNO2, BSWO07. Therefore, studying selection relaying and, in particu-
lar, the forwarding decision of the relay is highly releveortapplying cooperative
relaying protocols.

Contributions to state of the art  The first contribution in this thesis is the joint
analysis ofPath allocation-based Selection RelayiisR andCombining-based
Selection RelayingISR protocols. While previous work has studied these selec-
tion relaying protocols separatelyWT04, BSWO07, we unify their analysis as-
suming ideal channel knowledge. Based on these idealisiicigstions we derive
two new approximations for theutage capacityi.e., the maximum transmission
rate at a required error rate) which are valid for any netwiopology, match
simulation results closely, and clearly show how the rezflierror rate and the
employed links degrade the capacity of an ideal multi-amesystem.
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These outage capacity approximations enable us to studfireupractical
constraints:limited channel knowledgand limited network connectivity Both
constraints were not studied by previous work. Limited cteriknowledge sig-
nificantly degrades the outage capacity RBR protocols but not folCSR for
limited network connectivity the situation reverses. H®iBreach of these selec-
tion relaying protocols performs best in different seting/Me provide lookup
tables to choose between these protocols according to tRer&ion and error
rate. Further selection relaying protocols or scenariosbmanalyzed with the
presented methods; they are easy to use and general.

The third practical constraint that we focus on is the diaaémodel of the
time-selective fading channel. So far, the research contynfwcused on so-
calledblock fadingchannels to analyze cooperative relaying protocols. Byrassu
ing the channel states to be uncorrelated but static peeptioke, this model rep-
resents the ideal case for selection relaying. By takingéuo®nd order statistics
(i.e., the autocorrelation) of the fading process into aotowe study selection
relaying protocols in a more general fading scenario. Oalyais points out that
selection relaying protocols perform poorly when fadesuocuring the packet
time. By not deciding frequently “enough”, the relay ignoaesignificant amount
of correctly received symbols and performance drops. OwadledPartial For-
warding (PF) approach generalizes selection relaying from an optinozan the
value domain (find SNR threshold to decide if a packet is obyte an optimiza-
tion in the valueandtime domain (find SNR threshokhd block length to decide
if a block is correct). We describe a practical system thapleys soft output
decoding[BCJR74 for a frequent forwarding decision, imposes only low calcu
lation complexity, and reaches a performance close to therdhical ideal case
even with autocorrelated fading.

Our fourth contribution demonstrates two beneficial agions of selection
relaying in systems with resource allocation. First, weppseTraffic-Aware Co-
operation Diversity TACD) — an extension of selection relaying to provide higher
diversity gains to more relevant parts of a video streams Eitension substan-
tially improves the video quality of a cooperative transsitos and can be im-
plemented without communication overhead. Our secondnsehg calledCo-
operative FeedbackdQFB) and strengthens the feedback channel$laftiuser
Diversity (MUD) systems by cooperation. TherelBFB avoids scheduling errors
and improves the error rate and sum capacitmbfD systems. TACD and CFB
are simple, can be applied in various systems, and provesieetndous gains if
combined with resource allocation.

To demonstrate a further beneficial application of selectelaying we im-
plement a transceiver prototype foooperativeWLANS. This requires several
contributions. Since previougledium Access ControMAC) protocols for co-
operative relaying [TN*07, TWT08, SZWO09 perform poorly witherroneous



control frameswe develop th&Cooperative SignalingGSIQ protocol that effi-
ciently copes with this practical constraint. Further, welg a combining scheme
that reaches a performance close to the ideal scheme buastidlty simplifies
the transceiver design. Our design of a cooperative IEEE18@2transceiver is
lightweight, transparent, and includes standard IEEEBPoperation as legacy
mode. Implementing this design results in a WLAN transcethat performs
selection relaying at the high transmission rates of IEEE.BDg. Until now,
such high rates are not reached by any other prototype fqrezative networks
[BLO6b, KNBPO6, LTN'07, ZJZ09 KKEP09. Based on several prototypes we
establish a cooperative WLAN in an indoor and vehicular sger{asing a train
to move the cooperating nodes) and perform extensive fiemsorements. Our
measurement results not only demonstrate the feasibilityragh performance
of our cooperative IEEE 802.11g extensions but also thatcteh relaying is a
promising approach for future WLAN generations.

Thesis organization Chapter2 introduces the basic terminology, quantities,
channel models, and assumptions that are used throughsuihésis. Note that
in the remaining chapters related work is discussed whedeatke

In Chapter3, we start with the basic principles of cooperation divgrsitve
classify the cooperative relaying protocols from literatinto Path allocation-
based Selection Relayin@$R and Combining-based Selection Relayi@HR
and jointly analyze both protocol classes under idealasgumptions. Account-
ing for the practical constraints, we study how the perfarogeof these protocols
degrades with limited channel knowledge and limited nekvaamnectivity.

In Chapter4 we validate the performance of selection relaying for aotoc
related fading channels. We propose Partial Forwardirfg and analyze this
approach under idealistic assumptions. The closed-fosultseare summarized
in AppendixA. Then, we integrat®F into IEEE 802.11 and study the resulting
practical system by simulation.

Chapter5 applies selection relaying to resource allocation. As iefficex-
amples,TACD andCFB are proposed. We describe both cooperation schemes in
detail, studyTACD in terms of outage probability and video quality, and analyz
the outage probability and sum capacityG#B in a multiuser system.

Chapter6 details our development of the cooperati¥. AN prototype. In
particular, a simplified combing scheme is studied, the ecatpre CSIG protocol
and a cooperative IEEE 802.119g transceiver are specifiebthenresults of our
field measurements are presented. Details on the expedahsattp, studies of
the scenarios, and an overview of the testbed are providégppendixB. In
Chapter7 this thesis is concluded and promising future researchissarized.
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Bibliographical notes Parts of this thesis have been published in collaboration
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from Section6.3 is based on the early cooperatiAC protocols VLK *09,
LVK *08, LAW T08] and was first published i'MLW T08]. In [LV08] some prop-
erties of CSIG are formalized to a specification language damperative MAC
protocols which enables their compiler-based generativK(9a] and easy in-
tegration into simulators{SW+08]. Nonetheless, the formal description of the
complete CSIG protocol is original to this thesis.
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WLAN prototype in Sectior6.4 and the measurement results for the vehicular
scenario in SectioB.5. The measurements for the indoor scenario are not pub-
lished elsewhere so far. The detailed description of thibéelsand experimental
framework in AppendixB is partially published inl[VE 07, VFKOS].



Chapter 2

Fading and diversity

This chapter introduces the basic terminology, models, asstdimptions in this
work. First, fundamental models and performance metricgfding channels are
described. Then, we focus on diversity as an approach to witheading and
describe conventional diversity modes on which coopezatdlaying is based.
Finally, we summarize the main system assumptions and resgonstraints.

2.1 Fading channels

With multipath propagation, multiple reflected signalsenfiere at the receiver
antenna. This superposition causes rapid fluctuationseofebeived signal at a
small time scale — an effect calledhall scale fadingr, briefly,fading

In this thesis we focus on multipath propagation envirorts@nith mobility
where fading is frequency-flat but time-selectivErequency-flat fadingorre-
sponds to scenarios where (1) the delay spread — measugmngjfterence be-
tween the path echos — is much smaller than the symbol tim2)awlien tech-
niques are used to flatten the spectrum of the received sigrial Orthogonal
Frequency Division Multiplexing@FDM) and/or power allocation (Sectidn?).
Time-selective fadingesults from mobility in a multipath propagation environ-
ment, which (1) changes the position of the receiver antamdathus, the super-
position of the path signals and (2) induces a frequency ahiifie received signal
due to the Doppler effect.

2.1.1 Basic channel model and terminology

To describe the employed channel model, let us focuslicatt transmission
Figure 2.1 illustrates this basic scenario. Here, nadeansmits signak; via a
wireless channel in order to establish the unidirectidinél(i, j) to nodej.

7
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Xi @ (I,J) =<j>yi,j

Figure 2.1: Direct transmission from nodéo nodej via a wireless channel to
establish the unidirectional lini, j ).

Baseband model and noise The signal vectoy; j received at nodg¢is given by
the classic discrete baseband channel model as

Yi,j = hijXi+ni | (2.1)

where all variables are time-discrete complex amplitudes specific to an ar-
bitrary link (i, j). The signal vectow; is transmitted at amverage transmis-
sion powerof PWatts using asignal bandwidthof WHz. At the receiverj,
the noise vecton; j adds tox;. With the standard Additive White Gaussian
Noise AWGN) model,n; j is a zero-mean, circularly symmetric, complex ran-
dom sequence where the real and imaginary components agendently iden-
tically distributed {.i.d.) Gaussians with variandgy/2. Np is the Power Spectral
Density PSD of the received, band-passed noise &hd?2 is the PSD of the
white Gaussian noisd’fo0Q (4.1-56)].

Channel gain and path loss Thechannel coefficient;) models the multiplica-
tive effect of both path loss and fading. Fading causes aorandariation of the
channel coefficient, which is detailed below. In power, thegmitude of this ran-
dom variable is given by thehannel gain|h; ;|2 with meanr; ;.1 We assume
that themean channel gaif; j is only given by the distance-dependent path loss.

Hence, we define
2 Dij\ °
== 2.2
) (DO) 2.2)

using the common power law model for path loB&ap02 (4.67)] where the dis-
tanceD; j between the nodesand j is normalized by a reference distaniog.

The path loss exponerd depends on the propagation scenario and is typically
between 2 and 5.

Mij =E{lhi

SNRs Throughout this thesis several expressions forShgmal-to-Noise Ratio
(SNR are used. As common in theoretical studie®/f04, Her05 ATO07], we
account for noise and average transmission powerrgjesence SNR

P

MNi=——
NoW

(2.3)

!in the literature[’; j is also referred to ag?.
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and express channel-related effects as scaling factonsstoeference. While this
example is given for a single system-wide transmission p&yere will similarly
define other reference SNRs for different transmission pew#&Yith reference
(2.3), themeanSNRreceived af is

vij="Tiil (2.4)

wherel’ j is used as a scaling factor to incorporate path loss.iff$tantaneous
SNRat | is then
v.j = Ihj°r (2.5)

where path loss is captured by the the mearrhr_)ﬂ2 and its random variation
captures fading that nodeexperiences per discrete time interval. Let us take a
closer look on the fading assumptions and models.

2.1.2 Fading models

Two basic models for time-selective fading are common inliteeature and also
used in this thesis. The first, so-caliddl. Rayleigh fading modelccounts foun-
correlated fadingvhere all channel coefficientsare i.i.d. random variables. The
second, so-calle@larke’s modelcapturesautocorrelated fadingand is a more-
complex generalization of the first model. We will now dissimth models in
detail.

Modeling uncorrelated fading

Thei.i.d. Rayleigh fading model is widely employed, e.gW[T04, Her05 ATO07]
and extensively described in the literature, e.V(Q5, Section 2.4.2], $A04
Section 2.2.1]. Let us focus on the basic properties and@aipbns of this model.

Probability Density Function (PDF) This model uses an uncorrelated complex
Gaussian process to capture the effect of fading on the ardpland phase of .
In particular, the channel coefficient; is a random sequence with i.i.d. Gaussian
real and imaginary components, zero mean, and a varigncesuch a complex
random variable is callecircularly symmetric complex Gaussiand denoted by
hi,j ~ E€N(O,Ij). The magnitudesh; j| are i.i.d. Rayleigh distributed and the
channel gaingh; j|? follow an exponential distribution where meBn; accounts
for path loss as described above. Wtg), this leads to i.i.d. instantaneous SNRs
with the PDF L
N — Y.

Py (Vi) v eXp( Vw_) (2.6)

around the mean SNR;.
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Figure 2.2: Channel gail|? vs. time with the block fading model and block time
Tp = 2ms.

Block fading channels This channel type is a common implementation of the
above i.i.d. fading model. An exemplary channel gain issiitated in Figure
2.2 For each discrete time interval, a single fading coefficisnndependently
generated and is assumed to hold until the next intervahkedtach interval is
called afading blockand we denote its duration by tfeding block time {.

This discrete model is based on the assumption Thas equal to theco-
herence time d i.e., the time over which the channel gain stays approxyat
constant. Beside assumifig = T, each fading block is seen as an independent
coherence period. We will see in Sectidri.3how both assumptions depend on
the channel’'s autocorrelation and when block fading carebsanably applied.

Model premises Modeling fading as a Gaussian process relies on a large num-
ber of independently reflected signals. This requires as@@with many small
reflectors and no dominating signal paths. Consequently;theRayleigh fading
model is usually employed for Non-Line Of SigNI(OS) situations in urban and
indoor scenariosiV05, Section 2.4.2].

The i.i.d. property implies that the modeled fading chasrmek (1) non-reci-
procal, i.e.h j # hj, (2) independent in space, and (3) independent in time. Each
of these properties is highly relevant for the following pteas.

First, without reciprocal channels, the transmitter camoiiserve the channel
state of link(i, j) from the received signaj; ; (e.g., from a packet readily received
with bidirectional communication). If the transmitter wano adapt to linki, j),
some form of explicitChannel State InformatiorCS|) feedbackrom receiver|
toi is required. As feedback imposes signaling overhead,sraod delay, it is an
important criterion to classify and analyze cooperatiastqeols (ChapteB) and
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allows significant performance gains with improved feedtstcategies (Section
5.2.

Second, throughout this thesis we will assume spatiallgpeddent fading
channels. This is justified by the fact that the separatietadce between cooper-
ating nodes is typically much larger than the coherencencgt PNG03 Section
2.2.2]. This significant benefit of cooperative relaying @bonultiple antenna
systems (where multiple antennas have to be packed on & siegke) is further
discussed in Sectiod.1.1

Third, by neglecting autocorrelation, the i.i.d. Rayleigdihg model does not
describe how the channel gain varies in time. This negleet®bppler effect and,
as we will discuss in Sectiaa 1.3 limits the application of this model to specific
mobility cases. Let us now describe a more general model dtycarrelated
fading which accounts for the Doppler effect as well.

Modeling autocorrelated fading

So far, we modeled fading only by first-order statistics, tleePDF, of the Gaus-
sian process. We can generalize this model by using the Hattat Gaussian
process can be completely characterized by its second-statestics, namely, its
Autocorrelation FunctionACF) [Ros96 Chapter 8]. The resulting model keeps
the aboveéPDFs of Rayleigh fading but additionally expresses autocatimadue

to the Doppler shift. In the literature, this basic model &mtocorrelated fad-
ing is known asClarke’s mode[TV05, Section 2.4.3]Jakes-like moddiCav0Q
Section 5], orland mobile mode[SA04, Section 2.1.2]. We describe its basic
properties only briefly and focus on the underlying assuomgtithat are relevant
for this work.

Doppler frequency/shift/spread A general autocorrelated fading model accoun-
ts for each individual reflected path. In this case the chiacoedficienth depends

on the Doppler shifdAf = fycost of each reflected path whereis the angle of
arrival of a path with respect to the direction of motion. Theppler frequency

is calculated byfy = fcv/c with carrier frequencyf;, speed of lightc, and the
relative velocityv between transmitter and receiver. The quantjtylso denotes
themaximum Doppler shifvhen the reflected path comes directly from the direc-
tion of motion (or— fgy if directly from behind). Hence, the Doppler effect shifts
the carrier frequency idf € [—fy, fq] and theDoppler spread2fy denotes the
maximum range of this shift.

Autocorrelation Function (ACF) Clarke’s model now simplifies the general
autocorrelated fading model by placing many reflectors angaround the om-
nidirectional receive antenna. This isotropic scenarsults in equal amplitudes
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[ —1=17.34 Hz
ffdeSO Hz

_fd=2.4 MHz

5 10
t [ms] t [ms]

Figure 2.3: Effect of the Doppler frequengy (rows) on the channel gajh|? vs.
time (left column) and on the ACR(7) vs. lag time (right column). Shown for a
vertical grid of 2ms.

and uniformly distributed phase shifts across all anglésp. [Cav0Q Section

5.1] for a detailed derivation). In this case, the CentraliLiftneorem allows to
model the contribution of all individual paths as Gaussiescpss. The lag-time
dependenACF is then given by

Ro=Ti;-Jo(2mfy1) (2.7)

using the mean channel gaiiin; as a scaling factor to the zeroth-order Bessel
function of the first kind

J(X) := %/Onexp(lxcosr)dr (2.8)

with the imaginary unit. Transforming 2.7) to the frequency domain provides
the Doppler spectrunas the well-known U-shape@SD (“bathtub curve”) as in-
troduced by Jakes idak62 Chapter 1].

In (2.7), [',j accounts for the magnitude of the channel gain (i.e., pah)lo
while the temporal stability of the fading process is defibgdhe Doppler fre-
guencyfy. The effect of this parameter on the channel gain andyda illustrated
in Figure2.3. For increasindy the channel gain decorrelates in time andA#-
narrows until the characteristic form of & clearly shown. Thus, a larglg ac-
counts for scenarios with high speed where the channel gainges frequently.
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Figure 2.4: ACF 2.7) shown vs. normalized lag timf -t for fy = 120 Hz; Co-
herence timd/ found at threshold .05R,(0) andT; approximated byZ.9).

Model premises As stated above, Clarke’s model is based on an isotropic an-
tenna gain pattern with a circular placement of many saaterThis leads to a
Gaussian process which, again, provides Rayleigh dis&ibotagnitudesh j|

and exponentially distributed channel gajhs; 1% with meanl j for anNLOS
situation. However, unlike in the above i.i.d. Rayleigh fagimodel, the channel
gains are now correlated in time. Clarke’s model is very papidr mobile urban

and indoor scenariog V05, Section 2.4.3] and is often used as a reference even
if more accurate channel models for specific vehicular stenand frequencies
ranges are employedMI07, HKK T07].

Unlike block fading, the autocorrelated fading model acttetior the fact that
afading channel can change at any time. Even after a lonfpgiabiod, an instant
deep fade can occur (e.g., Figts3, fq = 350Hz). To this end, autocorrelated
fading has to be studied at significantly smaller time sc#ies block fading
channels.

2.1.3 Coherence time: Slow versus fast fading

Definition and approximation As stated above, theoherence time cTis the
time over which the channel gain stays approximately constislore formally,

the coherence time is often defined asrtfirimal lag time T until theACF R, de-
cays below a given threshol@y05, Section 2.4.3]. We illustrate this relationship
between the coherence time aRglin Figure2.4 using 5% of the ACF’s initial
value as a threshold. With this common threshold, we Tihds the smallest lag
time such thaRy(T!) = 0.05Ry(0). However, significant correlation is still found
for lag times larger thaf! due to the slowly decreasing envelope of the Bessel
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function. Hence, the time over which the channel gain detates is typically
much larger tharT{ making the coherence time only a very rough estimate for
decorrelationCav0Q Section 5.1].

Moreover, it depends on the scenario (and is to some extbjacive) below
which level one can ignore autocorrelation. Although thevab % threshold is
often used TV05, (2.61)], various other approximations of the coherencesti
are given in literature. All of them are reciprocal to the Plgy frequency which
scalesRy on the time axis (cp. Figur2.3) but differ in an empirical factor. In this
work, we use

1

Ter —
¢ 8fy

(2.9)
[TVO5, (2.44)]. Depending offy, this approximation is three to four times smaller
than the abov@/ (cp. Figure2.4) and, thus, serves well as a pessimistic estimate
of the coherence time. Other approximation3@ih standard literature are either
between 2.9) andT! [Rap02 (5.40.b)] or even larger thaf{ [Cav0Q (5.1.17)].

Slow versus fast fading The coherence time is often used to distinguish be-
tweenslow fadingandfast fadingchannels but there is little consensus on these
terms. In this thesis we will use a terminology similar 1/p5, Section 2.3.1].
We call a fading channéhstwhenT is much shorter than the packet tifigand
slowwhenTy is longer tharTp.

Choosing the fading model In principle, the ACF 2.7) sufficiently character-
izes Rayleigh fading for any value dt andT,. However, slow and fast fading
represent asymptotic cases for which autocorrelationtenofeglected.

For a fast fading channel, i.€l¢ < Ty, each packet (usually a single code-
word) spans a very large number of coherence times. Suchardided situ-
ation occurs when the mobility is high (i.e., hidh, low T¢) with respect to the
packet time and allows to assume i.i.d. channel gains amun@locks TVO5,
Section 5.4.5]. Figur@.3(fqy = 2.4 MH2z) illustrates such rapid fluctuations with
respect to a typical packet time ©f = 2 ms (marked by the vertical grid lines in
the figure).

If fading is slow, i.e.,Tc > T,, the channel can be considered static over the
packet time and deep fades occur only occasionally. Thisiegiatic situation
is found when the mobility is low (i.e., very lovy, high Tc) with respect to
Tp. An example is illustrated in Figur2.3 (fqy = 17.34 Hz). Although for this
continuous observation the channel gain is strongly cateelin time, many stud-
ies assume that the channel coefficients of consecutivikkdlae uncorrelated
[LWTO04, ATO7, BSWO07, OAF08]. This assumption can be justified when a
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long time is spent between channel uses or when the channakgiecorrelated
by other methods (e.g., interleaving or coding over mankgistimes).

To sum up: By focusing on the extreme cases of slow and fagtgadiany
studies ignore the second order statistics (IF) of the fading process and
model only itsPDF. In this case the simple block fading model is used.

We will frequently use block fading in the following chaptdsut also justify
our results for autocorrelated fading when needed. We do €¢hapter4 and
Section6.2 where we focus on th& ~ T, case. In such intermediate situation
neither the fast nor the slow fading assumption clearly sioldigure2.3 (fg =
350 Hz) shows an example.

2.1.4 Performance metrics

In this thesis we use the following performance metrics.

Outage probability The outage probability provides an information-theoretic
measure of error rate for fading channels. A transmissian sutage if the
instantaneouSNR at the receivey falls below a specifie@NRthresholdy. We
can compute the probability of thigitage event the so-calledutage probability
POUt_ as the Cumulative Distribution FunctioBDF) of y evaluated ay = y. With
thePDFof y, we can write this general definition as

PoUt:= /0 ' py(y)dy (2.10)

giving the outage probability for arbitrary links and fagiohannels.

This metric can be easily illustrated for direct transnaasand block fading
by treating each block as #&WGN channel TVO05, Section 5.4.1]. The capacity
of this channel — formally the maximum mutual informatiorivieeen input and
output of the band-limited AWGN channel — is well known&tsannoror AWGN
capacity[Sha49. For an arbitrary fading block of the direct lirfk j), the AWGN
capacity iC(yi j) =10g,(1+ ¥ j) bits/s/Hz and only depends on the instantaneous
SNRYy ;.

Assuming that the transmitter selects a data rat&gpbits/s (given by the
spectral efficiency R= Rix/W in bits/s/Hz), at least an SNR of

log,(1+9) =Re y=2R—-1

is required to communicate reliably over such block. Otheevan outage occurs
and — as a direct consequence of the Shannon-Hartley theonencode can lead
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to an arbitrary small error rate. Consequently, the outagbaility of direct
transmission with block fading is

PSik =P{¥.j < ¥} =P{C(x,j) <R}

and depends om j and on the specifieR By inserting threshold/ and the
exponentiaPDF(2.6) into (2.10 we obtain

2R-1 . R_
PSVFE = —i/ exp(—@) dy j = 1—exp(—2 — 1) (2.11)
YijJo Vi i

1 Vi,

as explicit outage probability of direct transmission viaiad. Rayleigh fading
channel. Writing the mean SNR &s =T ;" we approximate

1 2R-1
PO ~ m - (2.12)

for asymptotically high SNR, i.el; — . Note that in this approximation the
link-dependent factadr; ; can be well separated from the system-wide parameters
Randrl". We will extensively use this property in Chap8when we approximate
Pt for large cooperative networks.

Outage capacity The outage capacit@® is defined as the highest data rate
such that a giveimutage probability constraing is not exceededTI[VO5, 5.4.1].
We can obtain

CU:—=max(R) s.t. PPUR)<¢ (2.13)

by solvingP°“{(R) = ¢ for R.

Practically speakingz°!'t measures the maximum data rate guaranteed for at
least(1— €)- 100 % of the time. Such target error rates are an importangmes
parameter of many wireless systems, e.g., the IEEE 802alitiatd specifies a
maximum Packet Error Ratd®ER) of 10% [IEE99. Especially in multi-hop
systems and under strict delay constraints (e.g., withevtiansmission) high
error rates can significantly decrease the performance st scenariogGo!"
is often seen as a more functional performance metric theuettodic capacity
C := E{C} which, in fact, implies an error rate close to zeASH"08].

Other performance metrics In addition to these fading-specific metrics we will
study performance in terms of data rate, ergodic cap@giBit Error Rate BER),
and Packet Error Rat®ER). We will detail these metrics when they are used.
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2.2 Diversity systems

Unlike for an AWGN channel, the error rate of a fading chanmstays only
linearly if the SNR increases. An effective approach to caefif this poor per-
formance is callediversity. By transmitting redundancy via independently faded
channel representations, the slope of the error rate caighiésantly improved.
After discussing the basics and terminology in the field gédsity, we will focus
oncombiningas a fundamental scheme to realize this approach.

2.2.1 Diversity order and gain

In Section2.1.4we used the error everiy; j < y} to derive the outage probabil-
ity for direct transmission with block fading. In this exal®@ single deep fade
suffices for the overall transmission to be in outage. Thelresan outage proba-
bility (2.12) that decays only linearly if the SNR increases. This pooigpmance
of fading channels is well known, can be shown for an arhbyjtearor rate metric
P€, and is not found for AWGN channels where the decay is expaditv/05,
Section 3.1].

A diversity schemean dramatically improv&® for fading channels by dis-
tributing a single codeword ovér independently faded channel representations
(so-calleddiversity branches In our above example, the diversity branches are
given byL i.i.d. fading blocks over which a single packet can be dsted sim-
ply by repeating it once per block (so-callezpetition coding. In this case, all
L diversity branches have to lsgmultaneoushaffected by a deep fade such that
the overall transmission is in outage. Since with incragkithis event becomes
less and less likely, the error rate substantially deceefmehigherL. In fact,

P€ decays exponentially ibh whenL i.i.d., Rayleigh-faded diversity branches are
employed TV05, (3.41)]. The number of employed independent fading brasch
L is called thediversity orderof the communication system and a scheme is said
to reachfull diversityif it exploits all available diversity branches of the chahn

IncreasingL substantially improves the slope Bf. This improvement is
calleddiversity gainand illustrated in Figur@.5. Full diversity and, therefore, the
maximum diversity gain can be already reached by simpletitepecoding but
more sophisticated coding shifts the error rate curve tdafig TVO05, (3.158)].
This offset is calledcoding gainand remains constant for increasing SNR while
the diversity gain improves with the SNR (Figu2eb). Mathematically, we can

state this behavior by
1 \!
Por | =—= 2.14
° (GCV) ( )
for asymptotically high SNR and i.i.d. Rayleigh fading bldekling. HereG. > 1
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L=2 Diversity
4 RN gain
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Figure 2.5: Outage probability vs. SNR comparing diversity coding gain.

Numerical results for two diversity ordetsandR = 1/4 bits/s/Hz. lllustration
similar to [PNGO3 Figure 5.2].

denotes the coding gain as a factor to the mean SNR while e ilmprovement
due to diversity is represented by the exporenthis standard form for the error
rate will be found frequently when we analyze the coding anérdity gain of
cooperative relaying systems in the following chapters.

2.2.2 Used diversity modes

With fading channels diversity gains can be reached in pleltlimensions. The
diversity schemes studied in this thesis — cooperationrsityeand Multiuser
Diversity (MUD) — combine the following basic diversity modes.

Temporal diversitydistributes a codeword over multiple coherence times. A
simple temporal diversity scheme was described in Se@idrl By repeating a
packet in each df fading blocksL coherence times are used and a diversity order
of L is reached. More sophisticated temporal diversity schentedeave code
symbols over the coherence times and are, thus, often cechbuith Forward
Error Correction FEC) coding. We will focus on the interaction of temporal and
cooperation diversity in Chaptdrand Sectiorb.

Spatial diversityschemes employ multiple antennas which have to be placed
such that theoherence distandge., the antenna separation distance above which
the channel coefficients are assumed to be spatially unatedg is exceeded. In
this case, independent diversity branches can be reachegpbgting the same
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symbol (or some form of redundancy) over multiple transmteanas using only

a single antenna for reception. This multipoint-to-poippwach is callegpa-

tial transmit diversityand is the fundament of all cooperation diversity protocols
discussed in the remaining chapters. On the other handlyifeosingle transmit
antenna is used but multiple antennas receive indepegdedtd signal paths,
spatial receive diversitys exploited. This point-to-multipoint approach is em-
ployed by theMlUD schemes in Sectidb.2

2.2.3 Combining

In many cases, the receiver reaches a diversity gain by econgainultiple signals.
The following standard combining schemes perform this &asignal level prior
to FEC decoding, are used in our system models in Chaptdr and5, and are
the basis for the practical combining schemes described apters.

Assuming coherent reception, the signalg, ...,y 4 that a destinatiod re-
ceives fromL transmitters are in phase and can be combined linearly by the
summation. In this case, the signabaafter combining is given by

L
Ya= ) ayid
=

where each received signal is weighted by its combiningfimeta; 4,...,a q.
With Selection CombiningS0), the receiver selects only the “best” of the
signals. Thus, SC defineg = 1 for channek with the highest instantaneoc8&R
Y While all other weights are 0. In practice, this technigai@sually simplified
by selecting the signals with the highest power instead dR $Bre03. In this
case, no furthe€Slis required.
Maximum Ratio CombiningNIRC) is a more sophisticated technique where
each weight is time-variant and proportional to the signadot mean square and
inversely proportional to the mean square noise. Hence,ightvealue is given

by a = \/E/nﬁd. If these coefficients are used to calculgieas above, its in-
stantaneous SN/IRis equal to the sum of the instantaneous SNR of all combined
signals. ConsequentliRC obtains the highest SNR from all linear combining
schemes and, thus, reaches the BER performance Bre03. The SNR gain

of MRC compared to SC and direct transmissian= 1) is listed in Table2.1

for several values df i.i.d. Rayleigh fading diversity branches. Nonetheless, to
reach these gains, MRC adds several restrictions to thensydt@st, accurate
knowledge of the noise and signal power is required whichoiseasily avail-
able in many receivers. Second, the combined signals habe tansmitted at
equal modulation and code. This restricts the choices &g, performance of
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Table 2.1: SNR gains of MRC for i.i.d. Rayleigh fadirgrg03 Table 1].
L  SNR gain of MRC [dB] compared to

SC Direct
2 125 301
3 214 477
4 283 602
(0] (0] (0]

rate adaptation. We will get back to these aspects when weribdesa practical
combining scheme in Chaptér

2.3 Basic constraints

Throughout this thesis, we apply the following fundamentaburce and system
constraints to assure a fair comparison of the transmissibemes.

Single antennas and bandwidth Each node employs only a single antenna. All
nodes operate in the same frequency band of signal bandWidthd each node
usesW Hz per transmission.

Orthogonality constraint  In this thesis, one node has to employ at least a single
orthogonal subchannel per transmission. Tdridhogonality constraintreflects
two restrictions of typical wireless systems. First, mamgke-antenna devices
are restricted thalf duplexoperation and, thus, cannot transmit and receive at the
same time on the same frequency band. Overcoming this tiontevould require
expensive transceiver hardware to decouple the transhite@ive process, e.g.,
by strict time/frequency synchronizatioRgp02 Section 1.4]. Therefore, half
duplex is the typical operation mode for mobile handheW&AN devices, and
wireless sensor nodes so far.

Second, the orthogonality constraint reflects that theoperdnce of many
wireless networks isnterference limited GKOQ]. This significant limitation re-
sults from the fact that most single-antenna receivers twtreat interfering sig-
nals as additive noiséRap02 Section 3.5] and that approaches to eliminate in-
terference from the received sign@KO08] are not practical so far. Instead, most
wireless networks avoid interference by multiplexing rijplét transmissions onto
orthogonal subchannels and by usinlAC protocol to coordinate the use of
these subchannels.
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Medium Access Control MAC ) and multiplexing loss For the sake of expla-
nation, we assume that duplexing aMd\C realize orthogonal subchannels by
separate time slots. Assuming this, Time Division Duplgx{iDD) and Time
Division Multiple Access TDMA) operation come at no loss of generality for the
results of our theoretical studies (Chapsaio 5). In these chapters, we assume
perfectMAC operation but account faMAC errors and overhead in Chapter

As a result,K transmissions within a single propagation domain are multi
plexed ontoK orthogonal subchannels. This completely avoids intentezebe-
tween these transmissions but significantly reduces thactgby the so-called
multiplexing loss Since per propagation domain each transmitter can use only
1/K of the channel resources, the overall capacity is dividel biXote that this
ignores quasi-orthogonal subchannels and spatial reuss atinus, a very strict
interpretation of the orthogonality constraint.

Energy and power constraints The theoretical studies in Chapt@rto 5 are
made under the followingotal energy constraint Independent of the number
of transmitters, always the same number of Joules is irgeict® the channel
to transmit an information bit from the source to the desioima This is a very
conservative constraint which assures a fair comparisomean relaying (where
multiple transmitters may inject energy) and direct traission (with a single
transmitter) in terms of radiated energy.

The total energy constraint is relaxed to fhex-node power constraimh our
practical studies in Sectiod.5 and Chapte6. Here, each transmitter spends
P Watts of average transmission power. As additional tratiersiincrease the
duration of a singleMAC cycle Teycle, the overall radiated energy increases with
the number of transmittets. Although this constraint is less strict than the total
energy constraint, it reflects the practical operatiowinAN s and other wireless
networks.

2.4 Summary of basic assumptions

In this thesis, we use the following general models and aptans. More specific
assumptions are described when they are used.

Fading Based on the classic discrete baseband model with Additivéa/Baus-
sian Noise AWGN), we focus on time-selective, frequency-flat fading. Thgma
nitudes of the channel coefficients are assumed to be Raydegibuted which
leads to an exponentially distributed instantaneous SNRre@@dion in time is
modeled using Clarke’s model with ag Autocorrelation FunctionACF) but
also temporally uncorrelated fading blocks are used wh@nogpiate. In space,
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received signals are assumed to be not correlated due tgpivalty large sepa-
ration distance of cooperating nodes.

Performance metrics In our theoretical studies the outage probabiR§" is
used to measure the error rate. This metric accounts fordileg@rrors due to
deep fades which are the typical error event at high SNR im¢achannels. From
POU the outage capacit@®! is derived as the highest data rate which can be
guaranteed at a specified outage probability levélnlike ergodic capacityzoUt
explicitly accounts for non-zero error rates which are theal case with practi-
cal transceivers, multi-hop communication, and delay taimds. Beside these
fading-specific metrics, we observe data rate, ergodicagp8ER, andPER

Diversity Diversity is a powerful approach to improve the error ratdaofing
channels. Even simple repetition coding reaches full digorderL and, thus,
improves the error rate exponentiallylin More sophisticated coding can further
improve the error rate by a coding gain. Cooperation diveraitd Multiuser
Diversity (MUD) are based on the basic diversity modes temporal and spatial
diversity. One fundamental scheme to reach a diversity ghtitne receiver is
combing. Coherent Maximum Ratio CombinifgRC) maximizes the SNR gain
and is assumed in the theoretical parts of this thesis; &@e€Combining §C) is

the basis of the practical combining scheme in Chafter

Constraints Several fundamental resource and system constrainteasdair
comparison of the studied transmission schemes. In pltjoegach node uses
only a single antenna and requires at least an orthogonehanhel for its trans-
mission. For simplicity, the transmissions are separatetine and each node
uses the full signal bandwidiV per transmission. While the theoretical studies
in Chapter3 to 5 are performed under the total energy constraint, the pde-no
power constraint reflects practicMLAN operation in Chaptes.

Confidence level and units To account for statistical significance, simulation
and measurement results are presented with 95 % confideecesils.

Unless noted by dB, all constants and variables are defindtkitirtear do-
main.



Chapter 3

Cooperative relaying — Protocols
and theoretical performance

We described in Chapt&that a source node exploits temporal diversity simply
by repeating its own information. Now we focus on wirelessuaoeks where the
source’s information is repeated by a relay node. Relayingig appealing in
wireless networks where

1. the broadcast medium allows a relay to overhear othershsdmals with-
out requiring additional channel resources;

2. itis likely that source and relay antennas are diffeyeatiected by fading
which can provide spatial diversity gains.

These properties of wireless channels have motivated thigrdef a variety of
relaying protocols that exploit spatial diversity. The ibaf these so-calledo-
operative relaying protocolsire described in SectioB.1 Then, we focus on
selection relayingas a class of many practical cooperation protocols such-as Se
lection Decode-and-Forwar&DF), Coded CooperatiorQC), and Opportunistic
Relaying OR) [LWT04, HNO2, BSWO07. We discuss these protocols in Section
3.2 and classify them into two fundamental typgSombining-based Selection
Relaying CSR andPath allocation-based Selection RelayiRSR.

For a first insight, we jointly derive the outage probabikiyd outage capac-
ity of both protocol types under idealistic assumptions étt®n3.3. Based on
this unified analysis, we systematically study the effediroited Channel State
Information (CSI) and network connectivity on the outage capacity and outage
probability of CSRandPSR(Section3.4). This allows a fair comparison @SR
and PSR protocols according to their individual CSI and connecgivdemands
and, finally, highlights in which cases either combiningdxor path allocation-
based selection relaying should be used.

23
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G
SN

@ —Slot 1 @ —Slot 1

----Slot 2 ----Slot 2
(&) Non-Cooperative Relaying (b) Cooperative TriangléXTR) us-
(NCR) using two unicasts ing a broadcast (arc) fromto

r,d and a unicast fromtod

Figure 3.1: Simple example of cooperative and non-coopearltying. Each
figure shows the packet flow from a sours®ia relayr to destinationd. The
transmission employs two orthogonal channels, e.g., tiote.s

3.1 Background on cooperative relaying protocols

Many cooperative relaying protocols were developed to awererror rate, cov-
erage, or data rate. While each of these schemes has its spmmikfits and
constraints, all these protocols are based on common pl&scof the channel,
coding, and medium access. These fundamentals are onflyldiscussed in
this section. Extensive surveys on cooperative relayiogogols are provided in
[LSSKO09 Part Il] and KMY06, VLK T07, VLK *09].

3.1.1 From relaying to cooperation diversity

In conventional wireless networks, a Medium Access ContkdAC) scheme
reinforces a point-to-point link for a transmission fromuswe s to destination
d. The simplest relaying scenario for such unicast transariss calledNon-
Cooperative RelayingNCR) and illustrated in Figur8.1(a) Here, a single relay
r receives and forwards a packéfrom sto d via the links(s,r) and(r,d). Even
this simplest scenario already includes two basic elenm&ntsore complex co-
operative relaying systems.

Multiple access and node processing

The first element is thenultiple access channelUnlike direct transmission, the
end-to-end transmission ¥ffrom sto d via relayr requires two nodes to transmit.
Each of the transmitteisandr demands an orthogonal subchannel (Se@i@n
These subchannels are realized by a Medium Access ColtA® | scheme, e.g.,
by non-overlapping time slots. In the first slot, nadkas to receive the packet
from the source (solid line in Figui1(a). Then, in the second slat,forwards
the source’s packet to the destination (dashed line).



3.1. Background on cooperative relaying protocols 25

We call the second basic element of relaymafe processingAfter recep-
tion, a relay mayegeneratehe bits of the source’s pack¥tby demodulation and
decoding. The relay may further store and process the regedbits, e.g., com-
bine these bits with different information and re-encodertsult using a different
code than the source. FiguBel(a)illustrates this operation by lettingforward
a possibly modified version of that is denoted b¥X’. While node processing is
ignored in traditionaktore-and-forwarchetwork models CLRS01, Chapter 26]
it is extensively used by cooperative relaying protocol® WMI discuss specific
protocols below.

The relay channel

Despite these basic elements, the simple point-to-poemasio in Figure3.1(a)
ignores one inherent attribute of the radio channel — itaticast nature. Including
this aspect extends point-to-point relaying to the podataultipoint scenario in
Figure 3.1(b) We call this most basic three-terminal cooperative netvibe
Cooperative TriangleQTR). It was defined by van der Meulen indM71] and
was later called theelay channe[CG79.

One important characteristic of the relay channel is thambines the multi-
ple access channel with the broadcast channel. While thepteudtccess channel
is already implied by two channel uses of conventional ptorpoint relaying,
the broadcast arises naturallysifends its packeX via a wireless channel. Here,
X reaches andd via a broadcast (Figurg.1(b) before the relay conventionally
forwardsX’ to d. As opposed ttNCR, the broadcast introduces a redundant trans-
mission ofX via the so-far unutilizeds, d) link but requires no additional channel
use to convey the packet to both nodesdd. Finally, two versions of the source
packet are received at which can improve the end-to-end performance by re-
dundancy and diversity. This is not achieved with poinptont relaying wherel
ignores the broadcast and receives only a single packetgitire first slot.

Since van der Meulen’s early workdM71], the capacity of the relay chan-
nel is a classic problem in information theory. Cover and EM@h[CG79
showed that random binninggW73 and block Markov superposition coding
[CT91, Chapter 8] achieve the capacity of the so-calledraded relay channgl
i.e., point-to-point relaying where links,d) is not considered. By generalizing
Block-Markov coding, Kramer, Gastpar, and Gupta provideglaimental coding
strategies which reach the capacity of specific relay cHanwi¢h a broadcast and
with multiple sources ifN terminal networksKGGO05. Similar results were ob-
tained by Hgst-Madsen and Zhang from the scope of poweratitot[HMZ05].

However, despite this seminal work, the capacity of the gdmelay channel
with three terminals and without degradation is still nobwm [Kra0g. So far,
only an upper capacity bound can be given by the cut set the[2&79.
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Cooperation diversity

Instead of studying ergodic capacity for asymptoticallygaodewords, one can
study the performance of the relay channel from the persfeect outage prob-

ability and error rate. This perspective is important inehss networks with

fading channels when the transmission delay is limited gbeh errors do not

average-out over long codewords.

One of the first studies in this field was performed by Sendsng&rkip, and
Aazhang BEA99. The authors observed that the linksd) and(r,d) in Figure
3.1(b)may experience a different channel state only due to thereéifit position
of the source’s and relay’s transmit antennas. Consequenthperative relaying
introduces spatial transmit diversity which can signifitamlecrease the error
rate at the destination (Secti@®). The authors called this concegioperation
diversityand left open how cooperative nodes share their transnahaas.

Even without a specific method for cooperation, cooperativersity already
points out important similarities and differences betweeaperative and multi-
antenna systems. Similar to Space-Time CodB§{ systems, a cooperation
diversity system employs multiple transmit antennas tdijpfoom spatial di-
versity. Therefore, cooperative networks are sometimisdcéavirtual Multiple-
Input Multiple-Output MIMO)” or “distributed antenna arraysPWS"04]. Un-
like MIMO, cooperation does not rely on multiple antennas per nodep&atve
relaying is possible even with single antenna devices butatso be combined
with MIMO techniques if multiple antennas per node are availablehBumnore,
in a cooperative network inter-antenna distances largan the coherence dis-
tance are easily achieved. Cooperating nodes are furthdrtbpa several to tens
of wavelengths which assures spatially uncorrelated alarin many propaga-
tion environmentsTVO05, Section 3.3]. Achieving such distances is not straight-
forward withMIMO where the inter-antenna distance is constrained by theelevi
size. This makes the design of smIMO devices difficult and can dramatically
decrease the performanceMMO systems due to spatially correlated shadowing
[PNGO3 Chapter 5].

Beside these benefits, a cooperative system connects thbuded transmit
antennas via a wireless link, e.gs,r) in Figure3.1(b) which can introduce un-
predictable transmission errors and delay. This is a s@arifidrawback compared
to MIMO where the inter-antenna link can be seen as an ideal owsal-bhan-
nel. Therefore, classic capacity results and coding tegtes foMIMO systems,
e.g., STC[Ala98], cannot be directly applied to cooperative diversity syss.
Instead, a method is required to invoke, maintain, and symere a cooperative
transmission via error-prone wireless links. This is aobiEby cooperative relay-
ing protocols whose fundamentals are described next.
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3.1.2 Fundamental cooperative relaying protocols

A cooperative relaying protocol defines how the cooperatimges exchange and
process information. A first approach for an asynchronous@odsion Multiple
Access CDMA) system is provided in§EA03d. Results for non-ideal spread-
ing codes and receivers are given BEAO03H and significant gains in outage
probability are shown.

Without restricting their assumptions to a specific mediwreas technique,
Laneman, Wornell, and Tse provide an early systematic casgraof cooper-
ative relaying protocols inUWTO01]. The authors extended this paper to their
seminal work [WTO04]. Focusing on the scenario in FiguBel(b) Laneman et
al. compare the fundamental relaying stratediesplify-and-Forward AF) and
Decode-and-Forward¥F) from the perspective of diversity. Both strategies rep-
resent extreme cases of the gen@uainpress-and-Forward3JF) strategy CG79
where the relay forwards an arbitrarily coded signal to testidation. WithAF
(also called non-regenerative relaying) the relay simpipkfies and retransmits
both the source signal and noise in the analog domain. D#ifalso called re-
generative relaying), the relay decodes and re-encodesotlmee signal in the
digital baseband before forwarding.

With either of these forwarding strategies, the destimatiombines the sig-
nals received frons andr usingMRC and obtains diversity gains if the channel
coefficients of(s,d) and(r,d) differ (cp. Sectior2.2). The authors show th#&tF
achieves full diversity, i.e., a diversity orderequal to the number of transmitters
in the cooperative network. Outage probability resultsasymptotic high SNR
are provided showing that the outage probability decreagpenentially in the
number of transmitters.

A further important result is that regenerative relayindyaachieves full di-
versity if the relay perfectly avoids error propagation.this end, Laneman et al.
introduce the concept gklection relayingvhere the relay only forwards a packet
if it has decoded it reliably. The authors introduced$id-protocol where the re-
lay always forwards correct packets and theremental relayingprotocol where
the destination requests a packet from the relay only if ithectitransmission
fails.

Based on these fundamental approaches a variety of relayatgcpls was
proposed to exploit cooperation diversity in the relay eten Focusing on the
class of selection relaying protocols, we now describe sy those protocols
which are relevant for this work.
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Figure 3.2: Operation of a general selection relaying altcAfter receiving and
regenerating the source packet, the relay decides whetHerward the packet
based on CSI.

3.2 Selection relaying protocols

In the basic Selection Decode-and-Forwaé®F) approach[WTO04], a relay fil-
ters out erroneous packets to reach full diversity. Theegfa relay regenerates
and detects erroneously received packets, e.g., by pargrenCyclic Redun-
dancy Check CRC). From this example, we can identify two basic properties
of a selection relaying protocolFirst, the relay performs frwarding decision
With SDF it decides either to drop or to forward the received packetco8d,
this forwarding decision is based on some formG8l, e.g., on aCRC check-
sum extracted from the received packet. These two chaistaterare the basis of
all previously developed cooperative relaying protochég tare compared in this
section. Note that under this definition eVE&R performs selection relaying if
the relay does not forward erroneous packets.

3.2.1 Generalization and protocol classification

Based on Laneman’s previous world§T04] we can generalize the basic op-
eration of a selection relaying protocol as in Fig@t2 The relay performs the
illustrated functions after receiving the source packetnmor to forwarding, e.g.,
between slot 1 and slot 2 in FiguBel(b) As illustrated, the relay regenerates the
source packet and performs its forwarding decision. Unihkie basic Selection
Decode-and-ForwardSPF approach [[WTO04], in general the relay has more
than two alternatives. For instance, the relay may decidatter forward the
received packet, a modified variant of the received packatpbto forward the
received packet.

This forwarding decision can be based on two type£8t. Either on so-
calledreceiverCSI(CSly) or on so-calledransmitter CS(CSky). While the re-
lay locally extracts CS} from the received packet, Gglefers to channel knowl-
edge from external sources. If the relay bases its forwgrdicision on such
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Non-Cooperative Relaying (NCR) }
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Decode-and-Forward (SDF)
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Opportunistic relaying/routing (OR)

CoopMAC
Path allocation-based Mg
Selection Relaying (PSR) Network path selection
Selection relaying

Figure 3.3: Selection relaying protocols and their empibg&I: The protocols
either follow theCSRor thePSRapproach. The shaded protocols are relevant for
this thesisNCRis included for comparison.

£

external CSl, this channel knowledge has to be available poidransmission.
The termfull CSldenotes that C&l as well as CS} is available.

Combining-based Selection RelayingGSR)

The employed CSI defines the further operation and perforemaha selection
relaying protocol. If only CS} is used, a relay forwards irrespective of the state
of other parallel links in the cooperative network. For amte, in Figure3.1(b)
the relay even forwards if the destination has already ctiyreeceived the packet
via the (s,d) link. Without CSl, this correct reception cannot be signaled to
r and the multiplexing loss due forwarding cannot be avoidédpecially with
multiple relays, such parallel transmissions decreaseffieetive rate by a high
multiplexing loss. Without intermediate adaptation dueC®ky, this form of
relaying can exploit spatial diversity only by combiningetreceived signals at
the destination. Therefore, we call this protocol typ@mbining-based Selection
Relaying CSR.

Various protocols in literature follow the CSR approach. Aresentative
selection is listed in Figur8.3 All these protocols employ only C{l They
primarily differ in their coding scheme. While th®DF protocol uses repeti-
tion coding LWTO04], i.e., the forwarded codeword equals the received codgwor
Coded CooperationGC) [HNOZ2] and Distributed Turbo Coded Diversity (DTC)
[ZV03, LVWDO06] employ Rate-Compatible Punctured ConvolutionRICPQ
codes Hag8§ or turbo codesHHWRO07), respectively. In addition to one of such
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FEC coding schemes, a CSR protocol may use network codikd.p6, BLO6a
WVKO07, WVKO8] or even space-time codin@E03 JHHNO4 during the relay-
ing process.

In this thesis we will not study such combinations of varicoding schemes.
Instead, our focus is on protocol aspects and on the effeiingded CSI and
other practical constraints on the protocol’'s performarite this end, we limit
our scope to the fundamen@DF protocol and taCC as a practical example with
more-sophisticateBEC coding. Since we focus only on the protocol operation,
our results apply to protocols that use different FEC codesploy space-time or
network coding on top of a cooperation protocol. We will détee CSR protocols
that are relevant for this thesis in Secti®2.2

Path allocation-based Selection RelayingASR)

One method to overcome the high multiplexing loss of Comlgfbased Selec-
tion Relaying CSR) protocols is to avoid unnecessary retransmissions. ligg re
knows the state of other links (i.e., GSls available) it can choose not to re-
transmit if direct transmission succeeds or if a differetay has a better channel
state towardsl. More general, if CSJ{ is available, only the nodes on the “best”
end-to-end network path frosto d need to transmit. Naturally, these nodes have
to be chosereforethey transmit, i.e., they have to be selectéegriori. We call
protocols that utilize C$l to select the transmitters on the “best” network path a
priori Path allocation-based Selection Relayifi®RSR protocols.

Choosing the transmitters a priori is an important diffeeebetween PSR and
CSR As discussed above, without GS& cooperation protocol can only reach
diversity gains by combining. This operation can be intetgd as choosing the
symbols from the “best” network path posteriori i.e., after the transmission
of all signals related to packet has ended. With this operation, each node re-
quires only local channel knowledge, i.e., &SIOn the other hand, PSR proto-
cols choose the “best” path before the transmissiahtias ended. Thia priori
selection requires Cg&lat the relays to inform them either about a centralized
choice or about the state of other links for a distributediahof the network
path. With ideal CS}, PSR protocols can choose the SNR-maximizing path and
achieve the same diversity order as CEBSYWO07.

In previous work, many PSR protocols were described. Fi@udists the
most relevant. The protocols differ in the form of GSand how this CS} is
fed back from the destination to the transmitters. Wimleremental relaying
[LWTO04] and CoopMACI[LTPO0Y use explicit feedback frond to s andr, op-
portunistic relaying/routingely on implicit negotiation among the noded\AC
[BKRLOG] or at routing level BMO5]. PSR protocols are also known under the
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Figure 3.4: Flow of data packets in a generalized SDF sagnari

namesetwork path selectiofBKRL06] andselection relayingBA07].1

To study representative PSR protocols with explicit andlioitpCSly feed-
back, we focus on CoopMAC and Opportunistic Relayi@R] in this thesis.
Both protocols are the basis of many derivative variants asdyrototyping at-
tempts have shown, are also practical. We describe relabeki and detail their
operation in Sectio3.2.3

3.2.2 Combining-based protocols

In a CSR protocol, allN relays forward a correct packet and the destination
achieves spatial transmit diversity gains by combiningrdeeived signals. Only
local CS}y is employed to perform an error test at the relay and for cattate-
tection and weighted combining at the destination.

Selection Decode-and-Forward$DF)

As described above, a basic CSR protocdbBF [LWTO04]. It exploits spatial
transmit diversity in the relay channel (FiguBeL(b) but may employ more than
a single relay. A general network with the relays.. ., ry is illustrated in Figure
3.4. After the source broadcasts packein slot 1, each of th&l relays decodes
and the received packet and performs an error test. Cornetbived packets
are re-encoded using the same code as the source — a prokadwre asrepe-
tition coding Consequently, each of thé relays forwards either pack& = X
or does not forward in the subsequent slots. If each relayaais,K = N+ 1
slots are required and + 1 signals are combined at the destination. With ideal
error detection and combining, finally, a diversity ordeiLof N + 1 is reached
[LWTO04].

1As in [LWTO04], we use the ternselection relayingo denote the selection of the forwarded
packet during the relay’s local forwarding decision andthetselection of the relay or the network
path. Hence, the terminology d8A07] does not coincide with the one adopted here.
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Xa

. ) 4
Xo! @ ' —Slot 1 @ ® —sbt1
----Slot 2 ----Slot 2
(a) Phase 1 of CC: Nodeandbact (b) Phase 2 of CC with symmetric
as source cooperation: Node forwards

the packet ob and vice versa

Figure 3.5: Flow of data packets in the Coded Cooperat@®) (protocol with
N+ 1 = 2 cooperating nodesandb.

While this approach assumes that a relay emplog&R& or similar error de-
tecting code, in principle, any form of Cgkan serve as an error detection metric.
Using SNR was proposed by Herhold, Zimmermann, and Fetfi#iE04]. This
provides a more general forwarding decision model than the 6&ed SDF
protocol but introduces the problem of SNR-threshold selact For uncoded
systems, the threshold minimizing the BER can be found agaliyt [OAF07].

For coded systems, also tR&C decoder output can serve as an error detection
metric [VVA T08H. We will discuss details of this approach in Chapter

Coded Cooperation CC)

This CSR protocol was proposed by Hunter and NosratiiM{J2]. The authors
proofed full diversityL = N+ 1 and approximated outage probability at high SNR
[HSNOEG. Unlike SDF, CC supports multiple sources and the retransmission of
incremental redundancy. We employ this flexibility for odiaative CC protocol
in Section5.1

CC differs from SDF in its coding process and protocol operat\With CC,
the nodes cooperateutually i.e., each transmitter may alternatively act as source
sand relayr. Figure3.5reflects this by the cooperating nodeandb. As shown,
mutual cooperation splits thdAC cycle in two phases. In phase 1,[dH- 1 trans-
mitter act as sources. This initial data exchange reqiredl slots. Afterwards,
the nodes switch to relay mode and forward correct packetseirsecond phase
usingN + 1 slots. If each node forwards, the nodes coopesatemetrically(Fig-
ure3.5(b). Asymmetric cooperatiooccurs if a packet was not correctly received.
In this case a node employs its slot in phase 2 to retranssmoinh information.
For instance, if node does not correctly receive packg, it retransmits its own
packetX) even if nodea has already forwarde¥,. Consequently, three versions
of X, can be combined at the destination but only one versiofy oéachesl. In
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Figure 3.6: Coding and protocol procedure of Coded Cooperatidow chart
based onll\HHO4, Figure 5] and [SSKO09 Figure 4.8].

any caseK = 2(N + 1) slots are used in total and transferring a single packet flow
requiresN + 1 slots.

Unlike SDF, the CC protocol integrates the cooperation amdbioing pro-
cess intd~ECcoding. Instead of repetition coding, CC is basedR@PC[Hag89
which allows to retransmit incremental redundancy of a pagkin phase 2, i.e.,

X # X'. Although each cooperating node transnhittiformation bits coded at
rate R: = k/n to n = n; + ny bits, the number of bits, that are transmitted in
phase 2 may differ from the number of bitstransmitted in phase 1. The values
n; andn, are defined by the free parameteoperation levefl = n;/n and are
known at each node.

Figure3.6extends Figur8.5by the coding process at the nodes. At the begin-
ning of the transmission cycle, each node operatssumnce modeAs illustrated,

a node removes; bits fromn by puncturing and stores these bits. During phase
1, the nodes broadcast the remainmdits tod and to a potential relay.

After phase 1, each node switchesétay modeand decodes and error tests
the k bits received from the partner. If the error test succeduspartner’s bits
are re-encoded to bits and puncturing extract® bits according tg3. These
regeneratedh, bits are relayed tal. If a node in relay mode cannot correctly
decode its partnerk bits, it transmits its owms bits which were stored initially.
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After both phasesn; andn, bits may be available per node. In this cake
combines these bits by de-puncturiiy$0Q Section 8.2.6] which can introduce
a spatial transmit diversity gain. De-puncturing requiretching coded bits be-
tween the phase 1 and phase 2 packets which is providedR@BCcodes.

3.2.3 Network path allocation-based protocols

In PSR protocols either only a single relay forwards corpaatkets or the direct
link is chosen. Instead of choosing the “best” symbols agrast by combining,
PSC employs C$%l to allocate the “best” links prior to the transmission of the
relays. WithN alternatively transmitting relays this provides full disiy order

of N+ 1 [BSWO01, costs only a single retransmission per MAC cycle but rezgi
CSly at the relays. With non-reciprocal fading channels thismclehknowledge
has to be obtained bgSI feedback via wireless channels which can reduce the
end-to-end performance by overhead and errors.

Opportunistic Relaying (OR)

This basic PSR protocol was introduced at the routing lay@ibwas and Morris
[BMO5]. At high SNR, Bletsas, Khisti, Reed, and Lippmann providedagat
probability approximations, showed full diversitg$W07, and showed thaDR
significantly improves the diversity-multiplexing tradeof CSR protocols by
reducing the number of retransmissioB&KRLO06]. At low SNR, Beres and Adve
approximated outage probabilitBA07] and Adinoyi, Fan, Yanikomeroglu, and
Poor provided closed-form solutions for the approxini2iER [AFYP0§. All this
work shows thaOR significantly improves the error rate of direct transmiasio
under idealistic system ar@SI| assumptions.

Figure3.7illustrates an example scenario OR with N relays. In this two-
hop scenario, allocating the “best” end-to-end network patequivalent with
choosing the best relay. Mar@R protocols aim for minimal end-to-end error
rate and, thus, choose the path which maximizes the SNIRI&an OR protocol
aims to maximize throughput, even the direct link may beudel.

To allocate this “best” path, C§lhas to be provided to either the source or the
relays. With non-reciprocal fading channelddhas to extract this channel knowl-
edge from a received packet and has to transfer it back tardineritters. As
illustrated in Figured.7(a)this so-calledCSI feedbackan be efficiently realized
by a broadcast.

Where the feedback phase in FigiB&'(a)is placed in the protocol cycle
depends on when OR performs its path allocation.pimactive OR protocols
[LTL T06, BSWO07, the source chooses the path before its data transmidsign (
ure3.7(a). Therefore, the feedback phase is typically performeeatly before
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cast, the “best” relay for-
wards

Figure 3.7: Flow of control and data packets in @R protocol. Figure based on
[BSWO07.

the broadcast in slot 1. Witteactiveprotocols the relays choose the path between
slot 1 and slot 2, e.g., by reacting to outstanding Acknogteent ACK) pack-

ets or to explicit Negative AcknowledgmemMACK) packets. To this end, many
reactive protocolsBM05, BSWO07 transmit CSI feedback (e.g., as &CK or
NACK) between slot 1 and slot 2 of the data transfer phase in FRjd(b) Once

the “best” path is allocated, only the chosen relay forwdhdspacket using the
second slot of the data transfer phase. To this end, typicgfietition coding is
assumed, i.eX’ = X.

As a matter of fact, current papers O protocols ignore the feedback phase
in Figure3.7(a) Either full CSl is assumed to be available at no c&KRLO6,
BAO08, AFYPO§ or feedback procedures are given but assumed to operate at n
cost and without erro§M05, BSWO07. Neither of these assumptions is realistic
with non-reciprocal fading channels which are common inpevative relaying
scenarios. In this case, the overhead and errors due to G8idele can highly
degrade throughput and error rate of OR protocols. Thezetbe constraints of
the feedback channel have to be included in the analysis o P&formance.
We do so in SectioB.4.

CoopMAC

CoopMAC aims to increase the throughput in IEEE 802AIIIAN s by the help
of a relay. Liu, Tao, and Panwar introduced this prototdH05 and described
an extended version and a firstimplementatiofiN *07]. An extended prototype
is discussed inHKEPQY. This practical PSR protocol is a relevant benchmark
for our prototype in Chaptes.

CoopMAC integrates PSR into the IEEE 802 MIAC sublayer [EE99. To
this end, it extends the IEEE 802.11 Request-To-SBA&)/Clear-To-SendC TS
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Figure 3.8: Flow of control and data packets in the CoopMAGqwol. Extended
figure based onJTN*07).

cycle by a so-calledHelper ready To SendHTS packet as illustrated in Figure
3.8 In CoopMAC the source overhears GStom ACK and CTS packets, es-
timates the end-to-end throughput, and maintains a lidiedd estimates for all
possible relays. Based on this lisfproactively chooses the relay which provides
the highest estimated throughput. To initialize the CoopM#A€le, s broadcasts
an extendedRTS packet to the chosen relay add(Figure 3.8(a). This RTS
packet includes the requested data rate and the relay goligsevith anHTS
packet if its own estimation of the data rate matches. Thecedien broadcasts
its data packeX to the relay andl. If received correctly, the relay re-encodes and
modulates the packet at a potentially higher rate,Xe# X, and retransmits this
packet tod. The destination performs no combining but selects thedosectly
received packet from both paths and, finally, answers witAGK.

With the help of a relay the source can select a transmisateriarger than the
direct link supports. Nevertheless, this comes at the dostsignificant amount
of control transmissions ar@dSI feedback. The literature on CoopMACT[PO5,
LTL T06, LTN 07, KKEPQOY and its derivativesTWT08, SZW09 shows two im-
portant aspects. First, none of these studies compareséi¢icéve rate of Coop-
MAC vs. the direct case at equal injected energy. Such a béoteagy constraint
is, however, crucial for a fair comparison (Sect@3). Second, CoopMAC im-
plies that the control packets are received at negligibler eate, e.g., by using a
robust modulation and code. This assumption may not holad fading channels
where diversity gains are required to overcome deep fad#stlams, lost control
packets may significantly degrade throughput. We study &splects theoretically
in terms of outage capacity in Secti8rtand practically by measuring throughput
and error rate in Chapté:
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3.3 Performance analysis of selection relaying

We compare the performance BERandCSRin two steps. First, we derive the
diversity order, outage probability, and outage capadi provide approxima-
tions for general cooperative networks at high SNR andtiiis these methods
for networks with one relay and with two relays. Idealistssamptions allows us
to jointly analyze PSR and CSR.

This unified analysis is a starting point for the individuaalission of PSR
and CSR in the second step of our study. In Sec3idnthe general performance
results of selection relaying are degraded according toniigidual constraints
of PSRandCSR Although under ideal assumptions the results of both jpaito
match,PSRandCSRhave different requirements @Sl and network connectiv-
ity. Accounting for each of these constraints separatedgldeto individual per-
formance results and provides a systematic comparisontbfdedection relaying
approaches.

3.3.1 Method and assumptions

Our study is based oaut set analysiknown as a useful method to derive the
outer capacity bound of a network from its grai@TP1, Section 14.10]. Before
we apply this graph-theoretical approach to approximaterdity order, outage
probability, and outage capacity for cooperative netwpldtsus define the basic
terminology and assumptions.

Channel and system assumptions

Our channel and system assumptions are widely used in tieesiadies of coop-
erative relaying protocold]WT04, BFY04, SSLO7 BSW07, OFYTO0§. Assum-
ing the constraints from Secti¢h3, we compare direct transmission and cooper-
ative networks with multiple transmitters at equal enetggrnsmission time, and
bandwidth.

Fading channels are modeled using the block fading model 8ection2.1.2
choosing a block time equal to the duration of a MAC cycle,, iTg := Teycle-
According to this model, the instantaneous SMRof an arbitrary link(i, j) is
an i.i.d. exponential random variable with the megp= T ;I". As described in
Section2.1.1 T is the system-wide reference SNRJ) while I'; j accounts for
the path loss of the individual link. We emplog.9) as path loss model. For all
shown numerical results we assume a reference distargg-eflL and a path loss
exponent ofn = 2.4 with no loss of generality.

At system level, we assume that an ideBC scheme provides an orthogonal
subchannel for each transmitter, perfectly avoiding fetence among the stud-
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Figure 3.9: Example flow network using instantaneous SfNRas capacity
weight for any link(i, j) and the unidirectional cut se$, ..., Ss.

ied nodes (Sectio.3). We denote the number of orthogonal subchannelk by
We further assumeommon codebookse., all nodes employ the same channel
code. This implies repetition coding at the relays. As comnmooutage analysis
we assume deep fades to be the only error event. Other caudesoaling errors

are ignored by assuming ideal error correcting and err@atieg codes. Assum-
ing ideal coherent signal detection and ideal Maximum RatimBiaing (MRC)
ignores power losses in imperfect receivers (Secfd). This implies thatd
extracts ideal C$} from the received packets and is a common assumption for
analyzing coherent receiverSA04, Section 3.1].

Besides these standard assumptions, we explicitly studgftbet of limited
channel knowledge on the performance of selection relagnogpcols. To this
end, we assume fullSlin this section but limit CSJ} in Section3.4to account
for limited feedback. We study scenarios with multiple yslaln addition to the
general case witN relays, we study networks witd = 1 andN = 2 representing
the minimal scenarios fALSRandPSR respectively.

Flow networks and cut sets

Our analysis is based on common graph-theoretical netwaidketa and defini-
tions [CLRSO1, Section 26.1]. A cooperative or non-cooperative netwsnkod-
eled as dow networki.e., a finite directed graph where each l{ink ) is weighted
by its AWGN capacity. Only links with a positive capacity aneluded.

Each flow network includes a dedicated source reoded destination nod
We assume that any potential relay node betwaeandd lies on somepath, i.e.,
for any node there is a pats— r — d. Unlike most graph-theoretical approaches
[CLRSO1 Section 26.1], we do not requiflew conservationinstead, the rate of
the information flow leaving a relay may be different from th&e of the incoming
flow. This accounts for node processing, where a relay may packets or may
encode these packet at a different rate prior to forwarding.

Figure 3.9 shows an example of a flow network. Here the potential relays
b andc are located on the pattss— b—+d,a—c—d,anda—-b—c—d
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between sourca and destinationl. We call any path between the source and the
destination arnd-to-end pathAs discussed in Secti¢hl.4 the AWGN capacity
C(yi,j) =logy(1+y j) of alink (i, j) only depends on the instantane @Ry ;.
Hence, it suffices to weight each link only by the correspogdnstantaneous
SNR(cp. Figure3.9).

The figure further includes thremutsillustrated as dashed lines. A cut sepa-
rates the network into disjoint subsets ancu&set § includes all links crossing
this cut, e.g.5 = {(a,c),(a,b)} in Figure3.9. The number of links within a cut
set$, is given by thecardinality |S,| of this cut set. For exampl&; in Figure3.9
includes two links and is, thus, of cardinalig;| = 2. We denote alN cut sets
of a flow network by the supersBtwith S := {S;,...,S,,...,Sv}. Note that only
unidirectional cut setare defined in Figur8.9. That is, all links within a cut set
cross this set only in a single direction. This results fromnfact that the capacity
C(Sy) of an arbitrary cut seb, is composed only of nonnegative flowGL{RS01,
Section 26.2]. Therefore, no cut ggi,b), (b,c),(c,d)} is defined in Figure.9,
as(b,c) would cause this set to be bidirectional.

3.3.2 Outage probability for arbitrary flow networks

In classic literatureHiM02, LWT04] and many follow-up papers the outage prob-
ability and diversity order of cooperative relaying praitscis directly derived
from the outage events. This allows to analyze specific nddsviout cannot pro-
vide general results. To analyze arbitrary flow networkdaimy number of re-
lays we employcut set analysigCT91, Section 14.10]. Boyer, Falconer, and
Yanikomeroglu extended this method to derive diversityeo@hd outage proba-
bility for cooperative networksgFYQ7]. We will now describe this method and
apply it to several network examples.

Diversity order

With cooperative relaying, multiple links are employed arallel and these links
are included irN cut sets. Given all cut sef we can find the diversity order
by searching the cut sets

Sm:={SeS | |9=L} (3.1)
that include theminimumnumber of links

L = min(|S). (3.2)

Hence, the diversity orddr of the flow network is the smallest cardinality over
all its cut sets.
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The rationale behind this definition is tHatepresents the number of indepen-
dent links which at least have to fail to cause the end-totearsmission to be in
outage. Over all cut sets that a cooperative end-to-endrrasion traverses, this
“bottleneck” is given by the cut set of smallest cardinality

Outage probability

Deriving the end-to-end outage probability at the desiomed for arbitrary flow
networks with selection relaying is given iBFYQ07]. The resulting end-to-end
outage probability of selection relaying for common code{soat high SNR is

1 /2KR_\*t
out ., —
= NL!G)( - ) (3.3)

and depends on the number of orthogonal chankelhie spectral efficiencig,
and the diversity orddr. Equation3.3further includes the link-dependent term

1
o= Y ( M F) (3.4)
VSneSm \¥(i,))€Sn ")

where we define thkl cut setsSy C S of minimal cardinalityL as in 3.1).

The derivation in BFY07] makes use of the fact that, given common code-
books, the end-to-end outage probability is upper boungeithd outage proba-
bility of the cut setsSy;. Put less formally, no cut set with more thiarinks can
decrease the overd®' below the outage probability given by this “bottleneck”.
Therefore, 8.4) accounts only for the links of those cut s&kg that define the
diversity order.

3.3.3 Outage probability for one and two relays

We will now apply the methods from Secti@3.2to derive diversity order and
outage probability of selection relaying for specific netk# Introducing the
methods for a single relay, we extend this basic scenarb 02 relays on two
alternative paths which represents the minimal scenarionmy PSRprotocols
[BMO5, BSWO07 BAQ7]. For this scenario, we classify the possible flow networks
and compard’SRand Combining-based Selection Relayi@SR at full CSI.
We further assumeleal connectivitywhich means that a given flow network can
always be established. Networks without these idealisscaptions are studied
in Section3.4.
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(@ NCR (b) CTR

Figure 3.10: Flow networks for a single relay either perfmgriNon-Cooperative
Relaying NCR) or CSRin the Cooperative Triangl€TR). Each graph includes
all distinct directed cut setS;,$ and the instantaneous SNR; for each em-

ployed link (i, j).

Single relay

We start our analysis with the single relay case. As disclss8ection3.1, this
can lead to the two networks in FiguBe1Q With Non-Cooperative Relaying
(NCR) the nodes establish the point-to-point network in Figdidd(a) With co-
operative relaying the point-to-multipoint flow networkkigure3.10(b)is estab-
lished. We call the latter network graph Cooperative Triar{@TR) and assume
that a Combining-based Selection Relayi@SR® protocol is employed. This
case is equivalent to the bassDF protocol L WT04] and allows a consistent
comparison of the results. Both flow networks in Fig@r&0 only differ in the
direct link (a,d) which is only included in th&€TR as only theCSR protocold
makes use of this link by combining.

In both protocolK = 2 orthogonal subchannels are required per end-to-end
transmission frona to d. This splits theMAC cycle into two phases. In the first
phase, relap overhears the signal from In the second phaskemay forward this
signal tod. Note that even witlCTR, only K = 2 is required as noda overhears
the signal froma as a broadcast and, thus, requires no additional phasediveec
the first packet.

In the CTR network, we obtain the diversity order as B14). Both cut sets
include two links, already at minimum cardinalit$;| = |S;| = 2. Hence, the
diversity order of the CTR i& = 2. The end-to-end outage probability of the
CTR is derived according to Sectidh3.2 Applying (3.4) to both cut sets in
Figure3.10(b)provides the link-dependent tet@r1r = ©1 /I 3¢ Where

~ Tap+Tpd

Or = 3.5
T Mablbd (3:3)

includes all links other thafia, d). Inserting®ctr and the above-derived values
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for K andL in (3.3 yields

1 2R _ 1\ 2
put — __~ @ 3.6
CTR = oF T ( - ) (3.6)

for the end-to-end outage probability ofGSR protocol operating in th€TR
network. Note that this result consistently matches thageiprobability given in
[LWTO4, (22)] that was approximated using a different method.

ForNCR, the derivation is similar to the cooperative case d&snnot exploit
channel(a,d), both cut sets in Figur8.10(a)include only a single link. This
means that even if only a single link in FiguBelO(a)is in outage, an outage
atd occurs. Consequently, the diversity ordetis- 1 which is equal to direct
transmission. Applying3.4) and @.3) results in

22R_1
rite—or (57) 37)

for the end-to-end outage probability BCR. This result is similar to thé°!
approximation for direct transmission i2.02. Compared to direct transmission,
NCR still only achieved = 1 but add¥K = 2 as a factor t& since now two slots
are required.

We will further discuss these analytic results and provideerical examples
below. Let us first derive diversity order and outage prolasidor the two-relay
case.

Two relays

The diversity order and outage probability can be furthepromed by adding
more relays to theCTR. Besides employingCSR protocols like SDF or CC,
multiple relays allow to us®SRprotocols such a®R or CoopMAC (Section
3.2). While with CSR d combines the signals received from all relays and from
the direct link, aPSRprotocol aims to choose the relay which provides the best
path towardsl. Naturally, such relay selection is only possible with asiN = 2
relays.

To systematically study the two-relay case, we account lfquassible flow
networks. Therefore, we add noddo the CTR which, like nodeb, performs
regenerative selection relayingdoThis leads to the four flow networks in Figure
3.11 As in [LVK *08], we call these networkdiamonds Flow networks where
the direct link(a,d) is included are calledtrong networks making use of the
inter-relay link(b, c) are calledull. Networks without these links are calleetak
or sparse respectively. In each of the resulting four diamonds, anhe nodes
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(@) Weak Sparse Diamond (b) Strong Sparse Diamond
(WSD) (SSD

(c) Weak Full Diamond (d) Strong Full Diamond
(WFD) (SFD

Figure 3.11:Diamondflow networks in a four-node scenario with unidirectional
transmission fronato d: Instantaneous SNR ; for any link (i, j) and all distinct,
unidirectional cut setS :={S;,...,Sn}-

a,b,c may transmit. If these nodes transni{t,= 3 orthogonal subchannels are
required.

For both sparse diamonds, we define the cut$ets{S;, ..., &} as illustrated
in Figure3.11(a)and3.11(b) For the full diamonds, defining a cut s&tis not
defined as the inter-relay linfb, c) would causes; to be bidirectional. Hence,
for both full diamonds, only the cut sefs:= {S;,...,S3} are defined in Figure
3.11(c)and3.11(d)

Combining-based Selection RelayingGSR) This protocol type can operate in
each flow network in Figur8.11 For each network, we obtain the diversity order
after combining atl as above. Searching ti cut setsSy; C S with minimum
cardinality provides the diversity ordéras the number of links in these sets. If
CSRis employed in the sparse diamonds, we find the four§gts= {S;,..., S}
while, for the full diamonds, only the two sélg := {S;, S3} includeLy channels.
Counting the channels in these sets results in diversityrdrée 2 for the weak
and inL = 3 for the strong diamonds.

Note that with full diamonds eveaican combine the two signals frofa, c)
and(b,c). This causes £TR a— b — c to appeainsidethe diamond improving
diversity order at node. Naturally, the diversity order of thi€ETR at nodec is
L. = 2. Formally, this is derived as above handling nods a destination. Finding
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Table 3.1: Results of the outage analysis for CSR.

Flow network  Outage probability at highDiv. order, Div. order # subchan.

SNR, PoUt ~ L atc, L K
Direct Tldﬁ%l 1 —~ 1
NCR or (£12) 1 1 2
1 22R_1\2
CTR or (£ 2 1 2
2
WSD Jos (2 2 1 3
2
WFD Jor (211 2 2 3
R_q1\3
SSD 6rades(2 1) 3 1 3
23R_1
SFD 6rad < : 3 2 3
Any o (25) Sl IS N+l

all S§; cut sets of minimum cardinality at nodeand calculating the cardinality
for any of these setS;, € S} leads toLc = || =

Using 3.3 and @.4) provides the outage probability approximations for high
SNR as in Tabl&.1 The link-dependent terms are

Mablact+Taplcd+Taclbd+Tbdlcd

Og= 3.8
S Mablaclbdl cd 38)
for the sparse diamonds and
Capl Mbgl
O — abl act!lbdl cd (3.9)
Mablaclbdl cd

for the full diamonds. For the weak diamon@®s and ©f directly result from
(3.4). For the strong diamond&s or O occur if 1/T 5 4 is factored out from the
result of 3.4).

We summarize the analytic results I66Rin the four diamond networks in
Table3.1 For comparison and to highlight the uniformity of th&'t formulas, we
include direct transmission and the general approxim&toselection relaying
in any flow network.

Path allocation-based Selection RelayingRSR) If path allocation is based on
full CSI, PSR protocols can be treated similarly to combining-basedquais
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Table 3.2: Results of the outage analysis for PSR with full CSI.

Flow network  Outage probability at highDiv. order, Div. order # subchan.

SNR, pout L atc, L¢ K
WSD Jos (7 i 2 1 2
SSD 5-Os (2”;—1)3 3 1 2
Any o (2 S 1 1.2}

(Section3.2). To minimize P°Y, any of the abové®SRprotocols would choose
one of the patha— d,a— b— d, ora— c¢— d. As no combining is performed,
nodec cannot profit from linkgc, b) or (b, c). Without combining, both links can
only increase the end-to-end outage probabilitg and are, thus, not chosen by
PSR

Consequently, PSR only operates in the sparse diamid&3andSSDmak-
ing (3.9 the relevant link-dependent term. Assuming ideal (cFISR chooses
the best out of two paths in the WSD and the best out of threes patthe SSD.
Thereby, PSR reaches equal diversity ofddes CSR at the destination — a result
also shown by Bletsas et aBKRLO06]. This leads toL = 2 for the WSD. For
the SSDand any denser configuration with four nodes 3 is reached. For any
number of relaysPSRreaches. at the cost of eithek = 1 if the direct patta— d
is chosen or aK = 2 if any relay is chosen.

These results foPSRwith full CSl are summarized in Tablg2 Although
the outage probability is derived equally 8RandCSR the obtained°" func-
tions differ in their parametets, L, andL.. We will now discuss the differences
between the two protocols in detail.

Discussion

Analytic results Let us first discuss the above analytic resultsG&@R (Table
3.1). Comparing the link-dependent terms for the spa8s® @nd full diamonds
(3.9 shows thatOs has a larger numerator th&@y while the denominators are
equal. As the SNR scaling factbr j can only take positive values, we obtain

Os > Of. (3.10)

This means that the outage probability of a CSR protocol camipeoved by
connecting the relays by an intermediate link, i.e., ljbkc) in our full diamond
configurations. This result holds for any network geomehgré expressed by
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thel j values). The inter-relay linkb,c) provides this gain by causing@TR
a—b—cto appear inside the diamond, improving diversity ordematat to L. =

2. Hence, even with th&/FD where the direct link cannot be used, cooperation
within the diamond can improve overall outage performanc€SR

Comparing the outage probabilities@ERfor the weak and strong diamonds
shows that using the direct link adds a factgf 14 and increases the diversity
order by one. Both significantly improves the outage prolggbibr a strong
diamond if compared to the corresponding weak diamond.

The parameteK accounts for the number of orthogonal subchannels required
for a an end-to-end transmission frano d. As the multiplexing loss increases
linearly in K, this parameter represents the cost for the additionasinegssions
due to relaying. WithlCSRprotocols the multiplexing loss depends on the number
of relays. As source and &l relays can transmi = N + 1 orthogonal subchan-
nels are required. Comparing configurations of edfuahows thalNCR and the
weak diamonds make only inefficient use of the channel bydipgrK phases
for reaching a diversity orddr = K — 1. In contrast, direct transmissio@TR,
and the strong diamonds reach= K. While this difference has only a small ef-
fect on the outage probability, it highly affects the outag@acity reached in a
configuration. We will further discuss this aspect in Set83.4

The outage probability odPSRprotocols with fullCSI (Table3.2) is similar
to that of CTR. The first difference result from the lack of combining. Vth
combining,PSRcannot profit from the inter-relay links to increadsgand, thus,
employs only the sparse diamonds. The second differenbati®SR can achieve
full diversity at the cost oK = 1 or K = 2 orthogonal subchannels. This can be
beneficial in terms of outage capacity and is further disetis®low.

Numerical results As an example for the above analytical results, Fidlife
shows numerical results for the parameters from Se@&i8riland a symmetric
diamond geometry. Here, all node-to-node distances aretlexcept for the
direct link where the diamond geometry requires a distafide,@ = V2 units
between noda andd. Figure3.12compares different flow networks as well as
different protocols.CSRprotocols operate in any diamond network from Figure
3.11and in theCTR. PSRprotocols operate only in the WSD and in the SSD.
Clearly, the diversity ordek has the largest effect on the outage probability.
Its exponential effect divides the results into three geodhe outage probability
that CSR and PSR reach in the strong diamonds- @) is clearly below the
probability reached in th€ETR and in the weak diamondg & 2). Naturally, the
worst outage probability is obtained with direct transnossandNCR (L = 1).
Within these groups defined Hy, the link-dependent factol® and /T 5 4
as well as factor AL! lead to outage probability offsets. These offsets areedalll
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POUt

---CSR, WSD
=~ CSR, WFD
—CSR, CTR
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-+-CSR, SSD

PSR, SSD
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Figure 3.12: Outage probability vs. reference SNR for savidow networks:
Numerical results foR = 1/4 bits/s/Hz.

coding gains (Sectio.2.1) and have different origins. The coding gain of di-
rect transmission oveXCR results from the fact that for NCR tHefUt of both
independent links adds up. This causesRPié for NCR to be significantly larger
than for direct transmission. ConsequenN{Z;R reaches the worst outage proba-
bility of all studied systems. Comparing the outage proligtihat CSR reaches
with sparse and full diamonds shows a coding gain with thiediaimonds. As
discussed abov&(10), this results from the intermediate link which improves th
outage probability with the full diamonds. Comparing PSR @&R in the corre-
sponding configuration shows a significant coding gain fdR PBhis gain results
from the fact that PSR utilizes, at wor${,= 2 orthogonal channels while CSR
employsK = 3 at high SNR.

From these analytic and numerical results, we suggestxpéiieng as many
links as possible should be the major focus of a cooperatiotogol if minimal
outage probability is desired. This includes even comigiaiintermediate nodes.

3.3.4 Outage capacity for arbitrary flow networks

Before studying specific cases, we extend the theoreticadeinaork from Sec-
tion 3.3.2to theoutage capacity &' for general flow networks at high SNR. As
described in Sectio@.1.2 C° s the largest spectral efficiend/such that the
outage probability?°“{(R) does not exceed thmutage probability constrain.
Several studies approximat€d“t for cooperative relaying and Rayleigh fad-
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ing. Without further constraints;Ut at high SNR forDF [HM02] and at low
SNR for DF and AF [ATO7] were approximated. With practical constraints on
synchronization and duplexing, t@8" of DF andCF was studiedfiMZ05]. All
these studies show significant gains for cooperative netpgt low and medium
SNR in terms ofC°! but all of them are limited to th€ TR network. Although
we will include this special case for comparison, @3t results apply to general
flow networks withN relays.

First approximation for high SNR

As afirst step, we approximate the outage capacity for higR.IMfining cut sets
and applying 8.3) and @.4) provides the high SNR end-to-end outage probability
PoUt. As described in Sectiah 1.4 the outage capacity is now obtained by solving
POUY(R) = ¢ for R. This results in

!
CU'x~ R= %Iogz <1+ ry/ %:) bits/s/HZ (3.11)

as the end-to-end outage capacity at high SNR for any given riletwork. It
should be noted that for any feasible valuepk, and®, the term

L!
kIJ::—"E

5 (3.12)

in (3.3) is non-negative and, hence, a real-valued solutiad@8fcan be obtained.
The outage capacity is linearly reduced by the multipleXoss /K. This

clearly expresses the costs of relaying via orthogonallsaels (Sectiog.3).

With relaying, K > 1 nodes may transmit per end-to-end transmission and the

channel resources have to be split ikt@rthogonal subcannels. At equal band-

width this, naturally, divides the end-to-end capacitykhy

Second approximation for high SNR and largeL
The outage capacity can be further characterized by siynmdf(3.11) for high
SNR and large.. At high SNR, we can approximate lgd. + I') ~ log,(I").
Applying this approximation to3.11) leads to

COoUt  COUt — %(log2 [ +log, VW) (3.13)

where we can write

log, VW = %(Iogz(L!) +log, € —log, 0). (3.14)
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Here, we can approximate for larggBS04

L L
l0gy(L!) = ¥ logy! ~ / log,x dx= Llog,L — L. (3.15)
=1 1
Inserting this approximation irB(14) and the resulting term ir8(13 provides

Cout— 1(Iogz(LF) + 1 log, € — 1 log,®—1) [bits/s/HZ (3.16)
K \:(EL—/ L . L .
Fading Relaying
as a simple approximation of the outage capa@tg1).

Apart from the multiplexing loss, this approximation is doated by three
terms: First, theAWGN capacity at high SNR (C= log,(LI") for an L-fold re-
ception of the same signal. Second, #dependent term which significantly
reducesC, since, typically,e < 1 < loge < 0. Third, the®-dependent term
which includes all link-dependent scaling factors acaagdio the flow network
of the employed relaying protocol.

Discussion

Analytic results Due to theC_ term in 3.16), the outage capacity increases
logarithmically with the SNR and the diversity orddr. With the subtrahends in
the logarithmic domain, the outage capacity is only a smaditfon of theAWGN
capacityC_. This reduction is independent on the SNR and does only depen
on the outage probability constraigit on the link-dependent ter@, and on the
diversity order.

The degradation d@ due toe accounts for the overall effect of fading. This
degradation increases for smalkeand decreases for larger This result shows
that a stricter error rate constraint decreases the outgegeity and that this effect
can be mitigated by increasing the diversity order. Sinmégults where found for
low SNR [ATQ7] that consistently matches to our approximation for highiRSN

In (3.16 the AWGN capacity is further degraded by t®edependent term.
Again, this degradation is reducedLlifincreases. Further, this degradation de-
pends or® which accounts for the SNR scaling factors, for the avadablays,
and for which relays and links are employed by a relayingquolt Hence, the
third term in @.16) clearly captures the effect of the network geometry an¢hef t
relaying protocol. Note that for general networks this effe not characterized
in previous approximations of the outage capaditivp2, HMZ05, AT07]

Numerical results We compare both outage capacity approximations to simu-
lation results in Figur&.13 As a simple example, we focus on t8&R where
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CSRachieves a diversity ordér= 2. Two levels ofe are studied; each account-
ing for different traffic requirements. For example, a lewepresents the strict
error rate constraint of real-time voice or video trafficcBa transmission is very
vulnerable to fading and only a logvis acceptable. On the other hardgan be
usually larger with non-real time traffic, e.g., file downiiseor web pages.

For these parameters, Figel3(a)shows absolute outage capacity results.
In Figure 3.13(b) outage capacity is plotted as a fraction of the correspandin
AWGN capacity, i.e.C_ =log,(LI") with L = 2, isolating the impact of fading and
relaying. The figures show that, at high SNR, both approxionatare tight. Even
atL = 2, the simple approximatio6°t (3.16) matches well with the simulation
results. As the accuracy of the approximati@dl6) improves inL, alsoCoUt
becomes more accuratelifincreases in larger cooperative setups.

For decreasing SNR, both approximations disperse and do atathnto the
simulation results. This is expected as the underly§j approximation 3.3) is
only valid at high SNR. At low SNR, the approximati@3{“t and the simulation
results become convex (FiguBl13(a). This shape of the outage capacity for
Rayleigh fading is knownAT07] and shifts to higher SNR if the impact of fading
increases, i.eg or L decrease. Vice versa, in scenarios with hegir highL (e.g.,
soft robustness constraints or many relays) both apprdinmsare still accurate
in the medium SNR regime.

All in all, we can conclude that at high SNR both approximasiaf COUt
closely match the simulation results. At 1@t (e.g., due to low SNR or high
€) both approximations become less accurate but the new appbon 3.16
matches closer to the empirical results thami p).

3.3.5 Outage capacity for one and two relays

Let us now use the deriveZP!t approximation to rate the outage capacity of flow
networks withN = 1 andN = 2 relays. With this relatively low (but practical)
number of relays cooperation reaches at best a diversigr afd. = 3. Hence,
we employ the first approximatior8(11) which holds even for low.. Similar

to our P!t analysis we focus ol€SR and PSR protocols and ignore practical
constraints or€Sl and network connectivity.

CSR with one and two relays

For general flow networks, the high SNR outage capagityis readily provided
by (3.11). For a particular flow network, we obta@?" by deriving®, L, andK as
above (or by using the values from Tal3l4 if this network was already studied)
and by inserting into3.11).



3.3. Performance analysis of selection relaying

4 : : :
— Approximation 1: C°!"

3.5]1- - - Approximation 2: C°""
A Simulation

w

N
[

=
()]

Outage capacity [bits/s/Hz]
N

[EnY

0.5r

A

0 5 10 15 20 25 30
Reference SNRI" [dB]

(a) Outage capacity vs. reference SNR

— Approximation 1: C°"
0.3ll- - ~Approximation 2: C°**
A Simulation

o~ 0-25f
0.2f

0.15f

Outage capacity /

0.1

0.05f

0 5 10 15 20 25 30
Reference SNR I" [dB]

(b) Outage capacity as a fraction of AWGN capacity vs. refeeesNR

Figure 3.13: Comparing the outage capacity approximati8rislyand @3.16) to
simulation resultsCTR with symmetric geometrye = 101 ande = 10~2. For
simulation results, no confidence intervals are shown dtieegio small size.
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For “weak” flow networks without the direct linKNCR, WSD, WFD), the
respectivedr, Os, O from Table3.1 can be inserted directly. For the “strong”
networks, we factored out/I,4 from ©, which now needs to be re-included
before we can insert the values from TaBld in (3.11). This is simply done
by © = ©'/I' 4 where®' represents one of the channel-depen@iterms from
Table3.1

For example, the outage capacity for the “stro@JRis obtained by choosing
K=2,L=2, and® = Or from Table3.1 Therewith,© = 1 /I;4 and @.1J)
yield

1 2¢el
CcoUt— 5log, ( @T""’d T+ 1) (3.17)

for this single-relay SDF case.

PSR with two relays and full CSI

With full CSI, PSR can employ perfect Gglto choose the path that minimizes
POUt This ideal case corresponds to the Opportunistic Relay®®) (rotocol
studied in BSW07, BAO7] and in Section3.3.3 Alternatively, a PSR protocol
may choose a path which maximizes outage capacity. Sucbqmistaim for

a beneficial tradeoff of diversity gains and multiplexingdoand would, thus,
choose the direct link even if it increase®" but (due to the loweK) improves
COUt A practical example of such @Y-maximizing protocol was described as
CoopMAC [LTN*07]. Let us now analyze the outage capacity of both PSR strate-
gies.

Minimize outage probability For this min{P°"Y) strategy, the general outage
capacityC3t - is directly given by 8.11). For the studiedN = 2 network we insert
the values from Tabl8.2into (3.11) and obtain

1 | 2¢€
ClglétR,WSD: é |092 ( @—S . r + 1) (318)

as approximate outage capacity for the WSD at high SNR and

1 6el
CB8R ss0= 5109 ( y @:’d T+ 1) (3.19)

for the SSD.



3.3. Performance analysis of selection relaying 53

Maximize outage capacity Based on fullCSI, a maxC°) protocol simply
selects the “best” network path assuring @) from all network paths. Al-
though direct transmission cannot achieve®d smaller than the outage proba-
bilities in Table3.2, its outage capacit@l\l, can exceedd.18 and @.19 since it
may meet at lowerK.

Following this strategy, a m&g°!") PSRprotocol achieves outage capacity

CRér m= MmaxC3ex CBIR) (3.20)

with full CSlwhereC84: represents the outage capacity of the available configu-
ration.

Discussion

Numerical results for the most interesting configuratiohshe P°Ut study are
shown in Figure3.14 We use the parameters from Sect®B8.1but study two
levels ofe. As in Figure3.13 a low and a high error rate constraint is chosen.
To highlight the effect of this constraint and of the capadégradation due to
relaying, we plotC° as a fraction of the AWGN capacity.. To this end, we
choose diversity ordel of the studied relaying scheme (Tal8€l or 3.2) and
divide C°U* by C| = log,(LI"). Both figures show direct transmissidiCR, and
CSRandPSRprotocols.CSRis shown for the CTR and SFD configuration and
PSR is shown for the SSD. FB'SRboth optimization objectives (m{fr°"t) and
max(C°Y) are shown.

Figure3.14(a)illustrates the outage capacity of these cases fetl0~3. With
this strict error rate constraint, direct transmissiorfqrans poorly. Due t03.20),
this link is never chosen by PSR if it aims to maxim&'t. Thus, both PSR
strategies perform equal. At high SNRSRoutperformsCSR for all studied
flow networks until PSR reaches 24 % of the respective AWGN @apaConse-
quently, at high SNR and low, PSRIis a better choice tha@SR With decreasing
SNR the situation reverses. Here, CSR performs best if it ogpiay as many
links as possible (cp. Figurg 12, i.e, if an SFD can be established. TG&R
cannot achieve this high performance due to its lower diteosderL. Conse-
quently, with strict error rate constraints and medium ar 8NR, CSR protocols
in full networks (e.g., the SFD) are preferable.

Figure 3.14(b) with ¢ = 10~ represents a typical error rate acceptable for
non-real time traffic IWWLAN systems QP99. At this high €, even direct trans-
mission shows its benefits. For high SNR it achieves up to 5@ #%e0AWGN
capacity and, thus, outperforms any relaying scheme. Boethd, at high SNR,
direct transmission is chosen 8§“maximizing PSR. This choice is represented
by the sharp bend of th&°" function at 23 dB (Figure8.14(b) which results
from (3.20. Compared to all other relaying cases and direct transoms$§iSR
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max(C°"Y achieves the highest outage capacity for all studied SNBIdevAt
high SNR, it outperforms thE°“minimizing PSRand theCSRstrategies which
suffer from a high multiplexing loss due to relaying.

3.4 Performance analysis under practical
constraints

In our above analysis we compared the performand83R and PSRprotocols
assuming fullCSl and ideal network connectivity. With full CSlI, perfect chahn
knowledge is available at all nodes at no cost. Assumind ideiavork connec-
tivity implies that a flow network employed by a relaying ool can be always
established. That is, relays always occur in the sourcepggation domain and
links are never shadowed by obstacles. These idealisticrgggns suit well for
a unified performance analysis but can only provide a stapoint for practically
relevant studies.

Before studying realistic scenarios by simulation and fieddheurement (Chap-
ter 4 and6), we study outage probability and capacity under more jmalchs-
sumptions. To this end, we lim&€SI and network connectivity which degrades
the above analytic results individually f@SRandPSR The results highlight that
— despite the unified results for the ideal case — the perfocenafCSRandPSR
significantly differs under practical constraints. Thiads to different scenarios
where each of these protocols is beneficial.

3.4.1 Effect of limited CSI feedback

With full CSI, perfect channel knowledge is assumed to be available abal-
mitters at no costs. Although thiSSI assumption is along the line with most
theoretic work on PSRESWO07, BAO7, AFYPO§, it unfairly favors PSRabove
CSR

Unlike CSR, PSR protocols requiteansmitter CSKCSlky) for their network
path allocation. This type of CSI is not required by CSR and isalkg costly
to obtain. With non-reciprocal channels, G3ias to be obtained by feedback.
The receiver measur&3SI and transmits it back to the transmitter via an error-
prone wireless channel. As this feedback channel is alway®t, CSlfeedback
introduces overhead, delay, and transmission errors. rSthaeffect of limited
CSI feedback on PSR protocols is only rarely studied in liteea Lo, Heath,
and Vishwanathl[HV07] study throughput and error rate for distributed path al-
location under limited CSI feedback. However, the author&emaery specific
assumptions on the employed codes and path allocation thatitbignore feed-
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back errors imposed by fading channels. Both is not the casigeiollowing
outage probability and outage capacity analysis.

In addition to costly CS}, PSRsystems requireeceiverCSI (CSlky) for co-
herent detection. This type of CSl is also required by CSR faeoent detection
and combining. In most systems the receiver observeg @8m a short train-
ing sequence withing the received packets at low overAegidce both protocol
types equally rely on Cgd and obtain this channel knowledge at equal (typically
low) cost, we compare both protocols for perfect £SOn the other hand, we
account for the specific Cgldemands of PSR by limiting this type of channel
knowledge.

Outage probability

For PSR'’s diversity order and outage probability, the atdsl& S|y (either at the
source or at all relays) is crucial. With ideal GSla PSR protocol can always
choose thé>*““minimal path, thus reaching full diversity order and ideatage
probability. As we ignore C$l constraints, ideal C&lis equivalent to fullCSI
and, naturally, the same results as in Sec8@ware obtained. IPSRoperates in
the SSD, it reaches full diversity order= 3 and theP®tin Table3.2 We include
these results in Tabl@3for comparison.

Assuming no CS} allows a fair comparison dSRto CSRprotocols, which
only require CSk. Under thisCSIl assumptionPSRcannot choose the best path
and reaches onl = 1 (Table3.3) [BSW07. We treat suchPSRprotocol as
a special case dNCR and, thus, include37) in Table 3.3. Note that in the
symmetrical scenario the average gain provided by choasgilay c is equal to
the gain of choosing reldy. Thus,®t suffices as link-dependent term.

The results for these two extreme cases are summarized e Jab With-
out CSly, PSRonly reaches the poor outage probabilityMER. On the other
hand, with CSk, the minimal outage probability of th&/SD with full diversity
is reached. This simple comparison clearly points out B&Rprotocols heavily
rely on CSjx and thatPSRwithout feedback is no option. Let us now study how
obtaining CS§ via possibly erroneous feedback channels reduces outpge-ca

ity.

Outage capacity

While perfect CSJ requires feedback at every channel change, even limitegl CSI
occasionally employs feedback channels. At which trartentitis channel knowl-
edge is required depends on 8Rprotocol. Proactiv®©R protocols and Coop-

2For instance, in IEEE 802.11a/g systems the firgud®f a Physical layerRHY) frame are
employed for training, i.e., only.& % of a typical 1 ms frame.
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Table 3.3: Results of the outage analysis for PSR, SSD withdthCSI.

Csl Outage probability at high Div. order, Div. order # subchan.
SNR, pout L atc, L¢ K
3
1 22R_1
Rxand Tx gt 05 (21 3 1 2
Rx only or (1) 1 1 2

MAC require CS{ at the source while reactiv@R protocols require C${ at all
relays (SectiorB.2). In each of these cases, the most effici€® feedback in
terms ofK is a single broadcast froh Focusing only on this broadcast and ig-
noring that reactiv®©R requires further coordination overhead, e.g., a contantio
phase among the relays, provides an upper bound of the adkdegrade@"

for proactive and reactive protocols.

In our two-relay scenario, the CSI broadcastdohas to reach both relays
if a reactive protocol is employed. During the broadcasutilizes the links
{(d,b),(d,c)} for K = 1 phase. Applying3.4), (3.3), and @3.11) as above yields
the capacity of this feedback channel as

ngt = |ng(8rd7brd,cr + 1). (3_2]_)

In a proactive protocol, only unidirectional feedbaclatis required. In this case,
we employCeit:= log, (&g al" + 1) instead of 8.21).

For proactive and reactiv@SRprotocols, we assume thiatg bits of CSl are
transferred once pedeedback periodf Nt protocol cycles. Theshare of the
feedback channel’s outage capaditat remains after this feedback is defined as

CEE—brs/Nr < cout
Res(braNr) = ca ¢ re/Nr <G (3.22)
0 ; otherwise

and captures the feedback overheag), frequency Nr) as well as channel ca-
pacity and error constraint€gy).

With Reg andC°!t from (3.11), the end-to-end outage capacity dPSRpro-
tocol degraded b Sl feedback overhead and errors is

CS%IR,FB: CS%IR' RFB(bF87 NT)- (3.23)

The termcggtR depends on thBSRobjective and configuration. PSRaims for
minimal P°Yt, (3.18 accounts for the WSD an@ (19 for the SSD configuration.
With the maxC°'") strategy, we inser(20).
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To simplify the above discussion, we assumed tHRE&protocol gives up if
no transmission via the feedback channel is possible,ifi.bgg /Nt > ngt. In
this case, .22 and @.23 are zero. Furthermore, we assumed that the outage
probability constraint for datepatais equal to the outage probability constraint of
CSlfeedbackerg. Due to the high relevance QiSIfeedback usuallygrg < &pata
Our assumption := &rg = €patalS, therefore, optimistic. It leads to a higl1r‘=ﬁgt
than usual and is, thus, feasible for an upper bour@Bgf, 5

Number of CSI feedback bits Choosing the number of CSI feedback s
depends on the required GSaccuracy. Ifd reactively selects the “best” out of
N relays and the direct linkheg = log,(N + 1) bits have to be transferred. In
our two-relay example, this leads bpg = log, 3 bits. Naturally,brg increases
with more sophisticated forms of channel adaptation, &.gl,also assigns the
transmission rate to the relays.

Feedback period The destination transmitgg once everyNt cycles. Choos-
ing this feedback period depends on the coherence time dddireg channel. To
synchronize CS| to a block fading channelCSI feedback is required once per
fading block. As we assumed one block pAC cycle, this case is expressed by
Nr =1, i.e., one feedback transmission per cycle.

The more practical case, however, is limited & 8thich requires only occa-
sional feedback. In this caddy > 1 can be chosen if the channel's coherence time
is larger thanTeyce. For instance, with typical IEEE 802.116LAN parameters
(i.e., 52 GHz carrier frequency, 1 ms transmission time per packegporoxi-
mate channel coherence time of 57 ms can be assumed at a dkingispeed of
1 m/s. CSk can be synchronized to this channel by updating feedback pec
coherence time, i.e., once evéMly = 57 protocol cycles witf¢yce = 1 ms. Natu-
rally, more frequent feedback is required with faster naxethe coherence time
cannot be accurately approximated for the used fading @isiiSectior2.1.2.
Let us now usé\t = 57 andbgg = log, 3 bits to study our two-relay networks by
numerical results.

Discussion

Feedback errors can substantially degrade the perfornadrecBSRprotocol es-
pecially if it operates under strict error rate constraims such constraints are
typical for cooperative relaying protocols, it is intefagtto study how the per-
formance ofPSRdegrades with erroneol@Sl| feedback.
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Analytic results Unlike the outage capacity of CSR protocols, the capacity of
PSR is reduced b Sl feedback. In3.23, the feedback loss linearly reduces
PSR’s outage capacity and depends on the desiregt @&luracy in time and
value. This loss increases with the feedback frequenty Jand is small if the
destination assigns the transmission to the “best” relayreMophisticated chan-
nel adaptation or a contention phase among the relays vaitedse the feedback-
degraded outage capacityPSR

Moreover, the capacity of the feedback channel dependssoertbr rate con-
strainte. Decreasing leads to a lower outage capacity of the feedback chan-
nel (3.21). This logarithmically degrades the end-to-end outageciéyp of PSR

(3.23.

Numerical results In Figure3.15the outage capacity for PSR operating in the
SSD configuration with several degreesa8lis shown. We use the same param-
eters as above and include the results for direct transonissid forCSRin the
CTR configuration from Figur&.14for comparison.

PSRwithout CS}x and PSRwith full CSli represent the lower and upper
bound, respectively. As a realistic case, PSR with limited,,Gsbtained by feed-
back is studied. Figurg.14(a)illustrates the capacity for the different CSI degrees
under strict error constraints. As in Figusel4(a) direct transmission performs
poorly and PSR without C§lis no option. Even with only a single rela@SR
reaches acceptable performance. It is only outperformeB3#y if full CSl is
assumed.

The outage capacity of this idealistic case is significadégraded if realistic
feedback is assumed. While at high SNR even with limited faeklaC°" close
to the upper bound is reached, at decreasing SRRquickly drops to zero. This
Is a result of using only a single broadcast transmissiorfdedback. Such a
feedback channel cannot achieve a diversity order largerlth= 1 and would
require infeasible coding redundancy to meet a strict aufagbability ass =
103 (Section2.2.1). Consequently, at medium and low SNR, the capa&itg1)
of the broadcast channel is too low to transfer the gl bits even if, as in this
example pgg is very small.

The poor performance of PSR with limited CSI clearly showg thaingle
feedback phase is not sufficient if PSR operates under striot constraints. In-
stead, additional protection, e.g., by cooperating eveimguhe feedback phases,
is required. We will discuss the implementation of tba®perative feedbadkch-
nique in Chapteb and Chapte6.

Figure 3.14(b)shows the above protocols and CSI degrees at a relaxed error
rate constraint = 10~. At such highe the full CSI case is only slightly degraded
by feedback errors. Here, a single broadcast channel mewdfficient capacity
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Figure 3.16: Region of operation: Reference SNR at intersedtf the two ca-
pacity functionsﬁgut = C8U. Numerical results shown vs.

to transfer the feedback information. Consequently, evereificcount for over-
head and feedback errors, CSR protocols are significantpediormed by PSR
when the acceptable error rate is high.

Region of operation

The above results show that choosing the “best” relayingopa to maximize
outage capacitg®t highly depends on available CSI, the outage probability con-
strainte, and on the SNR regime. Depending on these parameterG®thiinc-
tions intersect, making eith&SRor a particulatCSRa good choice. This pre-
ferredregion of operatiorfor a specific protocol is summarized in FiguBel6

For variousg, the figure shows the reference SNR valuahere the capacity
functionsCR" andC8" of the compared casésandB intersect. Ifl" increases
above the plotted valu€x" exceed€g". Hence, for an SNR above a shown line,
caseA is preferable while, below the line, caBechieves higher capacity.

In Figure3.16 PSR is studied in the SSD configuration for full and limited
CSI. This protocol is compared to CSR which operates in the CTRSHD.
Direct transmission always requires largest SNR and is, that included. At a
low &, PSRdemands a lower SNR than CTR to outperform the SFD if full CSI
is available. Taking limited CSI feedback into account, hesveshows that OR
is only efficient for ane larger than 102. As discussed above, this results from
the direct feedback channel that represents a “bottlenéekdmall € is chosen.
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Here,CTR andSFDreach significant SNR gains abow&Rif limited CSI has to
be obtained via feedback.

All'in all, Figure 3.16allows to choose the relaying protocol and network that
maximizes the outage capacity at a given error rate constaaid an expected
mean SNR. During operation, it also can be employed as a lotdalp for an
adaptation scheme selecting the “best” relaying protocobaling to the mea-
sured SNR.

3.4.2 Effect of limited network connectivity

So far we assumed that all links of a given flow network can keddished. In this
model, deep fades cause short-time channel outages bué @vehage, all links
and relays that a protocol can employ are available. Thisnaggon is unrealistic
in urban scenarios where only a limited number of relays mayvailable in
the source’s propagation domain or where obstacles shadé&w for multiple

MAC cycles. In this case only subsets of the above flow neteare available,
limiting a cooperation protocol’s performance. RSRandCSRemploy different
flow networks, shadowed links degrade the performance df paitocol types
differently.

To comparéPSRandCSRon a fair basis, we count how often the above two-
hop flow networks occur in large simulated networks. Thelteguoccurrence
probability P° is counted exclusively for each flow network in Figu8d0 and
3.11and it is assumed that a cooperation protocol can empldifferent net-
works. Expressing these networks by their link-dependem$®,,...,0; al-
lows us to condition the outage capacity on the occurrencegtilities of those
networks the cooperation protocol employs. Mathematicgikeaking, we define
this occurrence-conditioned outage capadity

J
couto . — > P(9)) -.CoUY()). (3.24)
=1

This connectivity-degraded capacity metric accountsHerfact that even a coop-
eration protocol with superidZ®“ reaches only poor performance if it relies on
flow networks that almost never occur.

Counting triangles and diamonds

To obtainP?, we count the occurrence of the Cooperative Trian@lER) and of
the four diamond networks (Figu@10 by simulation. We use the following
method, models, and parameters.
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(a) Unobstructed scenario (b) Manhattan grid scenario

Figure 3.17: Screen shot from the simulation softwatie] *08]: Example node
placement for both studied propagation scenarios. Theanktgraph is shown
by black lines; counted diamonds are highlighted as sulo$¢ités graph.

Propagation scenarios We study the unobstructed and the Manhattan grid sce-
nario. An example for each of these basic propagation smena shown in
Figure3.17. Without obstacles the signal propagates freely and islaaa time-
scale, only affected by path loss. The resulting networllgr@averses the full
playground as in Figurd.17(a) Note that even in the unobstructed scenario deep
fades still occur as a result of many small scatterers in thpggation environ-
ment. However, in this scenario no large obstacle shadadvsigalal paths of a
link.

Placing such obstacles in a grid structure leads to the lfsddslanhattan
grid scenario. The result is the simple chess-board structifgure3.17where
signals are assumed to propagate only in narrow streetss, Tmly on these
corridors a network graph can be established. This claseteis often used
to gain a first insight in urban environments with large bnidg [CBD0Z. The
model captures mobility by randomly re-placing the nodesy awany iterations.

Node placement and connectivity checks Figure3.17also shows an example
for the node placement. Initially, all nodes are placed canlgt on the playground.
Without obstacles the node locations are uniformly disted. In the Manhattan
grid scenario the nodes are only placed on the streets. Wedgiodes on rooftops
and assume that each node may operate as source, relaytioati@s. Thus,
this scenario represents a pure cooperative ad hoc netwtirkuww a centralized
infrastructure or dedicated node positions.

Based on the initial node positions, the simulation esthbis network graph
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Figure 3.18: Base configuration and corresponding instani@zSNR values.

and then splits this graph into flow networks that we want tontoAn example of

these subgraphs is shown by the highlighted links in Fi@ut& The simulation

separates and counts the flow networks for all possible sfdestination pairs.
After all pairs are evaluated, the nodes are randomly reepla This process is
repeated until the confidence intervaldRSfreach a specified size.

To count the flow networks for each source/destination pa&istmulation has
to perform a large number of connectivity checks. We lim& tomplexity of
these checks by using two thresholds. If a signal’s SNR balew the so-called
decoding thresholthp it is assumed to be not correctly decoded anymore. If the
SNR falls below thesensing thresholthg it is assumed to be not coherently de-
tected anymore. Using thresholdstive model a building as aideal absorbey
I.e., Yap < ths if a building lies on the shortest path between a transmitiznd
a receiverb. Further propagation effects, e.g., scattering or reflactare ig-
nored. This model simplifies the connectivity check to ordyedmining whether
the line segment representing the shortest path intergatttsany line segment
corresponding to a building wall.

Normalization and connectivity conditions To make the occurrence probabil-
ity independent on the playground size we obfatras follows. First, we count
all triangle and diamond networks along the two-hop path ¢ — d. Second,
the occurrence of a so-calldthse configurationms counted. This base configu-
ration can constitute any of the counted flow networks anchasve in Figure
3.18 Nodes form this base configuration if (1) data can be traredevia path
a—c—d,ie., (Yac > thp) Ayed > thp and if (2) the potential relay node
successfully decodess data, i.e. ), > thp.

Based on the occurrence of this base configuration, firdlaf an arbitrary
flow network®j is calculated by

Po(O)) = Number of found©;
17" Number of found base configurations
Since the base configuration is included in the CTR and evamaind but cannot

alwaysbe extended to a triangle or diamond graph, this normatimagissures
P° < 1 and thaf® does not increase with the playground size.
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Table 3.4: Connectivity conditions for counting the occooe of flow networks.

Comparison CTR WSD WFD SSD SFD

Yac (<;>) thp > >
Yad (<;>) ths > < < > >
e (<i2) ths < > < >
Yad+Yed (<;>) tho >
Yac+ Yoo (<5 =) thp > >
Yod+ Yed (<;2>) thp > > < <
Yad+Wod+Yed (<;>) thp > >

The additional conditions that complement a base configuréb a diamond
are summarized in Tabl@.4. In place of(<; >) either the operatok or > is
used as defined in the table. Let us illustrate these condifiar the CTR which
simplifies a diamond due to:= c. To extend Figur&.18to the CTR, we require
Yad > ths, i.e., the destination must be able to detect the sourcalsidiurther,
the conditiony, g + Yca > thp must hold for a correct end-to-end transmission
to d (Table3.4) where the SNR sum accounts fRC (Section2.2.3. If both
conditions and the conditions for the base configurationd, OCTR is counted.
Note that a CTR may be included in a diamond but the four diarmanel mutually
exclusive (Figure3.10.

Parameters The size of the quadratic playground is 1000imboth scenarios.
For Manhattan grid each square obstacle is of size’7@d streets between these
obstacles are 20 m wide (FiguBel7(b). This playground size sufficed for sta-
tistical significant results without effects at the playgmd margins. We vary the
number of nodes to stud§P® for various node densities, i.e., the mean number of
neighbors in the propagation domain of the sender.

To account for path loss, we use the same model and paranastensthe
previous studies of this chapter (Sect&B.]). Rayleigh fading averages out over
time and is, thus, not modeled. For symmetry, we assume haides transmit
at the same power. The SNR thresholds age-td.5 dB and tly = 6 dB according
to a typical IEEE 802.11a/@/LAN transceiver specificatiorAfh07]. Here, the
chosen th value corresponds to a transmission rate of 6 Mbits/s at 2@ Mghal
bandwidth.
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Discussion

Figure 3.19 shows the occurrence rai® of the studied flow networks in the
unobstructed and Manhattan grid scenario.

The figures show the effect of a varying mean SNRPBffor a limited number
of nodes (i.e., fixed network density). For both scenarios,observe thaP°
exponentially increases with the SNR until it saturates. t@nother hand, the
occurrence probability of all other networks decreasesigher SNR. This can
be explained by considering the linfiit— oo. In the unobstructed scenario (Figure
3.19(a), any node can hear any other node at such high SNR. Sincedasraoe
fully connected,P3-; — 1 and theP° of all sparser networks approaches zero.
Naturally, this is different in the Manhattan grid scengfagure3.19(b). Here,
even at asymptotic high SNR paths will be still obstructed full connection is
impossible. Consequently, at high SNR of§ < 1 is reached which makes
the results in Figur8.19(b)a “damped” variant of Figur8.19(a)

Summing up, at high SNR, theFDis 97 % more likely than th€ TR in an
unobstructed scenario (due to an absolute difference obtaers of magnitude),
and only 52 % more likely in a Manhattan scenario.

3.4.3 Occurrence-conditioned outage capacity

We now summarize our above results on the outage capacitycmodrence prob-
ability for the most interesting cases. To this end, we dégithe ideal outage
capacityC° of PSR and of CSR by the occurrence probab#yof all flow net-
works that a protocol can usg.24). The resulting occurrence-conditioned outage
capacityC°Ut° takes into account that even a capacity-maximizing prdtisauot
practical if it relies on flow networks which almost never occWe further de-
grade the outage capacity of PSR as3r28 to account for limited CSI feedback.
We compare PSR and CSR for the two relay case and study all tale fiow
networks that PSR and CSR can use (cp. Figui®and3.11).

Figure3.20includes plots for two levels of and two propagation scenarios.
Each figure shows°'!as a solid line and the correspond®'*® as a dashed line.
First, we compare the results for the unobstructed scetatioe corresponding
Manhattan grid case at the saragi.e., Figure3.20(a)vs. 3.20(c) and Figure
3.20(b)vs. 3.20(d) This shows clearly that without obstruction all relayimp{
tocols achieve higheZ®Ut® than in Manhattan grid scenarios. Naturally, without
obstacles the connectivity increases with the SNR whichsequently, increases
COUto  This is not the case in the Manhattan grid where links arenpaently
shadowed.

Second, we compare different valuessoin the same propagation scenario,
i.e., Figure3.20(a)vs. 3.20(b)and Figure3.20(c)vs. 3.20(b) In both scenarios
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Figure 3.19: Occurrence probabiliBP of studied flow networks vs. reference

SNR. Simulation results for 100 nodes in the unobstructedMadhattan grid

scenario. The results for the WFD and SSD are equal.
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Figure 3.20: Comparing thigleal C°! (solid lines)to occurrence-conditioned
outage capacity €° (dashed linesfor unobstructed and Manhattan-grid sce-
nario and two levels of. Outage capacitieg8°Ut andC°!t® shown as a fraction of
AWGN capacityC, vs. reference SNR.
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¢ has the same effect. At high PSRreaches highe€°!t® thanCSR At low &
and medium or low SNR this situation reverses. H&8Rsuffers from the low
outage capacity of the feedback channel and is outperfobp&$R This is even
the case if the SFD cannot be always established, e.g., imadttan scenario.

Interestingly, in Figure8.20(b) the outage capacity of PSR only slightly de-
grades for limited connectivity. Unlike CSR, PSR reachesaitgdst outage ca-
pacity in multiple flow networks making it less vulnerableth@ occurrence of a
particular flow network. This benefit of PSR is strongest at éoand without ob-
stacles. In these cases, the outage capacity of PSR sefferfsdm the occurrence
condition than the capacity of CSR.

3.5 Summary of contributions and future work

Starting with an overview of cooperation diversity techraq, we discussed two
types of cooperative relaying protocols: Selection relgywith network path al-
location (PSR) and selection relaying with combining (CSR).

Contributions

Unified performance analysis For both protocol types, we derived the diversity
order and the outage probability in a unified manner usingsetianalysis. By
extending this method, two approximations for the outagecty were derived;
both matching well with simulation results at medium anchfgNR.

The analytical performance results are useful for gene@berative networks
with any number of relays. The outage capacity approximatiearly shows how
(1) the error rate constraint and (2) the employed links alégithe capacity of an
ideal multi-antenna system. In effect, this analytic frarak captures the re-
quired robustness (typically imposed by traffic demands) laow efficiently a
cooperative relaying protocol can use the available limden idealistic assump-
tions on Channel State Informatio@$l) and network connectivity.

Degraded performance: Limited channel knowledge Without full CSI the
achievable outage probability and outage capacity of P8R g@ols degrade. Ac-
counting for the fact that in many practical fading scenatiansmitter CSI (C$J)
has to be obtained via wireless feedback channels, we @rthvédoutage capacity
of PSRdegraded by feedback transmission errors and overheaslalldvs a fair
comparison to CSR which only employs CSI at the receivers buatibe trans-
mitters. With CSI feedback, the outage capacity of the feekllchannel limits
the end-to-end outage capacity of PSR if a low error rateqaired. Here, PSR
performs poorly and CSR succeeds. This situation reverser anrelaxed error
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rate constraint and at high SNR. Here, feedback errors hayeaoslight effect
and PSR reaches higher outage capacity than CSR.

Degraded performance: Limited network connectivity Furthermore, we con-
dition the outage capacity of PSR and CSR protocols on theapitily that the
flow networks that a protocol employs actually occur. Thiscamts for the fact
that, in practice, even a cooperation protocol with superidage capacity per-
forms poorly if it relies on a network graph which can be elssaled only rarely
(e.g., due to shadowed links or missing relays). Conditipiihe outage capac-
ity on the occurrence probability shows a stronger degraadéor CSR than for
PSR protocols. CSR relies on densely connected network gapteach high
capacity while PSR reaches its full performance in variqasser flow networks.
The degradation further highly depends on the propagatienasio. A substan-
tial degradation is shown in a Manhattan grid. Naturallg, degradation is lower
without large obstacles but still significant at low and nuediSNR when relays
cannot be reliably reached by the initial broadcast.

Application  With these results, a protocol engineer can now choose wheth
CSR or PSR protocols are best suited in a specific scenarion fdeiors are
SNR, the error rate constraint, and the network connectivityt briefly, CSR
would be chosen at low SNR or if a low error rate is requiredhigh SNR and

if a high error rate is acceptable, e.gPBRof 10% as in IEEE 802.1WLANSs
[IEE9Y, PSR is a better choice.

We illustrated the above analytic and simulation-basechétsork only for
four nodes, two propagation environments, and for the §2Sk and PSR variant.
Nonetheless, the presented methods are general and canaseavuseful tool
to assess the performance of various CSR and PSR protocolergn complex
scenarios.

Future work

Join CSR and PSR — Adaptingn So far our analysis and most literature fo-
cused on three extreme approaches which can be separatbd byrhbem of
forwarding relays per hop:

e n=0: No relay forwards, i.e., direct transmission

e n=1: FromN available relays per hop, only a single relay forwards, ae.
PSR protocol with path allocation but no combining

e n=N: All N available relays forward per hop, i.e., a CSR protocol with
combining but no path allocation
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Our analysis shows that each of these approaches perfoshsitder different
SNR, error rate, CSI, and connectivity constraints. Futumtgeols may join
these approaches by optimizing: [0, N] to the current scenario conditions. An
early system concept joining PSR and CSR was analyzed re¢¥i08]. It was
shown that full diversity can be reached for a single hop lmither a practical
single-hop protocol nor optimizing for multiple hops was studied so far. Devel-
oping such protocols that adapmay be an interesting field of future research.

Join CSR and PSR — Cooperative feedback Furthermore, the above results
show that the applicability of PSR protocols is serioustgiied by their CSk
demands. Especially, if the source or each relay obtaing @@lividually from

a single broadcast channel, feedback errors significaeityedise PSR’s outage
capacity. It seems promising to cope with feedback erroreroyploying the
CSR approach only for feedback and control packets (while RaR be still
employed for data). We will develop suchoperative feedbadchemes for spe-
cific networks in Sectio®.2and in Chapte6 of this work. Nevertheless, general
analyses of the interaction between the feedback schemtharwpacity of the
feed-forward channel are rarely found in current literatand are considered as a
cornerstone for developing future network$iL *08].
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Chapter 4

Selection relaying with partial
forwarding

So far, we analyzed selection relaying protocols for blaattirig channels. By
assuming quasi-static fading on a per-packet level, weigdghat the relay can
perfectly follow the channel’s variation by making only agle forwarding deci-
sion per packet. This quasi-static fading model with peréeaptation frequency

is the leading assumption in theoretical studies on codipergelaying protocols
[LWTO04, KGGO05 BSWO07 and suits well if the channel varies slowly compared
to the packet time. However, when the coherence time tendsrtis the packet
time, a deep fade may onpartially affect a packet. This separates a packet into
erroneous and correct parts. Conventional selection redgyiotocols lose those
correct parts by dropping the complete packet and, consdélgiueduce their per-
formance. To solve this problem of packet-wise selectidayieg, we propose

to detect and forward these correct parts. We call this ambrBartial Forward-

ing (PF), describe it in Sectiod.1and demonstrate its theoretical gains in Section
4.2 These substantial gains motivate the design of a pra®iealstem (Section
4.3and Sectiort.4) which comes at feasible complexity and negligible sigrali
overhead. Simulation results show that this system reachegerior performance
that is close to the theoretical ideal case (Sedfidh

4.1 Partial forwarding

Let us first focus on the channel assumptions and problenmnigad the Partial
Forwarding PF) approach. When the channel coherence tines not signifi-
cantly larger than the packet tinTg, block fading with a single channel coeffi-
cienth perTp (Figure4.1(a) is not an appropriate model anymo&~04, Section
2.1]. Instead, it becomes necessary to model the chanmeagain autocorrelated
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Figure 4.1: Example instantaneous SR and resulting errors with the block
and autocorrelated fading model from Sectibh.2
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Figure 4.2:PFapproach: Transmission cycle, relevant time scales, asdtirey
packet and diversity orderat destination.

process using multiple channel coefficients per packetti@e2.1.2.

The resulting problem for conventional selection relaysgjustrated in Fig-
ure4.1(b) With multiple channel coefficients per packet, a deep fadg atcur
even during a short part of the packet time. The resultingtbemrors separate
a packet into erroneous and correct parts. By dropping theplatenpacket, a
packet-wise forwarding decision discards even these ciopats. Thereby, such
conventional relaying unnecessarily reduces the numbeombined symbols at
the destination which, finally, degrades the end-to-end BibrERate BERq2d
between sourceand destinationl (Sectior4.2).

Basic approach This problem of conventional selection relaying protoasls
solved by detecting and forwarding the correct parts evanrgrs occur in the
packet. Figurel.2illustrates this basic approachBF. In this example, we focus
on theSDF protocol (SectiorB.2.2 and assume that each packet is separated into
threedecision blocksThe duration of each decision blodk is a fraction of the
packet timeT, and a multiple of the symbol tim&. As illustrated, two packets
are received from SDF’s initial broadcast. The destinatdomeceives a packet
from link (s,d) where a deep fade duririg causes an error in block 1. The relay
r receives a packet froifs, r) where block 2 is in error. A conventional SDF relay
would now drop this complete packet leaving only an incorngppecket (correct
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Figure 4.3: Coherence timk vs. Doppler frequencyy for a ) ACF. The hori-
zontal lines are multiples of the packet tifig= 2 ms.

block 2 and 3) at the destination. As illustratedPfarelay identifies the erroneous
block 2 and still forwards the correct blocks 1 and 8ltd'his makes it likely that
d can correctly decode the complete packet based on one wafiblock 1 and 2
and on two combined variants of block 3.

Region of operation As described in Sectio@.1.2 at a higher Doppler fre-
quency fy the channel coefficients decorrelate in time. Hence, fore@sing
Doppler frequency it becomes more likely that deep fadescatinly small parts
of a packet and that gains froRF can be expected. Using the coherence time
T (2.9 as a rough estimate for th&CF, we can illustrate when the duration of
a fade becomes smaller than the packet time in Figu8eThe shownfy region
[8,350 Hz corresponds to a velocity ofe [1,44] m/s when the carrier frequency
is fc = 2.4 GHz and tor € [0.5,20] m/s atf. = 5.2 GHz. We choose a packet time
of Tp = 2ms which is needed when a IEEE 802.11a#gstem transmits packets
with 1500 Byte payload at 6 MbitsBHY rate. The horizontal lines mark multi-
ples of this packet time.

There are two reasons to consider multiple§of First, many empirical co-
herence time definitions tend to overestim@€Section2.1.3. Second, due to
the very slow descent of thg ACF a significant autocorrelation is still found for
lag times larger thaf; (cp. Figure2.4). Consequently, engineers often expect
fades inside packets even if the coherence time is belowiptedtof T, [TVO5,

IWe use this shorthand as both IEEE 802.11a and IEEE 802.1ptpgiine same baseband
functions in theilOFDM PHY. Using the Direct Sequence Spread Spectd®33 PHY in IEEE
802.11g is not considered in this work.
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Section 5.4.5], e.glc < 10T,. To account for this fact, we usdas a pessimistic
prediction of PF’s region of operation.

As illustrated, the coherence time falls beldyfor fy > 60 Hz corresponding
tov>75m/s atfo =24 GHz or tov > 3.5m/s atf. = 5.2GHz. Naturally,
Tc < 5Ty is reached earlier affy > 13 Hz, matching to a velocity of > 1.6 m/s
at fc = 24 GHz or ofv > 0.75m/s atf. = 5.2 GHz. Note that such speeds are
common in the propagation environment of cellular, vetdcuand even some
Wireless Local Area NetworkSNLANS). Here, quasi-static fading per packet
cannot be assumed and gains frBfcan be expected.

Related approaches Partial Forwarding is strongly related to temporal divigrsi
schemes, particularly to Hybrid Automatic Repeat RequdaiRQ) [CC84 and
to rateless erasure codes, e.g., Luby’s Tornado cdddsOp] or Raptor codes
[Sho04§. Like PF, these schemes retransmit blocks smaller than a packétdret t
are two major differences. The first difference is obvious. il&vtvith HARQ
and rateless codes a single sowscetransmits its own information, with relaying
a different node forwards the information oé. Due to this spatially separated
relay, both cases differ by the employed links and type ofdity. WhileHARQ
and rateless codes gain only from temporal diversity, cadpe relaying can
exploit spatial diversity as welV05]. PFis one approach to leverage both types
of diversity.

The second major difference is feedback. UnIHARQ, PF and rateless
codes do not demand Channel State Informatell feedback. While each ACK
of HARQ can be seen as a feedback of transmi@i8t (CSky), a PFrelay bases
its forwarding decision only on local C§l We compared C%{ and CSi-based
relaying in ChapteB and showed in SectioB.4.1that either of these approaches
succeeds in a different region of operation. LIE rateless codes do not require
CSlfeedback. Instead, redundancy for a single megsageansmitted until the
decoder signals the source to stop. Even such occasiowmideleis not required
if PFis used withSDF protocols where all communication is unidirectional.

System components PFadds several functions to conventional selection relay-
ing systems. At the relay, the erroneous blocks have to Indifabel. This requires

a metricto assess the error probability even for small blocks. Tagdesuch a
metric, we follow thesoft output decodingpproach that is widely used in itera-
tive decodersfiWRO7]. We will describe and compare our metric to other soft
output decoders in Sectigh4. Based on this metric, the relay uses a threshold to
decide which block to forward. Searching optimal and suinagit(but practical)

2To simplify terminology we denote the FEC-uncoded inforimravector bymessage
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thresholds is discussed in Sectibd.l Further, PF extends the cooperation pro-
tocol. CombiningPF with SDF’s packet-wise forwarding decision is described
in Section4.4.2and efficiently signaling the dropped blocks to the desiimaits
covered in Sectiod.4.3

4.2 Forwarding decision frequency

Before designing practical schemes for Partial Forwardifg, (it is useful to as-
sess the potential gains of this approach. For a first analysight, we ignore
autocorrelation but use a generalized block fading mod@revkleep fades may
affect only parts of a packet (autocorrelated fading is ttedied in Sectiod.5).
Furthermore, we ignore that the practical accuracy of tinewdoding decision is
limited in the time and in the value domain. Instead, we asstimt the relay
perfectly knows the C§$| value and can decide arbitrarily often. These idealis-
tic assumptions allow to derive the minimuBiERe ¢ for PF. This performance
bound and the still higBERg2¢gains at less frequent forwarding decisions clearly
show that designing a practidaF system is promising.

4.2.1 Block lengths and decision frequency

As we perform our analysis at symbol level, we define all bliecigths as multi-
ples of modulation symbols. Simply multiplying this lengtith the symbol time
Ts results in the block durations from Figude2. We define each packet to bg
symbols long. The length ofdecision blocki.e., the number of symbols between
two relay decisions, is denoted hy. For block fading channels, the number of
symbols per fading block is indicated hy.

With these block lengths, we define tfwarding decision frequency Df
the relay as

D:=

. . .
Lp [forwarding demsmn]& (4.1)

Ly packet

which is equivalent to the number of decision blocks per pacW/ith PFD > 1
and packet-wis&SDF is expressed by = 1. Even with a highD, the actual
accuracy of the forwarding decision depends on channekeahe timel;. Using
this rough estimate of temporal stability, we can state Raaims for at least one
decision per coherence time. This is reached when the dadiock timeTy is
equal or shorter thaf, i.e., Te/Tg > 1.

Using thisT;/Ty4 ratio we can define the decision frequency more precisely
for block fading channels. As described in Sectidd.2 with such channels
the fading block timeT, is equivalent toTg, i.e., Ty = Ly - Ts = Tc. Choosing
Tp > Tp leads to multiple fading blocks per packet. The number cdeteocks is
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Kb = Tp/To = Lp/Lp and also gives the number of fading states per packet. With
this explicit value forK,, we can analyze the performance loss when the relay
decides less frequently than the channel varies,D.ec,K,. We can denote this
relationship betweeB andKj by thenumber of decision blocks per fading block
Dp

Dy =

D L forwarding demsmn}s 4.2)

Ko Lg fading block
With Ky > 1, packet-wisé&SDFreaches onlyp, < 1 and PF aims to selebtsuch
thatDp > 1.

4.2.2 Analysis for block fading channels

We analyze the end-to-end Bit Error RaBER:»¢ of PFin two steps. First, we
derive the average number of symbols forwarded by the rélaym this number
and standar8ER equations we, then, derive tBERge

System assumptions and notation

For an arbitrary link(i, j) the instantaneous SNR per modulation symbol is de-
noted byy j. We use the i.i.d. Rayleigh block fading model from Sect®h.2
where the random variablg; follows the exponentidPDF py(y j) in (2.6). The
Symbol Error RateSER ) for the AWGN channel is

Pawan (M) = aMerfc<\//3Mv|,j) (4.3)

with the complementary error function effcand modulation-dependent parame-
tersam, Bm. This general expression for tis=Rholds for Quadrature Amplitude
Modulation QAM) as well as for Binary Phase Shift KeyinBRSK) modulation
[Pro0Q Section 5.2]. Taking the mean with respect to the expoakydistributed
random variablgy ; yields

Pia i) = ElPRuon(hi)} = [ Paen(h)pyni)dn;  (44)

” [ o\ 1 Vi.j .
/o aMerfc( Bwm y.,/,) v exp( W,j) dyi
as theSERfor a single Rayleigh faded link with mean SNR,. We will employ
a closed-form solution o#(4) for a specific modulation in Appendix.
Only a single relay is used in theCTR network (Figure3.1(b). PFextends
a conventionaBDFrelay by a block-wise forwarding decision wiby, decisions
per fading block. To isolate the effect of the decision freggy, we assume that
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Figure 4.4: Example of the block lengths for Case 1 where Ly,

the relay bases its decision on ideal &3ind, thus, can perfectly detect errors.
To this end, the relay perfectly knowys; (i.e., perfect decision in the value do-
main) but may decide not frequently “enough” (i.e., impetf@ecision in the time
domain) to follow the fading channel.

Case 1: DecideD, > 1 times per fading block

First, we analyze the case illustrated in Figdrd. Here, a decision block is
shorter than a fading block or has equal length, Lg.< Ly < Dy > 1. In this
case, PF decides at least once per fading block and, thusjetaat each state
change of the block fading channel. The number of fadingKkslqeer packet is
Lp/Lb and is assumed to be integer to assure i.i.d. blocks.

With at least one forwarding decision per fading block, therage number of
symbols forwarded per packet is equal to

Npci = LpP{An arbitraryfadingblock is forwarded
= Lp(1—P{An arbitraryfadingblock is not forwarded).

Assuming perfect decision in the value domain, the relays ot forward dad-
ing block, if at least a single symbol in this fading block is imaer Thus,

Np.c1 = Lp(1—PRay(¥sr)) (4.5)

WherePgay(%,r) denotes th&SERfor the Rayleigh-faded links, r) according to
(4.4) with mean SNRy;. The fraction of symbols that aret forwarded by the
relay is then

N .c1 _
Farop,c1=1— Lp_pc = PFszay(Vﬁr) (4.6)

and, hence, equivalent to t&&ERof link (s;r).

Case 2: DecidéDy, < 1 times per fading block

Second, we analyze the case illustrated in Figuke Here, a decision block is
longer than a fading block, i.d.q > L, < Dy < 1. This case reflects conventional
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l ] Packet l ] Packet
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(a) Packet-wise SDF withyg = L (b) Partial forwarding with.g < Lp

Figure 4.5: Two examples of the block lengths for Case 2 whgre Ly,.

SDF with multiple fading blocks per packet (Figu#es(a) as well as PF with
multiple fading blocks per decision block (Figutes(b). In either of these cases
the relay decides less frequently than fading occurs andatatetect and adapt
to each state change of the fading channel. The number aigdubcks per
decision block is 1Dy = L4/L, > 1 and the number of decision blocks per packet
isD = Lp/Lq. Similar to Case 1, we assurideand 1/Dy, to be integer to assure
i.i.d. blocks.

Deciding once pedecisionblock, the relay forwards

Noco = LpP{An arbitrarydecisionblock is forwarded

symbols on average. Unlike in Case 1, in this case erronkalirsg blocks may
occur within an arbitrary decision block. The relay canmaiite these erroneous
fading blocks and, hence, forwards an arbitrdecisionblock only if all 1/Dy
fading blocks within this decision block are error free. Rumally,

Np,c2 = LpP{All 1 /Dy, fading blocks within an arbitrary decision block are error {ree
and, since the fading blocks are i.i.d.,
Np.c2 = LpP{An arbitraryfadingblock is error freg /Do,

As for deriving @.5), we use that an arbitrafadingblock is in error, if at least a
single symbol in this fading block is in error. Thus,

Np.c2 = Lp(1— Play(¥er))""e. (4.7)

where, again, thSERPgay(@r) is given in @.4). The fraction of symbols that are
not forwarded by the relay is then

Npc2
Lp

which differs fromFyop c1 by the exponent ADy,. Note that aDp = 1 the results
for Case 2 are equal to Case 1, ilpc1 = Npc2 and Fyrop,c1= Fdrop,c2 This
allows to expres®;, < 1 only by the results of Case 2 which summarizes the
practical relevant cases where the relay decides not megeiéntly than fading
occurs.

Farop,c2= 1— 1— (1 Pgay(Ver)) Y™ (4.8)
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End-to-end Bit Error Rate

Using the above results fétrop, the BEReoe for both cases is given by
BEReZe: FdropBERS’d + (1 — Fdrop)BERn]rc. (4.9)

Here, BER 4 is theBER of the direct link(s,d) and BERy stands for thd8ER
after MRC was used to combine the symbols received from the sourcehend t
relay. Both terms are further elaborated below and in AppeAdiNote thatp

is incorporated into4.9) as a factor and, thus, affects tBERq»c0Nly by a coding
gain but not in terms of diversity.

The rationale behind4(9) is that the destination can only combine symbols
and, thereby, reaches only BER, if the relay forwards. This is done with prob-
ability 1 — Fgrop. Otherwise, merely symbols from the direct link are recgjve
resulting in BER g.

4.2.3 Discussion

Analytic results From the analytic results for Case 1 we can draw the following
conclusions. If the relay decides at least once per fadiogihbnly the erroneous
symbols are dropped. Ad, = 1, the decision is ideal in the time domain and
(assuming ideal decision in the value domain) the numbeom¥drded symbols
is maximized.

In Case 2, the relay decides less frequently than fading eccimserting
Dp < 1 into (4.7) shows that in this case the number of forwarded symbols is
always lower than for Case 1, i.éNp > < Npc1. The more fading blocks occur
per decision block, the fewer symbols are forwarded (42) @nd @.7)). Equiv-
alently, the shorter the decision block is with respect eftlding block, the more
symbols are dropped.

Numerical results For a numerical illustration we focus on uncodB&SK
modulation, withMRC, and i.i.d. Rayleigh fading. For this relevant special case,
closed-form expressions for direct and combined links arergin standard lit-
erature Pro0Q (14.4-15)]. By inserting these expressions irtal( and @.9) we
can easily derive thBERepeandFy,op Of our idealPFsystem in closed form. This
derivation and the results are presented in AppeAdix

Furthermore, we assume a symmeftitR with the same reference SNR
for all links. Since path loss is normalized to unity, iBan =Mad = Mpg = 1,
the mean SNRy is equal for all links and equivalent o (Section2.1.1). For
comparison, we include tHBERq»0f direct transmission. All three nodes operate
under the total energy constraint (Sectib8). We choose a packet lengthlof =
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8192 symbols and study;, = 16 fading blocks per packet. We vary the decision
block lengthL4 to select a forwarding decision frequeridy With D € {1,2} we
study Case 2 where the relay decides less frequently thangfamticurs. Ideal
decision is then studied with € {Ky,Lp} decisions per packet.

Inserting the above values and a varyipinto (A.4) to (A.7) provides the
results in Figured.6. Figure4.6(a)shows the fraction of symbols not forwarded
by the relayFqqp for both cases. This number is highest with conventionakgac
wise SDF when only a single forwarding decision per packet is made, anly
Dp = 1/16 decisions per fading block. With = 2, the relay decides once every
eighth fading block. This decread&gop cobut is still far from the result of Case 1.
This ideal case is reached@t= 16 where making one decision per fading block
minimizes the number of dropped symbols. Since gy is independent on
Dy (4.6), further increasing the decision frequency does not ivg@Fop. Note
thatFyrop,c1iS equal to the BER of linKs,r). This results from the fact that with
uncoded BPSK and Case 1 each symbol error corresponds to aedrbppThis
illustrates once more that By, > 1, a PF relay drops only the erroneous bits.

The behavior ofgqp directly translates to the BER. in Figure4.6(b) For
increasing decision frequency, the relay forwards a hidrestion of symbols
which reduces the BERe by an SNR-independent factor. This coding gain in-
creases witlD until the relay decides once per fading blodx £ 16). At this
decision frequency, thBERg»e of PF reaches its theoretical minimum for the
given fading block time and, once Case 1 is reached, no impremeis shown by
further increasing the decision frequency. This is a comsege of the block fad-
ing model where each fading state can be detected as sdopn-ad is reached,
i.e., once the decision block time matches the (perfecttynkr) coherence time
Tc. This is different if more-realistic autocorrelated faglis assumed wherg
becomes a poor estimator of the channel stability (Se@i&r8. In this case,
deep fades may occur even withipand, thus, multiple forwarding decisions per
coherence time can still provide gains. We will demonstitaitein Sectiort.5and
discuss in Sectiod.3.4that such high decision frequencies are realistic even with
the constraints imposed by practi€&®l measurement, coding, and signaling.

From these results, we can expect high BgRjains for PF above conven-
tional SDF when multiple fades per packet are likely. Therefore, insgevorth
to design practical schemes for PF. Such schemes — na@@lyneasurement,
protocol and signaling functions — are described next.

4.3 Forwarding decision metric

So far, we made the idealistic assumption that the relayepgyfknows the chan-
nel state even if a frequent forwarding decision is made.idgd@sg a practical
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Figure 4.6: Effect of forwarding decision frequenByon BERsye and Fyrop:
Shown vs. SNR for an i.i.d. Rayleigh block fading channel vidgh= 16 fading
blocks/packet. The results for Case 1 are equal.
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scheme to provide such frequent estimates at high accusaoyn-trivial. With
conventional CS} metrics — likesSNRor CRC— more frequent estimation reduces
the number of training symbols on which each estimate isthasd, thereby, the
estimation accuracy. Compensating for this lack of trainiffgrmation by ex-
tensive training would considerably decrease the data Adter describing such
shortcomings of conventional metrics in Sect#3.1 we focus on a decoder-
based metric called Minimum Path DifferenddR®D) in Section4.3.2 Similar

to soft outpudecodersBCJIR74 HH89], MPD provides frequent Cglestimates
by observing thd&~-EC decoding process. This metric requires no further training
overhead, and, thus, allows frequent estimation withoatebesing the data rate.
We describe an MPD-extended Viterbi decoding algorithit6[7] which imposes
significantly lower calculation complexity than other sofitput decoders (Section
4.3.3 but accurately expresses the true BER by MPD (Seai8r).

4.3.1 Related work and terminology

In current literature, a relay bases its forwarding deastg¢her onCRC error
detecting codes, soft outpiECdecoders, or channel state measurements. Which
of these methods can be employed depends on the used code.

In uncoded systems, the relay can use channel state measusetm HZF04],
Herhold, Zimmermann, and Fettweis propose to use SNR asidecnetric and
to perform a threshold-based forwarding decision at thayreThis SNR-based
approach provides a valuable theoretical framework toyaeathe relay’s local
forwarding decision but cannot be directly applied?f&@ Measuring SNR comes
at the cost of training symbols which reduces the data rdteréfore, many sys-
tems measure SNR only once per packet using a short traieopgesace in the
packet’s preambledP99 Chapter 12]. Moreover, as measured prior to decoding,
SNR cannot accurately account for the coding gain in prack&C decoders.
With these limitations, SNR cannot accurately identifyoegous parts within the
message and is, thus, not an ideal candidat@For

In many papers, the relay uses error detecting codes foomgafding deci-
sion [SE04 LWTO04, HSNOG LTN07]. Typically, a single Cyclic Redundancy
Check CRQ) is used per packet which does not rely on a potentially stitoop
mal threshold. Per packet, such CRC-based forwarding decwsiiably prevents
error propagation and the overhead due to the added Frame& Geggiences
(FC9 is acceptable. However, this procedure becomes ineffitoesshort blocks
[Wil04]. First, block-wise error detection requires dAeC codeword per block,
thereby reducing the length of the codeword &&LC performance. Second, de-
tecting burst errors requires a large FCS in many systems, 32dit in IEEE
802.11 PP99. With small blocks such long FCS imposes high overhead. Con-
sequently, CRC-based decision is inefficientPét
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With FEC codes, the relay can estimate Sbllowing the soft output ap-
proach. In addition to the decoded bit — the so-caltlad! decision- a soft output
decoder returns the probability of a correct decoding dacifPro0Q Section
8.2.7]. This CSk estimate is referred to aoft outputor, more precisely, ad
Posteriori Probability APP). Here,a posterioridenotes that the decoder has al-
ready used all available information for its decoding diecis To produce such
soft output, two fundamental decoder designs are knowrnedralure. Maximum
A Posteriori MAP) decodersBCJR74 RVH95] calculateAPPper decoded sym-
bol while the Soft Output Viterbi Algorithm3OVA) algorithm HH89] provides
APP per symbokequence

Soft output decoders are often used at an intermediate statgrative de-
coders (e.g., turbo decodeitd\WRO07]) and only few applications to cooperative
relaying are known. Sneessens and Vandendorpe descrlbgithgeas an iterative
decoding process where the relay forwards its soft outpuOf]. Protocols that
followed thissoft Decode-and-Forward)F) approach either rely completely on
soft information BLO7, DMQ9] or exploit soft channel side information to refine
SDF’s hard decisionRF09. Soft DF is similar to the fundamental Compress-
and-Forward CF) protocol [CG79 but can profit from a coding gain at the relay.
Like CF, a softDF relay minimizesBERg2¢ by delegating the hard decision to
the destination where decoding can employ®@&d of all channels. On the other
hand,CF and most sofDF approaches forward real-valu€sl for each received
bit, whose overhead significantly decreases data rate.

In this section, we use a different approach tizthand softDF. Instead of
forwarding soft output, we use soft information only at tleéay to improve the
forwarding decision. Keeping the decoder’s soft outpualdienits overhead and
enables gains due to Partial Forwarding. Using soft outputiis partial decision
has two benefits above other GSinetrics. First, soft output assesses the actual
coding gain. Second, a decoder returns soft output frefupet packet and
requires no more training information than the redundarnisy hhus, even a high
forwarding decision frequency does not reduce the data fatirawback of the
soft output approach is the significant complexityS®VA and MAP decoding
algorithms RVH95, Wu01].

To avoid an infeasible complexity increase at the relay, se a simplified
soft output metric calledPD. The calculation and complexity of this metric is
described next.

4.3.2 Calculating Minimum Path Difference

The MPD metric estimates thBER by comparing the decoding decision to the
received codeword. In essence, MPD expresses the distabwedn decoding
decision and the received symbols. For a large distancegilarge MPD value) a
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Statesl ,,,,,,,,

MPD Vmin
value

Figure 4.7: Example decoding trellis for hard-decisionatieg ofu = 3 symbols:
Each edge of the surviving minimum-weight pathi, contains an MPD value.
Finally the metric vector mpg = [1,0,2].

high BER is assumed. This metric is based on the idea thatdper [Hhe distance
between decoding decision and the received symbols is, the arrors are cor-
rected by the FEC decoder, and the lower the decoder cgrtameach corrected
bit. We now detail the calculation of MPD and provide a simptample.

MPD definition and example for hard decision Viterbi decoding

With the Viterbi Algorithm (VA), the decoding decision is made as soon as the
minimum-weight path M, through the decoding trellis is foun®{o0Q Section
8.2.2]. Each edge &fin is associated to coded and uncoded symbols. A standard
Viterbi decoder returns the uncoded symbols during itsetvack ofVp,in, which
results in the decoded message.

Additionally, an MPD-extended Viterbi AlgorithmMPD VA) returns the dis-
tance between (1) theodedsymbols alongVmin and (2) the symbols in the re-
ceived codewords,. During the traceback, this provides the MPD vector mpd
More formally, we can define the MPD value for title coded symbol as

mpd;, [i] = dist(cs,[i], codesymbdledgei]) ) (4.10)

where edgpg] is the respective edge 9., and the function codesymiglreturns
the coded symbol at this edge.

The distance calculation in function distdepends on the form of the sym-
bols incs,y. With hard decision decoding, all symbolsdg: are binary decision
variables. In this case, digtcomputes the Hamming distance and ydd rep-
resents the number of corrected errors for ithesymbol. Figuret.7 illustrates
this case where one integer MPD value is returned for each efig,;,. With
soft decision decoding, the demodulator passes real-dahi¢ decision variables
(akasoft bitg to the decoder. To rate each of these soft bits by a reatdaiPD
index we extend th®A as follows.
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MPD-extended Viterbi decoder
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Figure 4.8: Basic functions of an MPD-extended Viterbi Aigan (MPD VA).
The shaded parts illustrate extensions to the standard

MPD-extended Viterbi algorithm

We will now generalize the above example to an MPD-extendet Algorithm
(MPD VA) which supports hard and soft decision decoding. Figu8summa-
rizes the extensions to a standard Viterbi decoder. As shivendemodulator
maps the coherent modulation symbol¥dp to the two vectorgs, andcs,. The
codewordcs, contains conventionally demodulated hard or soft bits anasied
for standard Viterbi decoding of messa¥g. Additionally, vectorcs, provides
CSlfor calculating MPD. An example of constructieg, Tor BPSKis described
on PageB88. Based orcgy and on the edges of the minimum-weight p&Hh,,
the MPD VA calculates the soft output vector mpd This MPD vector contains
one real-valued C§l estimate per symbol and is, finally, smoothed by a statistica
filter, e.g., a moving average, which retumgd, .

The decoding process is described more formally in Algarith To focus
on the extensions, the standard VA operation is abbreviabegarticular, we
summarize the VA's path search by function findRath line 1, and omit standard
functions like weight calculation and quantization. A dietd description of the
full VA is provided in standard literature, e.d?rf0Q Section 8.2.2].

The algorithm returns messajg, that was encoded at rale = k/n with n
coded bits pek (uncoded)nessage bitdn total, messag¥s, consists ot = I /k
message symbots | message bits. This message is decoded from codewprd
which consists olu code symbol®sr | /R; coded bits Based on thesa sym-
bols, standard Viterbi decoding is performed in three stdpsst, the weights
are calculated for each branch and state of the trellis (noive in Algorithm
1). Second, the patWnin is searched which minimizes the accumulated weight
(function findPatk) in line 1). Third, for allu edges of this path, a traceback
is performed (line 2-5) and one message symbol is returneddege (function
messagesymblin line 3). Finally, the decoded messagg is returned.

As discussed above, calculating gpdan be integrated into the traceback of
theVA. During this final step, the algorithm iterates over the clatgpathViyin
and uses4.10 to calculate MPD per code symbol (line 4). With hard decisio
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Algorithm 1: MPD-extended Viterbi AlgorithmNIPD VA).
Input : Codewordcs, with u code symbolscs; [1],...,Cs[U];
Codewordcs, with u code symbolscsy[1],...,Cs¢ U]
Output: MessageXs, with u message symbolss,[1], ..., Xsr[u];
Metric values mpg, per code symbol: mpg[1],...,mpd,,[u]

// Search minimum-weight path Vpin

1 edgédl,...,u] = findPath¢s,);

// Traceback over Vpmin
2 fori=u,...,1do
Xsr[i] = messagesymb@dgei]);
// MPD calculation adds line 4
4 mpd, , [i] = dist(Cs, [i], codesymbdledgéil));
5 end
6 return Xsr,mpd,

decoding, function dig} is given by the Hamming distance. In this cage= cs;,
i.e., no additionalCSI vectorcs, is required. With soft decision decoding dist
uses the Euclidean distance as a standard function of maonygees. In particular,

dist() calculates
n
dist(a,b) == [la—b[| =, | 5 (aj —bj)? (4.11)
=1

as the Euclidean distance in tinedimensional coding space. Hera, stands
for one ofn soft bits in symbola of the CSI vectorcs; andbj corresponds to
one ofn soft bits in code symbdb from the trellis edge (as returned by function
codesymbad]) in line 4). In this case the demodulator has to pagswith CSlto
the decoder (cp. Figure.8).

Additional CSI with BPSK

The vectorcs, provides additional CSl in terms of carrier phase mismatcAes
though we assume coherent detection, such synchronizatiors are common in
practical receivers where limited Ggtan inhibit perfect compensation of com-
plex fading and noise§A04, Section 3.2].

As illustrated in Figuret.8, both vectorss, andcs, originate from the same
symbol streanYs,. The difference betweer, andcs; is twofold. First, a soft bit
in codewordcs, contains the real part of a complex modulation symbakinbut
a soft bit incs, represents the anglle € [—r, 1 of such a symbol. 1t 0, C;
expresses a carrier phase mismatch. The second differeticat isoft bit values
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Figure 4.9: BPSK constellation example: Representing avedesymbols [m]
by —¢[m] or ¢[m] does not affect the distance betweégn[m| and the reference
symbolsYp, Y1. Thus,|¢[m]| can be used to represefa; [m|.

in csr are unbounded bk, € [—1,1]. Limiting Cs, to this interval assures that
Csr can be used as a norm for the channel quality.
Based orp we obtain the soft bits for amth symbol by

2|¢[m|

m

Csr[M = ~1. (4.12)
This mapsp € [—m, ii— &, € [—1,1] and fulfills two properties. First, dividing
by m normalizes the values ics( to unity. Second|¢| treats both directions of
the synchronization error equally. This is sufficient WBRSK where the sign
of ¢ is not relevant to distinguish symbols in the angular donaaid, thus, both
directions of the synchronization error equally affectdisance to the reference
symbol (cp. Figuret.9).

Due to the two operations i@ (12, MPD can be simply used as an unsigned
real-valued index without having to account for signed sdemases. With this
mapping, the minimum Euclidean distance between two stdtibj|1— 1|| =0
and the maximum i§ —1— 1|| = 2. Hence, MPD can take values mgdo, 2].

Using the CSI vectocs, to account for synchronization errors leads to very
high estimation accuracy (Sectidn3.4 but limits the application of MPD. So-
far only the above mapping for coherd®®PSK is known. Mappings for higher
order modulation, where information symbols and synclaation errors blend
in the angular domain, are not obvious. To use MPD for higih@eiomodulation,
either hard decision decoding (where high accuracy is asod without CSI
[VVA T084) or a different soft output method has to be used.

4.3.3 Decoder complexity and implementation remarks

Calculating MPD changes the standard Viterbi AlgoritAJ only slightly. Un-
like the SOVA and theMAP algorithm, this adds only insignificant computational
complexity and no further constraints to decoder impleison.
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Table 4.1: Computational complexity of several soft outpetatiing algorithms.

Decoding Function of Exampl =6,R; =1/2
algorithm M andn [EA] [EA]  Factor over VA
VA (4n+2)2M 16 646 1
MPDVA  (4n+2)2M +15Mn—-5M +12 802 124
Log-MAP (4n+50)2M —19 3693 571
SOVA (4n+9)2M - 75M2 + 35M +5 4003 62

Computational complexity

Although the exact computational complexity highly depemah implementa-
tion details, MPD’s additional effort can be approximatgdelxpressing and ag-
gregating the basic operations in termsExfuivalent Additions EAs) [Wu01,
CRWCO07. This approximation depends only on the basic coding pataran,
memory order M andtruncation depth The memory order stands for the total
number of input symbols stored at the decoder and is also krasgonstraint
length [Pro0Q Section 8.2]. The truncation depth defines the size of il pa
memory, i.e., the number of symbols the decoder looks badkglits traceback.
Many practical Viterbi decoders truncate their path mentorygM symbols to
limit delay and complexityPro0Q Section 8.2.8]. This value is also used in the
study below.

With these parameters we can now compare the complexiyRid VA and
the standard/A. With function codesymbg) in Algorithm 1, MPD calculation
adds 1 table lookup to the traceback of Yfe. Per memory orde¥, 1 additional
calculation of the Euclidean distancg 1) is required. Each call of this function
adds 1 multiplication and 1 subtraction pesymbols as well as 1 addition per
n— 1 symbols to th&A. As in [Wu01] we count 6EA per table lookup, EA per
multiplication, and IEA per subtraction. This leads to

ComplexitfMPD VA) = (4n+2)2Y +-6+15Mn—5M +6 [EA]  (4.13)

D Y —— e
VA MPD adds

for the computational complexity of tidPD VA.

Table4.1 compares this result faviPD VA to the computational complexity
of VA [Vit67], SOVA [HH89], and of the Log-MAP algorithmRVH95] which
represents a feasible example of a MAP decoder. The resulthdse standard
decoding algorithms are given iMu01]. With respect tdM, all complexity func-
tions have orde®{2M}. However, within this exponential regime two terms cause
large complexity differences between the algorithms.

First, compared to VA anMPD VA, Log-MAP and SOVA increase the factor
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in front of 2Y. With Log-MAP, this results from several calls of the niafunction

per path node to compute the soft output. Although Log-MARpotes this
function in the logarithmic domain, the complexity increds still substantial.
SOVA increases the factor td'2by generating the path metric difference between
survivor path and discarded path for each branch. This ido¢ by any other of
the above decoding algorithms which consider only the singipath.

Second, by taking even the discarded paths into accountA$@xorms an
extensive traceback which adds ternM?5to the complexity function. Note that,
at the usually smalh and M, this quadratic term contributes more to SOVA's
complexity than the "2 term. Based on these two terms, we can conclude that
the complexity of Log-MAP and SOVA grows substantially &sin M than the
complexity of VA andMPD VA.

Besides providing complexity as a function Bf and n, Table 4.1 shows
an example foM = 6 andR. = 1/n = 1/2. Both parameters match the com-
mongg = 133; 91 = 171g code used in IEEE 802.11a/g WLAN syster¥99.
While Log-MAP or SOVA are approximately. Bl or 62 times as complex as the
VA, respectively, MPD adds only 24 % computational completdtihe VA. This
highlights the insignificant computational burden of MPDngared to SOVA and
feasible MAP algorithms.

Implementation remarks

Regarding the implementation of MPD-extended Viterbi Altgon (MPD VA)
two observations can be made.

Parallel soft output MPD VA decodes and calculates MPD within a single iter-
ation of the standard VA traceback (cp. Algoritlitn This has two benefits over
SOVA and MAP. First, implementations ®iPD VA can decode and compute
soft output in parallel. Second, no trellis iterations added to the VA. Hence,
calculating MPD adds only marginal decoder complexity agldylto the VA.

Pipelining A further important observation is thsfPD VA does not constrain
the stream processing of the standsd During the traceback, one MPD value
can be returned per symbol and can be continuously proceystaé smoothing
filter and subsequent functions (Figuté). This allows to profit from pipelining
on a per-symbol basis, reducing decoder delay and memorgra#sn

Note that this unconstrained pipelining is a large benefiM&D VA over
SOVA and MAP decoders. To generate soft output, these #hgosihave to take
the minimum (SOVA) or maximum (MAP) over a large number ofrfmfametrics.
Computing and storing all these metrics beforehand, seemlthe soft output
calculation and, thus, increases memory demands and delay.
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4.3.4 Accuracy study

A CSili estimation has not only to be feasible, it also has to be ateuvVe now
study how accurately MPD estimates the true BER of a direastrassion and
compare this accuracy to other metrics. We focus on slow astcaiutocorrelated
fading channels and use IEEE 802.11a/g stanB&td assumptions.

System model and parameters

To study the accuracy of MPD it suffices to focus on the dineét We consider
direct transmission from the source nosléo the relay node, i.e., link (s,r).
We assume that transmits a constant message flow with 512 Bytes payload per
message. For the transmitter chain, we make standard IEEE 802.1dla/sical
layer assumptions. In particular, we assume that messagEECencoded using
a convolutional code with generator polynomigl= 133;91 = 171g and code
rate R; = 1/2 [OP99 Chapter 12]. This results in codewocdof 8192 coded
bits which is then transmitted as a single packBESK modulation leads to a
packet length ok, = 8192 symbols which are then passe®€DM multi-carrier
modulation. As in IEEE 802.11a/§@ = 48 modulation symbols are transmitted
per OFDM symbol time offs = 4 us which results in a packet time &f = Ts-
Lp/S=0.68 ms. In total 16¢ 10° packets are transmitted per simulation.

Apart from MPD calculation, the receiver operates as in the standard IEEE
802.11a/gPHY. For eachPHY packet, the received signal is coherently detected
using the 16is Physical Layer Convergence Procedie@P preamble P99
Chapter 12]. Due to this limited C§) complex channel coefficients may still
cause carrier phase mismatches. OFDM demodulation retiuerssymbol vector
Ysr and BPSK demodulation maps each complex symbol value to aldutien
codewordcs,. From this vector, finally, soft decision Viterbi decodiregurns the
received messagé;.

Like the abovePHY functions the channel is modeled in the digital base-
band at symbol level as described in Sectibh Per symbol timels, a single
frequency-flat channel gaill|? is calculated. Instead of assuming uncorrelated
block fading, we use the autocorrelated fading model frowti8e2.1.2 From
the examples in Figur2.3, we study two cases of the Doppler frequerigy At
fq = 17.34 Hz the channel gain#|? are highly autocorrelated and the channel
can be considered afowcompared to the packet time. This corresponds to low
mobility in the propagation environment, e.g., an ind@dctAN with carrier fre-
quencyfc = 5.2 GHz and relative velocity o = 1 m/s betweers andr. With
this fy, the coherence time @t = 7.2 ms @.9) is 11 times longer than the chosen
packet timeT, and, thus, deep fades in small parts are not very likely bytstit
occur (cp. Figuret.3). The second case represents relatifalt fading where
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fy = 350 Hz decorrelates the channel gains. Stchs typical at high mobility
and, e.g., corresponds to a vehicular scenario wih20 m/s atfo = 5.2 GHz. In
this caseT, spans two coherence times.

Simulation results

We study two cases of MPD calculation. First, MPD is averapest a complete
packet. This provides a single Goéstimate per packet and allows us to compare
MPD to conventional SNR-based estimation methods. Noreth@F requires
multiple CS}y estimates per packet. This is studied as a second case.

Single CSly estimate per packet To study how accurate a Gglmetric es-
timates the BER of a packet we compare three metrics to theBEk of the
received code words,. Our first metric reflects the unrealistic case where the
true value of the instantaneous SN& is known for each modulation symbol.
Based on all symbols, one SNR average is calculated per paSketbol-wise
SNR measurement requires to use each symbol for trainingthnsd, does not
allow any data transmission. We call this unrealistic negtteal ys;. Compared

to this idealistic channel assessment, the second metiiagsr to practical SNR
measurement. This so-calleghlistic ys is measured only over tie. CPpream-

ble [OP99 Chapter 12]. Thus, only the first 1& of the packet are observed and
one realisticys, value is returned as a time average over all preamble symbols
As third metric, we calculate MPD over all code symbolscgf as described in
Section4.3.2 The resulting mpg, vector is averaged over the complete packet,
finally, providing onempd;, value per packet.

To compare their accuracy, each of these metrics is showffiestion of the
true BER of the corresponding packet which is, obviouslyy @vkilable in simu-
lation. To study this function for a large region of the trueMBRve vary the mean
SNRinys, € [0,30 dB. For each metric and each studied Doppler frequency, this
results in one scatter plot shown in Fig&wd0and4.11 Each point represents a
metric/BER mapping for one packet and a line illustrates tl¢rigis mean over
all packets. An important indicator for a metric’s accur&yhe variance on the
x-axis. With an ideal metric, this variance would be zerohstiat all points fall
onto a single line expressing a distinct BER value only by glsidistinct metric
value. Note that, in these scatter plots, the varied mean SNRIy implicitly
shown as the average true BER but that we explicitly study tfeeteof s, in
Figure4.12

The results for the SNR metrics are shown in Figdr#Q For both values
of fg, the idealys, values fall into a structure similar to a typical BER vs. SNR
curve. Although the variance gf; increases for lower BER, still a close match
of idealys, to the true BER is shown. The accuracy increases when, dughethi
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Figure 4.10: Accuracy of realistic and ideal SNR measurém&eatter plot
matching true BER ots, to the corresponding SNR measurement. Shown for
two values of the Doppler frequendy. Each plot is based on 1000 packets.
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Figure 4.11: Accuracy of MPD: Scatter plot matching true BERcg to the
corresponding MPD value averaged over all symbots pf Shown for two values
of the Doppler frequencyy. Each plot is based on 1000 packets.

fg, the channel gains decorrelate in time (Figdrg0(b). This situation changes
completely with more realistic SNR measurement. In Figudd(c)and4.10(d)

the realisticys, metric shows no clear structure. For both valuedfthe high
variance of the metric values impedes an accurate mappihg toue BER. Con-
sequently, the realistigs;, metric cannot serve as an accurate indicator for the
BER. This is different for MPD. The scatter plots in Figutd 1l(a)and4.11(b)

fall into a very small region. As for ideak,, the variance improves witfy and
with the BER. This results in an injective mapping of the mearCM® the true
BER.

While the scatter plots provide a first overview, we can quatitie accuracy
of the CS}x metrics by taking the pairwiseorrelation coefficienp between the
metric value and the true BER value of the corresponding padkecisely, we
take the Pearson product-moment correlation coeffig€KtY) € [—1,1] which
is a standard measure for the linear dependency betweeratwlom variableX
andY. The results are shown in Figu4el2 A high absolute value gb stands for
a close linear expression of the true BER by the channel etstimaetric. Vice
versa, a correlation coefficient close to zero stands for phannel estimation.
The sign ofp does not serve as a measure for metric accuracy. Naturadly, t
SNR metrics and BER are negatively correlated since SNIRBER while, due
to MPD ~ BER, p is positive for MPD.

Both plots in Figuret.12clearly demonstrate the high accuracy of the MPD
metric and the dependency on the mean SNR. With increasing BB&, all
metrics lose estimation accuracy since the number of dekgsfaer packet (and,
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Doppler frequencyfy. Each value op is based on 3000 packets.
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thus, the number of measured error events) decreases. EQuuile this statistic
drawback highly affects the accuracy of ideal and realiglic MPD can take
full advantage of the decoding memory and is, thus, only maly affected.
The accuracy of realistigs, is further decreased at higher Doppler frequency
fg (cp. Figured.12(a)and Figure4.12(b). With increasingfy, the channel gain
decorrelates in time and the probability of deep fades ensighacket’'s payload
increases. By observing only the packet preamble, realgticannot account
for these events. While this results in an unacceptable acguor realisticys,
decorrelation even slightly improves the CSI estimationdefal ys, and MPD.
This improvement is already known from the scatter plotsigufe 4.10(b)and
Figure4.11(b) and highlights the benefit by observing all symbols per pack

From these simulation results we can conclude that MPD ixeellent BER
estimator. Unlike realistic preamble-based SNR measuneniPD takes all
code symbols within a packet into account which, first, le¢ads statistical bene-
fit. Second, unlike ideal (yet unrealistic) measuremenhefibstantaneous SNR,
MPD profits from the observation of the actual decoder cefyailLet us now
study MPD'’s estimation accuracy if we compute this metricerfoequently than
once per packet.

Multiple CSlx estimates per packet Computing MPD more frequently re-
duces the number of symbols on which a single metric valuased. This sta-
tistical drawback reduces the metric’s accuracy but, orother hand, allows to
adapt to the channel’s variation more often. This tradeefiveen adaptation fre-
quency and accuracy is interesting for applying MPD to BBRorwarding PF).
Only if MPD allows the relay to decide frequently and accelatenough”, this
metric is feasible foPF

To quantify this tradeoff, Figurd.13 shows MPD values for various block
lengths. Each shown MPD value is averaged overLglsymbols of a deci-
sion block. As shown, the accuracy improves with the blocigth. If MPD
is averaged oveky = 8 symbols, no clear structure is shown. Choodigg=
2048 symbols already provides an accuracy that is simildrepacket-wise MPD
in Figure4.11 With the above packet length &f, = 8192 symbols, this block
length allowsD = 4 forwarding decisions per packet.

Selecting the decision block length If a higher decision frequency is desired,
Lq is decreasedi(l). We can define a practical minimum fiog based on the trun-
cation depth of the decoder. As mentioned in Secfi®13 many practical Viterbi
decoders use a truncation depth of at led&iput symbols or, equivalentlyNsn
coded bits. It is a common rule of thumb that after this pettweldecoding de-
cision has stabilized such that the path memory can be tredhct negligible
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Ld=8 symbols Ld=32 symbols Ld=64 symbols
0

Ld=128 symbols Ld=512 symbols Ld=2048 symbols
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Figure 4.13: Effect of block length on MPD accuracy: True BER vs. MPD
averaged over an arbitrary block withtg,. Shown for 6 block lengthty and
fqg = 350 Hz. The axes of all plots are scaled equally. Each ploaset on 1000
packets.

performance lossHro0Q Section 8.2.8],Mo005 Section 12.3.3]. Hence, to ob-
serve MPD for a stable decoding decision, a block lengthpof 5Mn coded
bits is required. With the IEEE 802.11aKEC parameterdM = 6 andn = 2,

this leads td_q > 60 coded bits (equivalent to 60 BPSK symbols) and allows to
choosed_ 4 = 64 symbols from the block lengths in Figu4el3 This block length
shows still a clear MPD-to-BER mapping while providibg= 128 forwarding
decisions per 8192 symbol packet or, equivalently, onesitatiper 4 Byte block

in a 512 Byte message.

4.4 Protocols for partial forwarding

Having discussed MPD’s feasibility and accuracy, we wilvngse this metric to
build a practicalPF system. We describe two extend8®F protocols, discuss
how to choose an MPD threshold, and study necessary sigrfalictions.

4.4.1 Single forwarding decision

A simple integration oPFinto SDFis illustrated in Figurel.14 Here, the relay’s
receiver chain from Figurd.8 is extended by a single decision stage based on
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Figure 4.14: Basic functions of an SDF relay using a single MiR®shold. The
shaded parts illustrate the extensions to conventionastimid-based SDF.

an MPD threshold. For the current decision blodk messagexs,, the relay
simply compares the average MPD valupd,, [i] to anMPD threshold. If
mpd,, [i] < 6 the relay forwards the current block. Otherwise, the blegsdssed
to the transmitter chain and forwarded. This forwardingislen is repeated for
each block.

Even this simple single-stage forwarding procedure ajreaduires to select
two free parameters. First, in the time domain, the forwagdiecision frequency
D (4.1) has to be defined by the window sizg of the smoothing filter. Here, we
employ a simple moving average to accurately capture dekgs fat cross block
boundaries. Nonetheless, also other smoothing opergigogs low pass filters)
can be used. The block length can be chosen according tautheation depth of
the decoder. We described this choice and provided typedaks forLy andD
in Section4.3.4 The second free parameter — the MPD threslébldaffects the
forwarding decision in the value domain and has to be cdyefelected to avoid
decision errors.

Forwarding decision errors

The error events for a threshold-based forwarding deciaregnsummarized in
Table4.2 Event€q occurs when the current forwarding decision is too optiimist
and erroneous blocks are forwarded. In this case, erramslirk (s,r) propagate

Table 4.2: Error events for threshold-based forwarding decisions.

Block IS Block IS

erroneous correct
Threshold-based Correct &o:={Drop
decision=- Erroneous decision correct block
Threshold-based &1 :={Forward Correct
decision=- Correct | erroneous block decision
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Figure 4.15: Effect of the chosen MPD threshélén BERs»e Shown forfy =
350 Hz and various levels of the mean SNR @&nd

to destinationd. At event&,, the decision is too pessimistic and correct blocks
are dropped. Similar to packet-wise SDF this unnecessarilyces the number
of symbols thatl can combine.

When the optimal threshol6: is chosen, the probability that either of the
events€, andé&, occurs is minimized. This optimal choice minimizes BIER ¢
which is shown in Figuret.15 for the symmetricCTR network and the IEEE
802.11a/g assumptions from Sect3.4 If the chosen thresholé is equal to
Bopt, @ clearly shape@ERey. “valley” is shown. Left and right fromB = BGqpt
the BERqoe increases significantly. A8 < 6ypt, €1 0ccurs and error propagation
increaseBERe»e by up to 15 orders of magnitude. A8 > Bypt, €2 has a less

degrading effect on thBERgcthan& . Hence, reducing the number of combined
symbols is less severe than forwarding errord.to

Selecting the MPD threshold

From the results in Figurd.15we can draw three conclusions for selecting the
MPD thresholdd. First, PF requires a careful threshold selection sincesing

8 # Bopt has a large effect. Second, if a suboptimal threshold hag hbsen,
the pessimistic choic@ > 6y is preferable. In this case the large drawback of
error propagation is avoided at the cost of dropping corpémtks. Third, the
optimum MPD threshold is a function of the mean SMRAs shown in Figure
4.15 Byprdecreases with increasim_nghus,Gopt has to be chosen for eaghvhich
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Figure 4.16: Effect of the MPD threshoBlon BEReys Contour plot of BER,,
vs. SNR and vs8 for fy = 350 Hz. The line color represents the BER exponent.

complicates the threshold choice. We denote this SNR depeydby Oope(y).
On the other hand, the effect of an suboptimal thresholdcehdiminishes for
increasingy. This effect can compensate for the dependency and is further
elaborated below.

So far, selecting the optimal forwarding threshold was @tiylied for packet-
wise SDF protocols with SNR threshold4ZF04. In [OAFT08] several approxi-
mations offyp: either based on the mean SNR or on instantaneous SNR knavledg
were derived. However, these approximations are only alidBPSK without
FEC coding and for block fading channels. For systems WEC coding, au-
tocorrelated fading channels, or a combination of both, malydic solution for
optimal SNR thresholds is known so far.

Unfortunately, this is also the case fMPD where soft decision decoding
further complicates analysislJ/WVR07]. Instead of deriving the theoretical optimal
threshold, we perform an empirical study. By transmittingwnaaining packets
for differenty and 6 we establish a large set of MPD values. From this set, the
BERe2eminimizing threshold is chosen which provides an empirmgtimum
Bopt(Y) for a given scenario.

The result of this threshold search is illustrated in Figt®E6 which can be
seen as a 3D variant of Figu4el5 For a clear graphical presentation, the contour
lines show

BERS,.= BEReoe— r%n(BEReZG)
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Figure 4.17: Basic functions of an Two-stage SRBEDH relay. The shaded parts
illustrate the extensions to a conventional CRC-based SDF.

and the optimal threshol6(y) is chosen when BE@e: 0. As expected from
Figure4.15 choosingd = Bopt(y) causes a clearly shap8ERe,e “valley” and
the threshold value decreases for increaging

Figure 4.16 provides further insight in choosinguboptimalthresholds. As
shown by the flattening contour lines, the “valley” aroulagh(y) becomes wider
if the SNR increases. At high SNR (hese> 15 dB), this allows to choose a large
set of different suboptimal thresholds without signifi¢grdegradingBERe2e
Even if any-independent threshold is chosen, the wideBidR.,¢ “valley” only
negligibly decreases the performance @p- const. in Figuret.16). This simpli-
fies the practical threshold selection. Based on the appaigimean SNR (which
is easily obtained in many systems), a practical system sarFigure4.16as a
lookup table to seled® for any interval or even independent gf Neither accu-
rate knowledge of the mean SNR nor knowing the instantan8bilsis required.

4.4.2 Two decision stages

In systems wherEECas well as error detecting codes are used, we can decrease
the probability of€, by combining MPD with error detection. The resulting, so-
called Two-stage SDFASDH protocol extends the relay’s receiver chain from
Figure4.8 by two decision stages (Figudel?). After theMPD VA returns mes-
sage and MPD vector, tHeCSis extracted and used in the first decision stage.
This stage tests the complete message by an error detectieg €.9., &CRC

If the message passes this test, it is considered to be tamddorwarded com-
pletely. If the message fails this test, packet-wsfaF would drop this message.
This is not the case with the 2SDF protocol. Here, in a sectagkes an MPD
threshold-based decision is made for each message bloak &sction4.4.1
Hence, each block with an MPD sufficing the threshold is foded.

By combining packet and block-wise decision, 2SDF providwesfollowing
benefits. By its first stage, 2SDF decreases the probabili§,ofEven if the
chosen threshold is too pessimistic, correct blocks ardmpiped if the complete
message passes the CRC test. If the CRC test fails, MPD is usespctrthe
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Figure 4.18: Source encoding scheme reducing PF’s signaliarhead and ex-
ample vectors (shaded).

message at higher temporal resolution. In this second,stagedPD threshold is
used to find and forward correct blocks. This keeps the ber@fRartial Forward-
ing (PP but can outperform a single threshold-based decision suttoptimal
thresholds. We will demonstrate these gains in Secién

4.4.3 Transmitting control information

To not fragment the medium access, a PF relay does not forezuld decision
block separately. Even if blocks are dropped, still one packforwarded per co-
operation cycle. This packet includes the remaining bl@sigadditional control
information to indicate the removed blocks to the destoradi. This indication is
crucial to assure thatcombines the remaining blocks with the appropriate blocks
from the direct link but, naturally, adds overhead. To avbat this overhead sub-
stantially decreases the data rate we use the followin@bignscheme.

Per packet, the relay perfornis binary forwarding decisions. Representing
each decision by a single bit leads tsignaling vector $of D bits per packet.
Since with fading channels decoding errors usually resolnfburst errors, it
is likely that S, contains long runs of zeros and ones. Such data can be well
compressed by standard lossless source coding which sgrdted by the upper
branch in Figuret.18 First, preprocessing reduces the uniform distribution of
zeros and ones i8,. This improves the rate of the actual compression scheme
that is applied in the second step. We emptiiyerential coding[Pro0Q Sec-
tion 3.5.1] for preprocessing and uaathmetic codingfor compression¢T91,
Section 5.10]. Although other schemes can be used, thesgasthschemes read-
ily support pipelining and arithmetic coding is efficient famall code alphabets
(such as the binary values &).

However, for a very large number of ones or zeros, compressio be less ef-
ficient than directly signaling the block indices. In thiseathe signaling scheme
selects the lower branch in Figuéel 8and send&sig p = [l0g,(D) | bits per index
plus one additional bit stating if the signaled indices réddorwarded or dropped
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Figure 4.19: Signaling overhead per block. Shown with artleut source coding
for two values of the Doppler frequendy.

blocks. Which of the branches in Figu4€l8is chosen depends dhand on the
currentS,. By running both methods in parallel and choosing the shaugout
vector (Figuret.18), the more efficient signaling scheme is automaticallyctet

We illustrate the resulting signaling overhead per blockigure4.19 Again,
we assume the above IEEE 802.11a/g system Rith 128 blocks per packet,
each block iy = 64 symbols long (Sectiod.3.4. Without compression, the
signaling overhead per block is 1 bit. As shown, source apdignificantly re-
duces this overhead. The compression gain is higher forlBwppler frequency
fg where the channel gains are highly autocorrelated and, litmger runs occur
in the signaling vector. Similarly, the run length incremsé higher SNR where
a larger number of blocks can be forwarded. Consequently, ldtie signaling
overhead is required at high SNR and at [§w

Note thatD can be chosen such that PF’s signaling overhead does not de-
crease the data rate. Each dropped block “frdgdR. uncoded bits per mes-
sage but requires at worktjg , bits of signaling information. In the above ex-
ample, aLgR. = 32 bits block requires only a maximum signaling information
of Lsig,o(D = 128) = 7 bits. Here, only up to 22 % of the block length is spent
for signaling. Generally speaking, [if is chosen such thatsjg ,(D) < L4Rc, the
forwarded packet is never longer than the original packenceSthe signaling
overhead is shorter than the length of a dropped block, eamloved block re-
duces the time spent for forwarding. This even increasesrtdeto-end data rate
of standard selection relaying.
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4.5 End-to-end performance study

Now all components of the Partial ForwardirfgH system are described and we
can study its end-to-end performance. First, we study tfextedf the decision
metric and threshold on tHBER.»e Second, we focus on tHBER.,. and data
rate differences due to the above PF protocols. As expentedthe theoretical
results (Sectiod.2), high gains are shown for tH®ERg,¢ 0of PF. Moreover, even
a practicalPF system closely reaches tBER.,c Of the ideal case. In terms of
data rate, PF can significantly improve the rate of SDF at umedind low SNR
when relaying (under the orthogonality constraint) becomséevant. These gains
are even reached if overhead is included and with subopthmagholds.

4.5.1 System model and parameters

To study PF'sBERe, and data rate by simulation, we use the standard IEEE
802.11a/PHY assumptions from Sectiah3.4 Each message is 512 Bytes long,
which leads to a packet length bf = 8192 symbols. An includeBCSallows
oneCRCtest per message. Due to the very high error detection rafiRaf-32

we assume this test to be ideal. Cooperative relaying iseddudithe symmetrical
CTR network (Figure3.1(b) with a single relay and equal mean SNRor all
links. Each node operates under the per-node power cantsinat reflects IEEE
802.11 medium access (Sectidrd). If the relay employsSDF (Section3.2.2),
either the complete packet (repetition coding) or no packé&rwarded. IfPF

is used, a block length dfy = 64 symbols and, thus, a forwarding decision fre-
guency ofD = 128 is selected according to the truncation depth of typEEBRE
802.11a/g decoders (Sectidr8.4. Finally, the destination combines the received
signals usindRC. A MAC scheme perfectly assures an orthogonal channel (e.g.,
a separate time slot) for each transmission.

As in Section4.3.4 we select a Doppler frequency &f = 17.34Hz orfy =
350 Hz to study slow and fast autocorrelated frequency-flding, respectively.
The effect of this parameter on the employed fading modetssdbed in Section
2.1.2 The Doppler frequency and, thus, the relative velogjtys equal for all
transmitters and receivers. Correlation is modeled onlyéntime domain, i.e.,
the channel coefficients are frequency-flat and differeksliare statistically inde-
pendent. AIIBERe ¢ results are shown prior to decoding which allows compari-
son to studies for uncoded cooperation systems, &€W.T04, HZF04, OAF08§].
Each shown value for tHRERepeand for the mean data rate is based ontténs-
mitted packets, i.e.,.892- 108 modulation symbols.
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45.2 Effect of the decision metric

First, we study the effect of the forwarding decision mettiecision frequenci,
and threshold selection on tBER., performance oEDF protocols. In particu-
lar, we study the following case€RCandrealistic ys, represent an ideal or inac-
curate CSk measurement once per packet£ 1), respectivelyldeal ys, allows
symbol-wise decision¥ = 8192) but is a suboptimal metric in coded systems.
With MPD the relay decides per block using the above paramdiers128). All
these metrics are studied using the simple single-s&idfe protocol, i.e., con-
ventional SDF for CRC and threshold-based decision for SNRMR®. The
SNR and MPD thresholds are selected by numerical searchsaslbd in Sec-
tion 4.4.1 For MPD, we study if choosing an SNR-dependent thresB¢jd is
worth the effort by comparing it to the SNR-independent MPi2sholdo.

Furthermore, we includBirect transmission an@enieSDF in our study as an
upper and loweBERg2 bound, respectivelyGeniedenotes the ideal PF system
from Sectiond.2that is now studied for autocorrelated channels. In thialidgéc
case, the relay knows and forwards only the correct symBaisdealys,, Genie
uses highest decision frequendy £ 8192) but differs by the decision metric.
While Genie always makes a perfect local forwarding decisiba decision of
idealysy may be suboptimal since SNR-based decision neglects the geHEC
decoding.

For all these cases, tlBER. cresults are shown in Figue2Q Interestingly,
even for the slowly varying channel in Figu4e20(a) packet-wise decision leads
to poor performance compared to higierEven an ideal decision metric (CRC)
cannot compensate f@ = 1 and the relay drops correct parts of a packet. This
results from the quasi-periodic nature of tiyeAltocorrelation FunctionACF)
where the channel decorrelates quickly afie(thus, changing channel state) but
then correlates again (Figu?ed). A further degradation results from the decision
metric itself. As SDF with realistigs, bases its decision only on a short part of the
packet, it achieves lower accuracy (cp. FigdrgQ and, thus, significantly higher
BERe2ethan CRC and idegk,. Although idealys, decides most frequently, it is
outperformed by the MPD metric which accounts for the aatieabder certainty.
Hence, from all studied metrics, MPD achieveBER . closest to the Genie case
although itsD is 64 times lower than with idegk,. This is even the case with
SNR-independent thresholds.

Similar results are obtained for a fast channel (Figh20(b). Again, both
MPD cases reach best performance; the gain for SNR-depetieshold selec-
tion can be neglected. Compared to the slow channel, thetsdsulealisticys,
and CRC are interesting. Realistig; profits if the channel coefficients decor-
relate in time (Sectiod.10. This statistical benefit increases the accuracy of
this most inaccurate metric and, thereby, BteR.». The results for CRC-based
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Figure 4.20: Effect of forwarding decision metric on BER Shown vs. SNR for
two values of the Doppler frequendy.
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SDF clearly demonstrate the drawback of packet-wise decist high Doppler
frequency. While for high SNR a large diversity gain is shotte gain quickly
diminishes for lower SNR until, at 10 dB, merely the performeanf direct trans-
mission is reached. In this case, the number of dropped mackso high that
almost no symbols are forwarded anymore. That still a sicanii number of cor-
rect symbols can be forwarded is shown by the significantsf@inidealys, and

MPD at low and medium SNR.

For slow and fast autocorrelated fading, MPD outperforrhstatlied feasible
metrics. Even with a practical decision frequency and SNijrendent thresh-
olds, MPD-base®Fclosely reaches thBER.,¢0f the ideal case. This shows that
PF’s highBERe2e gains, promised by the theoretical results in Secfidh2 can
actually be reached for autocorrelated fading and withtpralonethods.

4.5.3 Effect of the protocol and signaling functions

We now study how the Two-stage SDESDH protocol and the signaling scheme
affect the end-to-end Bit Error RatBER.»¢ and the data rate.

Bit error rate

The BERg¢ results for the slow and fast fading scenario are shown imirig
4.21 All results other than for 2SDF are equivalent to Figdr20and included
here for comparison. Conventional SDF with a single packsewecision (i.e.,
D = 1) is calledSDF, CRC PFwith a single block-wise decision (i.el, = 128
using an SNR-independent MPD threshold) is caPégl MPD. 2SDF’s decision
frequency isD = 1 if the first packet-wise stage suffices but is increased to
128 if its second block-wise decision stage is requiredt{&ed.4.2. Note that
only this second MPD-based stage introduces decisionsesinoce an ideal CRC
is assumed for stage one. Thus, 2SDF cannot have a BER».than a single
MPD threshold-based decision.

While 2SDF’s end-to-end Bit Error RatBER:2¢ shows no significant im-
provement atfy = 17.34 Hz, at higher Doppler frequency a clear benefit over the
single-stage cooperation protocols is found. This gainatestrates that 2SDF’s
first decision stage avoids that the relay pessimisticadlgaids correct messages.
More formally, 2SDF’s CRC decision decread®s,} for all blocks of a mes-
sage. As with increasing SNR correct messages occur mayedndly and are,
thus, more likely to be dropped by an erroneous forwardirgisiten, theBERe2¢
gain of 2SDF increases with the SNR. Nonetheless, the gaomparably small
which indicates the high quality of the chosen MPD threshéfar larger thresh-
oldsP{€,} increases and a higher improvement can be expected from.2SDF
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Figure 4.21: Effect of selection relaying protocol on BER Shown vs. SNR for
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Effective data rate

To account for all symbols which are (1) discarded at theyrd@) lost due to
fading or noise, and (3) occupied by signaling overhead, efmé

__ Total number of correctly received payload bits Ncorrect
n Total number of transmitted bits ~ Nsg+ Nrg+ Nsig

(4.14)

as theeffective data rate Here,Nsq andN, 4 denote the sum of uncoded bits
sent over the respective link aNorrect Stands for the sum of correctly received
payload bits. Note thalcorrect < Nsg @and that for direct transmission the relay
forwardsN; g = 0 bits. With relayingN; 4 € [0, Ns 4] captures different forwarding
decisions. FinallyNsjg represents the length of the signaling vecgi(Section
4.4.3 accounting for the overhead due R¥ Overhead due to other protocol
functions is not considered in this study. From the MPD-Hasetocols we focus
only on SNR-independent thresholds and on the succeeditgcpi@SDF.

CountingNcorrect Ns,d, Nr ¢, @andNsijg during simulation results in the effective
data rate shown in Figuré.22 Independent offy, the multiplexing loss dom-
inatesRe at high SNR. While with increasing SNR the effective rate faedi
transmission tends to onBg approaches only /2 for the relaying protocols. As
discussed in SectioB.3.4 this multiplexing loss is a consequence of repetition
coding under the orthogonality constraint.

However,SDFprotocols can exceed this rate when (1) the relay forwarts on
N g < Nsq bits but (2) the destination still receives Blgorrect high enough such
that Neorrect > (Nsd + N q) /2. CRC-based SDF achieves thisyat 10 dB and
aty = 18 dB for low and highfy, respectively. However, in either of these cases
direct transmission succeeds and relaying is not needegltdits high number of
forwarded bits, MPD-based relaying does not achigve- 1/2 but improves its
BERe2e While none of the relaying protocols can outperform diresm$mission
at high SNR and lowfy, 2SDF substantially improves the data rate when deep
fades during the packet time become more likely. This is #eea@t highfy and
low to medium SNR and shown in Figu#e22(b) For instance, aty = 350 Hz
and at 10dB, 2SDF'8ERg¢ gain suffices to reach a@times higher data rate
than conventional SDF. This is even the case when overheakis into account.
Consequently, instead of conventional SDF protocols, ongldvemploy direct
transmission (at high SNR, loig) and 2SDF (at low to medium SNR, high)
to reach a high data rate.
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4.6 Summary of contributions and future work

Contributions

Basic approach and analysis With Partial Forwarding the relay may decide to
forward parts of a packet. This approach generalizes thveafaling decision of
theSDFprotocol from an optimization in the value domain only to timization
in the valueand time domain. WithPF the relay has not only to find the best
threshold for its forwarding decisiotHgF04, OAF™08] but also has to decide
frequently enough to follow the variation of the fading chah

Due to their low forwarding decision frequency, ev@DF with ideal thresh-
olds reaches poor end-to-end Bit Error RB&ER:y if several fades per packet
occur. For this case, analysis shows substantial codintsdar PF over packet-
wise SDF and provides a lower BER:bound. Simulation results for autocorre-
lated fading confirm that even at low mobility several fades packet occur and
high gains for PF can be reached.

Frequent channel state estimation ImplementingPFrequires the relay to es-
timate the channel state for small parts of a packet. Foligwhe soft output
approach, we described the decoding-based metric Minimath Bifference
(MPD) as an extension of the Viterbi decoder.

The resulting MPD-extended Viterbi AlgorithriviPD VA) estimates the chan-
nel state for small blocks of a codeword. While this methodainea similar es-
timation accuracy as instantaneous SNR, it even capturedettwder certainty.
Unlike other estimation schemes, no additional trainingsyls are needed and
the decoder complexity is only insignificantly increased.

Although this channel estimation method is completely petelent of coop-
erative relaying, it can be efficiently employed in our pieadtPF system design.

System design and performance Employing soft information only for the re-
lay’s local forwarding decision but still forwarding hardis a new system con-
cept which stands between the clasSIBF strategy (hard bit-based forwarding
decision at the relay, forwarding hard bits) and recent Bdftapproaches (no
decision at the relay, forwarding soft bits).

To profit from this new concept, a practiddF system requires more exten-
sions toSDFthan channel state estimation. Starting with a simple tolgsbased
forwarding decision, we show that MPD-badeH pays only a marginal perfor-
mance penalty even if suboptimal, constant thresholdssdeeted. By combining
this threshold-based decision with conventional SDF, &rding decision errors
for complete packets can be further avoided. Finally, amiefit source coding
scheme is introduced to compress the necessary signalorgiation.
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Altogether, these functions provide a feasiBlEsystem which is studied for
IEEE 802.11a/g system assumptions, practrfaparameters, and with autocor-
related fading channels. Even under these realistic agsumspthePF system
shows a performance that is close to the theoretical idesg. cBhese substantial
BER:»cgains come at feasible complexity and negligible overh@&aeé. data rate
is not decreased but even increased when fades during tketpiee are likely.

Future work

Generalization to M-QAM  Although the MPD metric is simple and efficient
it needs to be generalized for higher order modulation typesidition to BPSK,
l.e., M-QAM. This is not straightforward since MPD exploitee angular domain
to assess carrier phase mismatches. NeverthélEgsn be already implemented
for M-QAM by using other soft output approaches which, hogregignificantly
increase the relay’s complexity.

Effect of interleaving Interleaving is not considered in the above studies and
system design. Nonetheless, the effect of interleavingbsaassessed by the
above results for high Doppler frequency. In both casesclia@nel decorrelates

in time decreasing the length of burst errors. The abovdtsesiiow that for such
lower autocorrelation the accuracy of MPD and, thus, theterehd performance

of the practicaPF system significantly improve. Nonetheless, performangé-st
ies for practical interleavers are still necessary.

Combination with temporal diversity schemes PF provides spatial diversity
gains even when the channel changes within a packet. lttsaageintermediate
situation between slow and fast fading where diversity g@sn be provided by
selection relaying as well as by temporal diversity schefees., interleaving,
HARQ, and rateless codes). These scheme$&iade not mutually exclusive but
perform best with different channel statistics and impadfferént constraints on
feedback and delay. CombinifJ-with temporal diversity schemes can point to
interesting tradeoffs and beneficial system designs thatrobigh diversity gains
with slow, intermediate, and fast mobility.
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Chapter 5

Applying selection relaying to
resource allocation

We have seen that selection relaying can improve the pedioceof a single wire-
less transmission. Let us now focus on more complex comratiait systems
where multiple packet streams of different importance imesferred between the
nodes. Prioritizing these streamsiegource allocations a common approach to
improve the overall performanc8BKT96, WCLM99]. In this chapter, we will
focus on two promising approaches to improve resourceatitort by cooperative
relaying. Both approaches use selection relaying to prodidersity gains. By
providing these gains only for the highly relevant packieésdverall performance
is improved but the multiplexing loss due to relaying is lieai.

Ouir first approach, calledlsymmetric Cooperation DiversitACD), joins re-
source allocation and selection relaying at schedulingllého improve the qual-
ity of media streaming, ACD prioritizes packets by asymneatly allocating the
cooperation diversity branches among the users. In Sebtibwe describe this
prioritization approach, verify it by outage analysis amdidation, and demon-
strate substantial improvements of the video quality.

In our second approach, call@boperative FeedbaclCEB), resource alloca-
tion and cooperative relaying do not interact during schieduinstead, coopera-
tive relaying decreases the error rate @8l feedback packets. This improves the
performance of a scheduled downlink since most resouroeatlbn schedulers
perform poorly if accurat€Slis not available PM07, KK08]. We demonstrate
the resulting error rate and sum capacity gains in Se&iafor a simple cellular
scenario with Multiuser DiversityMUD).

All in all, we will demonstrate two beneficial schemes thaplgselection
relaying to resource allocation. Let us now detail how riglgyean be applied and
which performance gains can be expected.

115
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5.1 Asymmetric cooperation for media streaming

Transmitting media streams at high quahtydin real time is still a challenge for
many wireless systems. If the high error rate of fading ceémeets the strict
delay constraints of media streams, even up-to-date eoroeation techniques,
e.g., Turbo codes andARQ, may be pushed to their limit&ADF09].

Improving diversity gain is a key approach to deal with sucanarios but
often requires additional redundancy. A diversity schesneh as cooperative re-
laying, has to carefully invest this redundancy where iteeded to assure that
an improved error rate does not result in unacceptable delayroughput. As
high streaming quality requires error rate, throughpud, éelay to be in balance
[HTLT0g], it is not sufficient to improve only the error rate. Althduthis objec-
tive differs significantly from the previous chapters it dam still achieved with
selection relaying as follows.

5.1.1 Approach and scenario

Our basic approactiiversity branch allocatiorassigns a larger number of diver-
sity branches to the more important packets of a media str8drese branches
are provided by cooperation. In its simplest form, usergpeoate only for the
most relevant packets and transmit all other packets djirect

Diversity branch allocation with selection relaying

At afirst glance, this approach may look like a conventiorsdfic-aware resource
allocation scheme with cooperation on top of it. This is at tase. To support
different priorities, diversity branches are allocatedl aot channel resources.
Thus, two packet streams can receive different prioritienéf the same share of
channel resources (but with different diversity order)ligcate to both streams.

Although diversity branches can be allocated with any divgrscheme, re-
alizing this approach with selection relaying has seveesldfits. First, after its
forwarding decision, a relay knows if it will retransmit tipacket that was re-
ceived from link(s,r). Thus, at an intermediate stage of a transmission, the relay
predicts the diversity order that is realized at the degsbna This is not possible
with conventional diversity schemes (e.qg., frequency mperal diversity) where
only the source can assign diversity branches prior to mn&gsson.

Second, knowing the state of lir{ls,r), a relay can use further stages of the
forwarding decision depending on the packet priority. & thurrent priority can be
extracted from the received packet, no further commurdoas required to make
this decision. This enables a distributed prioritizatiotthaut communication
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Figure 5.1: Basic structure of the proposed traffic-awarerdity allocation sys-
tem. Shaded functions are described in this work.

overhead. Consequently, its forwarding decision makesteterelaying very
appealing to integrate prioritization by diversity braratlocation.

We separate our contribution in two functions called Asyrtrin€ooperation
Diversity (ACD) and Traffic-Aware Cooperation DiversitfACD), illustrated in
Figure5.1 Details of these functions are described in Sechidn3and5.1.5

ACD is a selection relaying protocol which asymmetrically edites diversity
branches among the cooperating users to prioritize packé€l®’s operation is
independent of the actual traffic type and can assign statiatees to the packets
of cooperating users. While such a permanent prioritizahay be already useful
on its own, it can also be employed to dynamically adapt tiaerdity branches to
the current traffic demands. This is doneTACD, which is a control algorithm
to define ACD’s priorities.

TACD defines priorities according to the relevance of the cumeattia packet.
Unlike ACD, TACD is traffic-aware and many different traffic-specific vargant
may be used (e.qg., for various voice or video codecs). Wedegicribe a variant
for MPEG-4 video streams below. TACD's traffic-aware pri@ation is com-
pletely distributed among the users, comes at no commumicaverhead, and
does not add delays, e.g., due to re-scheduling packetstorgsqueues. All this
makes TACD most suitable foeal-timestreaming.

Assumed scenario and protocol

ACD generalizes the Coded Cooperati@Cj protocol that symmetrically allo-
cates the diversity branches among the cooperating nodesdedtribedCC in
Section3.2 and now detail the parts whichCD manipulates as well as the sce-
nario assumptions.

An example ofCCwith two cooperating nodes is illustrated in Fig&& The
two nodesa andb are calledusersand may cooperate to reach the destination
A cooperating user is callggartnerand may act alternatively as source and relay.
As each partner transmits its own and forwards its partmata, two users split
the MAC cycle into the four slot#\, B,C, D illustrated in Figures.2(b) As in the
previous chapters, we assume thAlAC scheme which assures that these slots
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Figure 5.2: Basic scenario and MAC cycle of Coded Cooperatif) (f usera
andb cooperate to reach destinatidn The figure shows the instantaneous SNR
valuesy for all transmissions during phase 1 (solid line) and pha&aghed line)

of the MAC cycle.

represent orthogonal subchannels. As common for seletiaging protocols,
CC separates each protocol cycle into a source phase (phasd &)relay phase
(phase 2). Between both phases the relay makes a forwardaogjate If both
users forward, usex transmits in slot®\, D and useb transmits inB, C.

Unlike other selection relaying protocofSC integrates cooperation inE€EC
coding and puncturing (Secti@?2). We assume that both users employ ideal con-
volution FECcodes which support various code rates, e.g., the well-kiRGPC
codes Hag88. For generality, we express the code rate as spectralegftgR in
bits/s/Hz. For more specific systems, the transmissionimaiés/s can be easily
derived by multiplyingR with the modulation order and the signal bandwidth.

We assume the coding procedure described in Se8tibiiPer cycle, each user
transmitsk information bits coded at raRR= k/n to ntransmitted bits. Puncturing
removes, bits fromn which are saved for phase 2, while the remainmdpits
are transmitted in phase 1. After phase 2, for each msen; + n, bits may be
available ad. In this cased, combines tha; andn; bits by de-puncturing. If
d receive multiple phase 2 signals for a uskemploysMRC to combine these
signals prior to de-puncturing. As described in Sect®? n, andn, can be
adjusted by choosing a puncturing matrix according to tlapeaation leve3 =
ny/n. For simplicity, we assumpB = 1/2 which sets both phases to equal length.
Consequentlyn; = np = n/2 leading to the code ratd® = R, = 2R for both
phases.

The links (a,d) and (b,d) in Figure 5.2 towards the destination are called
uplinks The links(a,b) and(b,a) between the users are calleder-user links
As CC is a selection relaying protocol, the states of the lig&d) and (b,a)
define if a user relays its partneris bits. With two users this leads to four modes
of cooperation. In theymmetrianodes, either both users can decode and forward
each other’s packets or or none of the users can forwarde Bstymmetrienodes,
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only one of both users can decode and forward and the othetrassmits its own
packet.

For all links, i.i.d. Rayleigh block fading channels are miedeas described in
Section2.1.2 By choosing a fading block tim&, = T,, we assume that a channel
may fade only once per packet tirfig. We denote the instantaneoBbIR of the
inter-user links during phase 1 by andy, 4 (Figure5.2). The instantaneous
SNRfor the uplinks is denoted by, 4, 6.4 for phase 1 ang, 4, , 4 for phase 2.
We assume a symmetrical network geometry where both paréxerience the
same mean SNR, in the uplink, i.e.\u == Yad = Ybd = Y, 4 = ¥ ¢, &nd the same
mean SNRy during theinitial data exchange in phase 1, ig.= Yap = Yba- AS
in Chapte® we normalize path loss to unity. Hence, the mean $iidRequivalent
to the reference SNR (Section2.1.1).

5.1.2 Related work

Unlike many media-aware cooperation protocl€D andTACD do not allocate
a higher source coding rat& E04 XGEWO05 KHLO5] or more channel resources
[LCSKQ7, LSCO07 to increase the priority of highly relevant parts of a media
stream. Instead, our approach allocates diversity branehé&h are provided by
a selection relaying protocol.

On top of our approach, resource allocatib@EKO07] or retransmission sche-
mes LSCO07, which are customized to cooperative media streaming beastill
applied. Some of these schemes rely on perfect feedback tirerdestination
which cannot be guaranteed in many systems. One examdl&@&0[], where
the relay repeats a video packet if REK has not been received in time. If, with
erroneous feedback, even an ACK forcarrectly received packet may be lost,
source and relay waste channel capacity. This is not thewediséfACD which
does not rely on feedback from the destination and does hobreany control
packets.

Exchanging control packets is also required if source @ditombined with
cooperation GE0O4 XGEWO05 KHLO5]. As cooperating users have to negotiate
their code rates, such schemes are more vulnerable anddessagithan ACD
and TACD. Furthermore, unlike these schemes, our approautt ismited to a
particular source codec and traffic type. ACD and TACD’s camton scheme
can operate with any traffic type as long as a priority is giwegan be derived
from the packet.

5.1.3 Asymmetric diversity branch allocation (ACD)

We now describe how th&CD protocol allocates diversity branches to the users’
transmissions. To realize prioritieBCD exploits the high effect of cooperation
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diversity on the end-to-end error rate. As true diversitjest is only known after
a transmissionACD bases its allocation on thestimated diversity ordel ~ L
that is known after the relay’s forwarding decision.

Based orl, ACD lets users asymmetrically allocate their diversityriofzes
to their current packet. Assuming uncorrelated fading olkénin time and space,
one diversity branch is reached per $0B,C, D (Figure5.2(b). Hence, diversity
branches can be allocated by slots.

Initially, slots A, B are fixed since each user transmits its own packet at least
once. Hence, only thé = 2 diversity branches in slot8,D can be allocated
freely. Per user, this leaves ACD three possibilities ofctmn and provides
three priorities. First, symmetrical CC can be used to atloEa= 2 diversity
branches per user. In this case, usegceives the slotd, C while userb receives
B,D. Since both users receive eqialhis case is calledqual priority. Second,
asymmetric CC can be used to assign 3 to one user. This user (e.g.employ-
ing the slotsA,C, D) receiveshigh priority. Third, the partner of a high-priority
user can only employ a single phase 1 slot and, thus, reckivwesriority by
L = 1. For instance, if receives high priority, usdy can only employ sloB.

Nevertheless, the actually reachiediepends on the forwarding decision of
each user. WithrACD, no spatial diversity is reached for a useif its partner
b fails to decodea’s n; bits. Due to this dependencpCD allocates diversity
branches between phase 1 and 2 of the MAC cycle. Here, thé oéghe for-
warding decision is known and each user knows whidh can provide for its
partner.

If one or both users cannot cooperate, equal priority cabegbrovided by
cooperation. InsteaddCD still provides equal priority by falling back to direct
transmission. In this caseandb still receivel = 2 temporal diversity branches
in slotsA, D andB, C, respectively.

Direct transmission is also employed as a fallback optioemitine neighbor
of a high priority user cannot cooperate. Without a parthiggh priority cannot
be provided and both users realize equal priority by dinegtdmission. We will
detail this discussion in the following outage analysis.

5.1.4 Outage probability and diversity order

ACD’s prioritization only works if its diversity branch akation has a signifi-
cant effect on the error rate. We now confirm this large eféext detail ACD’s
description by outage probability and diversity order gail.
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Figure 5.3: Flow network of each ACD transmission modesfer d. The cut sets
S, S are defined over all links which ACD can use during phase 1d$ioke) and
phase 2 (dashed line).

Method and assumptions

As discussed in Chapt8r deriving the exact outage probability for multi-channel
systems is not trivial. FOCC, an approximation is provided iitHSNOg assuming
high SNR and i.i.d. Rayleigh fading channels. Unlike HISNOG and in parts
of this work, we will not use numerical integration and Tayé&pproximation to
obtain the outage probabilify°!t for asymptotically high SNR. Instead, we will
derive the conditional probability terms from the flow netk®as in Sectior3.3
and provide results for high and low SNR by simulation.

While this method joins generality and exact results, ithegitprovides the
diversity orderL nor L. InsteadL has to be derived asymptotically (Secti®2).
We do so by applying cut set analysis in the high SNR regime.afiplied method
Is similar to the approach in Secti@®2but now we separate the phases to account
for an asymmetric allocation of the phase 2 slots. Note th&igh SNR and
without correlation, cut set analysis even provides thecegaersity orderL.
This quantity provides an upper bound for the practicahesstaL .

To isolate the effect of ACD’s allocation we focus on a simpiergrio with
static priorities and only two cooperating users (Figbi®. Note that it suffices
to deriveP°! only for a single user. AlthougACD is an asymmetric scheme, its
function depends only on the priority and not on the user.ddewe study only
usera. For usemb, identical expressions and cut sets are obtained with the ob
both users reversed.

Outage and cut set analysis

We now apply these methods to direct transmission and to @B8KD’s three
priorities. We start by decomposing Figis£(a)into one flow network for each
transmission mode of user For the resulting flow networks in Figute3, we
define allN unidirectional cut setS§y, ..., Sy as described in Sectidh3.1
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Equal priority by direct transmission Let us start with direct transmission to
d as a simple example. Both users receive the same number®asiddiversity
branches. Usea utilizes slotsA, D for its own data and leave® C to b (Figure
5.2). During each slot the link fades independently in time sththe link has to
fail in both time slots to cause an outage. Consequently, pdeshdiversity order
of L =2 is reached.

In Figure 5.3(a) this result is reflected by the two edges in cut Sgt If
the instantaneous SNfZ 4 as well asy{%d of these two statistically independent
phases drop below the corresponding rate-dependent tidegh= 2R — 1 and
» = 2Re — 1, direct transmission fails. Hence, the outage probgtufithis event
(5.1 depends on the code rates= k/n; andR, = k/n; for both phases.

PS" =P{(yad < 1) - (Vaa < %)} (5.1)

Low priority ~ With low priority usera employs only the single sl@t. Hence,
only y, 4 needs to fall below threshold to cause an outage. This redu&do a
single link, i.e.,.L =1, and leads to

Pow = P{Yaa < 11}. (5.2)

Note that b.2) is always larger tharb(1) since with direct transmission each user
obtains a highek and transmits at lower code rate than with low priority.

Equal priority by cooperation In this case both users cooperate to symmetri-
cally share their antennas during phase 2. This allows esehta distributen
bits over two antennas. In Figube3(c)both cut set§; andS, contain two links.
Thus, the diversity orddr of this priority is two.

Such symmetric cooperation, however, only workeathuser correctly de-
codes the partnerig; bits. This is represented by the first caseSr8). Here,ys
as well asy, 5 exceedyy, allowing both users to cooperate. In the three remaining
cases in%.3), at least one user fails to cooperate and cannot providebgaer-
sity to its partner by cooperation. In each of these remginases, both users fall
back to direct transmission leading t&'" similar to (.1).

RS P{yap > V1} - P{yba> Y1} - P{yad < "1} - P{vpg < Vo} (5.3)

P{yab < Y1} - P{¥ba> Y1} - P{(Yad < V1) (Yaa < V2)}
P{yap > Y1} - P{yba < 1} -P{(Yad < V1) (Yag < o)}
P{yab < Y1} - P{¥ba < Y1} - P{(Yad < V1) (Yaa < ¥2)}

+ o+ +
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Table 5.1: Diversity order for two users.

Tx scheme/ Diversity orddr of user
Priority of usera a b
Direct 2 2
Low 1 3
Equal 2 2
High 3 1

High priority by cooperation If usera receives high priority it employs the
slotsA,C,D. Consequently, the cut se®& and S include three links and the
diversity order for usea is three (Figuré.3(d). In this case, usdy obtains only
low priority by L = 1.

As a does not hel, only b needs to decode correctly, i.e., transmission
(a,b) must not be in outage during phase 1. We incorporate thisitondn
the first probability term of%.4). The second term includes two events due to
de-puncturing, wherg;,  + )/b’d representMRC of the phase 2 signals (Section
2.2.3. If the first condition §.4) fails, high priority cannot be provided fa,
direct transmission is used as fallback option, BAd is similar to 6.1).

F:'r(13iUt = Plyap >} -P{(Yaa < W) (Vé,d + %,d <)} (5.4)
+  P{yap < W1} -P{(Yaa < V1) (Yaag < o)}

We summarize our diversity order results in Tablé The table lists the pri-
orities for usera and the according diversity orders for both users. Sincéaine
slots in Figureb.2(b)are assumed to fade independently, both users can employ
a maximum of four diversity branches pRIAC cycle. Since each user has to
transmit its packet at least once, no user can employ morettinee branches.

Note that these diversity orders provide only a first, coangsview of the
order of magnitude oP°"t. As described in SectioR.2.1, error rates can further
differ by a coding gain or different results may be obtainetbar SNR. Let us
now study such differences in detalil.

Simulation results

Inserting the instantaneous SNR from simulation into thabpbility terms 5.1),
(5.2), (5.3), and 6.4) provides the results in Figufe4(a) The figure show§°!
of usera for direct transmission as well as ACD’s three priorities.

In Figure5.4(a)we studyP°“! vs. themean uplink SNR, for a highmean
inter-user SNRy. This corresponds to a situation where the partners are tbos
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each other. Figuré.4(b)emphasizes the effect of the inter-user links by varying
y at a fixed, mediuny,.

In both figures, the results clearly separate into threeipyigroups — one for
each diversity ordek. In Figure5.4(a) a highellL results in a steeper exponential
decrease oP°, At high SNR, this behavior is well known from the analysis
in Section3.3. However, even at lower SNR the diversity order groups diffe
significantly. Based on this large difference, ACD can providehree priorities
in the complete SNR region.

As expected, allocating high priority leads to the bestqgenaince. This is
shown by the steep slope in Figlsel(a) Nevertheless, high priority for one user
always comes at the cost of low priority for the other usethla case, only. =1
and the higheg®®tis reached. Direct transmission employs both phases th reac
temporal diversity of ordeL = 2. If equal priority is realized by cooperation,
it depends on the inter-user links and, thus, performs tjighorse than direct
transmission.

This dependency on the inter-user links is studied in Figuagb) At low
¥, both users can only seldom cooperate and realizing eqiaitproy CC is
inefficient. If y increases, successful cooperation becomes more likelyhand
performance of cooperative equal priority tends to theaflicase. Also high pri-
ority depends on the inter-user links and, thus, improvéis wi Low priority and
Direct transmission make no use of these links and, nayuralnain static. As in
Figure5.4(a) the diversity order clearly separates the priorities guiFe5.4(b)

From our analytic and simulation results we can concludé A@D effec-
tively provides static priorities by diversity branch alégion. At low SNR, dif-
ferent priorities are realized by different coding gains nfedium and high SNR,
prioritization is provided by different diversity ordelts The results show that the
allocated diversity branchdésmatches to the actually reached diversity order. For
high SNR, thisl ~ L was expected from the analytic results in SecBa®and
5.1.4 But even at medium SNR, our simulation results show a clearagpn of
the priorities in terms of outage probability. Let us now tlsese priorities in the
TACD scheme to improve the quality of media streams.

5.1.5 Traffic-aware cooperation diversity

To efficiently improve the quality of real-time media streamith limited re-

sources, TACD increases the diversity order only for the melstvant packets
of the stream. This prioritization is dynamic, as it changesr time depending
on the current packet’s relevance, but can be integrateccodperative relaying
without additional communication overhead. This efficjelstributed prioritiza-
tion scheme is described next.
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Figure 5.5: TACD’s decision stages performed by each userdsst phase 1 and
phase 2; extensions QfC due toTACD are shaded.

Distributed priority selection

TACD chooses one ACD priority per packet. Similar to @8DF protocol in
Section4.4, TACD uses multiple decision stages which are illustrated in feigu
5.5. Each user indepently follows this procedure between phasel 2.

In decision stage 1, each user tests if it has correctly d=tdlde partner’s
packet by performing &RC. If this test fails, a user switches to direct transmis-
sion and sends its owm bits tod. If the partner’s packet passes the CRC test, the
user can cooperate and, thus, is able to prioritize the @estpacket.

In stage 2, a user compares its own packet relevance to #nanee of its
partner’s packet. Without further knowledge, both usenrdopm a distributed
diversity branch allocation by following the decision stagn Figures.5. If the
relevance of its own packet is higher than the relevanceeop#rtner’s packet, a
user chooses to transfer its own packet at high ACD priorityhé partner can
cooperate, it uses the same decision cycle and, thus, ntfakegpposite decision.
Hence, it chooses low priority and provides its second pkasiee high priority
user. If the partner cannot cooperate, it transmits diyextt does not provide its
second phase to the high priority user. In this case, evenigfinepriority user can
only employ its own diversity branches, i.e., it can onlyngsmnit directly. With
this fallback to direct transmission both users assurertbgtart of the second
phase is wasted.

While this scheme seems rather straightforward, a conflmisaf both users
cooperate for packets of equal relevance. If both userssehbigh priority for
their packets, they request more than the maximum numbevexfsity branches.
If both users choose low priority, the second phase is wadtedtunately, this
conflict occurs only when both users are able to cooperatgtlans, can be easily
detected as follows. After phase 1, each user knows its amehthe partner’s
packet (if not, cooperation is not possible for this useneay). In stage 3, each
user compares the relevance of these packets (Fg&ye If the relevance of
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both packets is equal, the conflict is detected and solvedlbgd back to equal
priority.

As an example, consider that useandb transmit a packet of the same rel-
evance. We denote the relevances of these packetg asd p,. If both users
correctly decode the partner’s packet (stage 1), asatractsp, from the packet
of userb and compares it to its own relevanggin stage 2 and 3. Singa, = Py,
stage 3 detects the conflict aadalls back to equal priority. Extracting,, userb
follows the same decision procedure and falls backcoal priorityas well.

Note that both users make the same decision without furtih@ndmation be-
tween them. By falling back to equal priority, both users esshat neither the
maximum number of diversity branches is exceeded nor tsatrees are wasted.
With this simple decision scheme, two cooperating usersagaee on the mutu-
ally exclusive high and low priorities. Direct transmissiand equal priority are
used as fallback options. All this is performed in a compjedestributed manner,
without additional communication on top of the relaying qess.

Choosing TACD priorities for MPEG-4 video streams

To allow such distributed prioritization without overheadch cooperating user
has to know the relevance of its own and of the partner’'s gadke/ariable Bit
Rate BR) source-coded voice or video streams the source coder resdwgl
classified the parts of the stream. Here, the relevance ceaxttaeted by inspect-
ing the header of the Real-Time Transport Proto®IR) protocol [The03 or
by using a packet classification scheme to inspect the pay©&02, ZLE*05].
Based on the extracted relevance, users can agree on tlogitigsiwith TACD
as described above. We will now discuss how to customize TAGDPEG-4
video streams as a simple example.

Let us briefly recapitulate MPEG-4 video encoding. With theBG-4 Ad-
vanced Video CodingAVC) codec, video streams consist of at least two types of
video frames, the most relevalnframesand the less relevaf-frameg[1SO0Q.
While an I-frame contains a full picture, P-frames only irdgtthe so-calledho-
tion vectorencoding differences between two subsequent I-framescédjénfor-
mation in P-frames is always based on the previous I-frandesanrce-decoding
errors within this I-frame would propagate through the shatdeo stream until
the next I-frame occurs.

Our MPEG-4 variant of TACD assigns ACD’s priorities accordtnghis rel-
evance. High priority is provided for each I-frame-relafetket while for each
P-frame packet low ACD priority is assigned. Equal prioribdalirect transmis-
sion are used as fallback options as given in Se@&ién
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Table 5.2: Parameters of the video quality study.
Parameter Setting

Channel model I.i.d. Rayleigh block fadifig = Tp
Mean uplink SNRy, 7dB

Mean inter-user SN  20dB

Maximum packet size 1500 Bytes

Test video sequences Mobile/Akiyo/FootbaMAF) [Vid04]
Test sequence duration 23s

Video/Color format CIF/YUV 4:2:.0
Video codec MPEG-AVC/H.264 [SO0Q
Mean video bitrate 256 Kbits/s after source encoding

Group Of PicturesGoP IPPPPPPPPPPIS0O0(

5.1.6 Video quality study

We now study the effect of TACD's traffic-aware prioritizatiand of static prior-
ities on the quality of a transmitted MPEG-4 video.

Scenario and test video sequence

We model the two-user scenario in Figl&r as described in Sectidnl.1 The
most important settings are summarized in Tdb# Similar to the outage prob-
ability study, we choose a scenario with Igwbut highy where cooperative re-
laying is relevant. Our test video sequence, callmbile/Akiyo/Football MAF),

is based on three commonly used test sequendd®4]. For a representative
sample, we combined the low-motion test sequence Akiyo twithhigh-motion
sequences. The resultiMAF sequence is converted @ommon Intermediate
Format (CIF) format, i.e., 35% 288 pixels at a frame rate of 25Hz. As part of
the ITU standard H.2611TU93], CIF is widely used in video conferencing and
supported by many mobile terminals. Also the chosen MPEG/€@ Bodec is
common in such scenarios. Standardized in H.264,\fBR video codec was
specifically designed for telecommunicatioN$BL03. We encoded th&MAF
sequence using a typical 12 Group Of Pictut@s® defining the | and P-frame
placement in the streanil§O0(J.

For the resulting MPEG-4 coded stream we simulate cooperatnd non-
cooperative transmission using a typical maximum packet(@iables.2). Within
this stream, 26 % of the packets refer to I-frames and 74 %ftarRes. To achieve
statistical significant results, each user continuousipgmits the video stream
until the confidence intervals reach a specified size. In xpeements 434 video
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transmissions where necessary per user. Inserting a ratelapbefore transmit-
ting the first stream assures that both users do not transenitiideos at exactly
the same time. The Evalvid frameworkK08] allows us to emulate erroneous
video transmission by inserting transmission errors framgimulation into the
video stream. These “received” videos are then decoded amgbared to the
original, not transmitted video stream according to thewiduality metric.

Video quality metrics

We measure theERseparately for | and P-frame packets, to have a first obgctiv
estimate of the video quality. Studying the subjective, perceived video quality
with computer-based metrics is challenging since humaraViserception cannot
be easily formalizedITU96, LK08, WP09. We employ two different metrics,
each emphasizing different aspects of visual perceptiost, Fve use the widely-
accepted Peak Signal-to-Noise RatRSNR metric to focus on instantaneous
quality changesITU96].

Our second metric, called Distortion In interVa8lI{ ) [GKKWO04, LK08], ac-
counts for the fact that a viewer might average out very singoairments while
still perceiving longer quality impairments. DIV reflectsd by counting the per-
centage of decoded video frames that are worse than thenalrigines within a
certain time interval. Similar to a moving average, this panmson slides over the
complete video stream until, finally, the maximum perceetzgeturned as DIV
value. Consequently, DIV represents the worst distorticer all intervals and is a
rather pessimistic metric. As interval length, we choosestiandard value of 20 s
[GKKWO4]. DIV is part of the Evalvid frameworklKO08]; a detailed description
and examples are provided i KKWO04].

In addition to these formal studies, readers can downloadideo results at
[Val09] and judge them according to their own visual impression.

Results

For a first illustration, we provide visual examples in Figbr6 and5.7. In each
figure, we compare a video frame transmitted using ei@@ror TACD. Both
schemes are compared at equal channel states and reachdegusity order.
The only difference is that TACD prioritizes I-frame packetsile CC does not.
In Figure 5.6 the first I-frame of theMAF sequence is shown. Here, the im-
pact of TACD's prioritization is very clear. While no signifiteimpairments are
shown with TACD, with CC the picture is almost completely degéd due to
transmission errors in I-frame packets. Note that thisnsgeimpairment will
propagate through the video stream until the next I-franstgsvn. Although the
visual quality difference in FigurB.7 is less significant, still a large impairment
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(@) CcC (b) TACD

Figure 5.6: Frame 1 of th®lAF video sequence; received at equal instantaneous
SNR usingCC or TACD.

(b) TACD

Figure 5.7: Frame 139 of thRIAF video sequence; received at equal instanta-
neous SNR usin@C or TACD.
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Figure 5.8: MearPERfor I-frame and P-frame packets abdV for the received
MAF video sequence. Shown for direct transmissiGR, static priorities, and
TACD.

is shown withCC. Unlike in Figure5.6, this impairment results from errors in
P-frame packets. This leads to an erroneous motion vectichwln be observed

as a blur behind the running football players. In this examplich impairments
are not shown folTACD. Nevertheless, these visual examples are only a first
snapshot. Further examples are provided along with theo\stlteams at\Jal09]

and show similar high quality differences between CC and TACD.

We now complement these visual examples by statisticadigifscant video
quality results observed during many transmissions of itleosstream. First, we
showPERresults separately for I- and P-frame packets in 5i8. In general, the
PER results for direct transmission and for the static firesr reflect the outage
probabilities in Figurés.4. Obviously, static high priority achieves the best per-
formance with PER of A3 % for both I-frame and P-frame packets. However,
the partner of the high priority user always receives lovomty, leading to the
worst PERfor both packet types. The two temporal diversity branchsesdiby
direct transmission lead to a PER of I % for both I-frame and P-frame packets.
CC increases this performance by symmetrically allocatpadial diversity. This
decreases theERto 0.57 % for both packet types. Compared to CC, TACD’s
traffic-aware allocation pays off by leading to a PER of zenothe important I-
frames. For both userw I-frame packet error occured over all 434 transmissions
of the MAF video. However, TACD can reach this benefit only byaleing
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Figure 5.9: Occurrence of video frame types WMAF: Fraction ofMAC cycles
where the usera andb transmit packets of equal or different video frame type.

P-frame packets. The resultiRlEERof 1.71 % is significantly larger than for CC.

Figure5.8 also includes results for thelV metric. As expected, with high
priority only a slight distortion of 12 % occurs. However,this case the partner
receives low priority leading to an unacceptably high DIVO8%. The further
results clearly demonstrate that TACD'’s prioritization dfdme packets achieves
higher video quality than CC, even if this penalizes P-franukets. While TACD
achieves a DIV of 24 %, CC suffers from its symmetric allocatamd achieves

merely 39 %. This performance of CC is not much better tharctiiransmission
with a mean DIV of 53 %.

To understand how often TACD chooses a particular priorigycaunted how
often both users transmit a packet of equal or differentwidame type peMAC
cycle. With two frame types and two users, four cases arelges3 he results for
these cases are presented in Figuge In 226 % of theMAC cycles, usea andb
transmitted a different frame type. Such an asymmetric casers if either user
atransmits an I-frame packet and ufea P-frame packei(l) A b(P) in Figure
5.9 or vice versa. In these cases, TACD performs asymmetricifizetion as
described in Sectiob.1.5 i.e., the user transmitting an I-frame packet receives
high and the other user low priority.

In the symmetric cases both users transmit a packet of egied rame type
in the sameMAC cycle. In Figure5.9 this is denoted by(l) A b(l) anda(P) A
b(P). In 517 % of the cycles, both users transmitted a P-frame. Heré, us#rs
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Figure 5.10: Exampl®SNRfor a singleMAF video sequence vs. play-out time;
Shown before transmission (Original) and after transrmrssising direct trans-
mission,CC, and TACD.

equally gain by receiving equal priority. On the other hahtlyo I-frame packets
are transmitted per cycle, both packets lose their highripriand receive merely
equal priority. Fortunately, such collision happens onl2.4 % of the cases due
to the smaller amount of I-frame packets in the stream. Toerel-frame packets
suffer significantly less often than P-frame packets gamflTACD'’s fallback to
equal priority.

As an example, Figurg.10shows the®SNRof all video frames vs. the play-
out time for a single MAF sequence. Apart from an offset duth&three video
parts of theMAF sequence, only slight PSNR changes occur in the low motion
Akiyo part. Due to the high quality that is reached by TACD, Bf8NR curve of
the original video is hidden behind TACD’s PSNR results. kallTACD, con-
ventional cooperation with CC causes long impairments ab#ginning of both
high motion parts. These impairments result from I-framersrthat propagate
through the shown video and lead to a larger DIV for CC than ACD. Hence,
the PSNR and DIV results clearly show that prioritizing thgportant I-frames
with TACD is beneficial in terms of visual quality.

All in all, the above results demonstrate tH#®&CD works as expected. As
each applied video quality metric shows substantial imgnoents reached by
neither direct nor conventional cooperative transmissixCD is a promising
approach for media streaming in cooperative wireless nisvo
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5.2 Cooperative feedback for multiuser diversity
systems

Allocating channel resources according to the users’ oblastates can signif-
icantly improve the performance of multiuser communiaatiowWith multiple
users, multiple fading channels are present and a schezfulexploit their varia-
tion by resource allocation. This results in a so-calMadtiuser Diversity MUD)
gain, typically achieved by a central scheduler to improve theaciy of a mul-
tiuser downlink (Sectior2.2). To perform its allocation, the scheduler requires
accurate channel knowledge that has to be available priaitdoation and prior
to transmission.

Providing such accurate and timely transmitter CSI ¢gS¥ithout degrading
theMUD gain is a challenge. In most Frequency Division DuplexiRBD) and
some currenfDD systems, e.g., IEEE 802.11hHL "08], reciprocal channels
cannot be assumed. Without reciprocity, the users have &sune theiCSI dur-
ing the downlink and transmit it to the scheduler during tipink. SuchCSI
feedbackntroduces overhead and delay and, hence, is always linmtegms of
accuracy and redundancy. Therefore, CSI feedback can benificgigt source
of errors. Beside errors during CSI measurement and quanhzatansmission
errors duringCSlI feedback cause inaccurate &SIUsing such erroneous Ggl
results in scheduling errors, an inefficient resource atioo, and, consequently,
decreases the downlink capaciBMI07, KK08, LHL *08, VK09].

Unfortunately, even protecting the importa®@8l feedback by sophisticated
FEC codes or Automatic Repeat RequeARQ) protocols is inefficient to as-
sure its reliable and timely transmission. Compared to the figghly valuable
CSl bits, FEC and ARQ introduce significant overhead and delay. Furthermore,
FECand ARQ rely on time diversity, exploiting that a channel iony@s during
a packet’s transmission or retransmission. Unfortunatalg is not very likely
for the CSlfeedback inMUD systems. TypicaCSI packets are very short com-
pared to data packets. Only fading channels with a very slobrérence time are
likely to improve during the transmission of such a shortqgacBut on the other
hand,MUD systems perform best in low mobility scenarios where lorgecence
times assure that the probability of outda@8lis low. This combination of slow
channels and short CSI packets highly limits the time ditergains needed to
realize robust feedback witREC andARQ. For feedback, FEC and ARQ work
best whereMUD does not and vice versa.

This problem is demonstrated by the first study in this sactiransmission
errors duringCSlfeedback substantially degrade downlink capacity and esate
even if strong-ECcodes are employed. To cope with this problem we do not rely
on time diversity gains. Instead we exploit spatial trarigiiviersity by selection
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relaying. We introduce th€ooperative FeedbaclC§FB) approach where users
cooperate only for the importa@SI packets during the uplink. This decreases
the error rate of th€Sltransmission, directly translates into more accurate,CSI
at the scheduler which, after allocation, improves theqrerince of the multiuser
downlink. AsCFB retransmits only smalCSI packets, the multiplexing loss is
acceptable for a wide range of system parameters and eweificsigt capacity
gains can be provided.

We will now describe the assumed multiuser OFDM system,udiscelated
work, describe th€€FB protocol, and study the downlink performance with and
without feedback errors and overhead.

5.2.1 Multiuser diversity in OFDM systems

Exploiting multiuser diversity by resource allocation -frsgtimes referred to as
channel-state-dependent scheduliB8KT96] or opportunistic communication
[VTLO2] — is a well-known approach which has become practical inyrsys-
tems. MultiuseMIMO [RJ08 GRTKO0§), multiuserOFDM [GWACO05, VFKO08],
or even the combination of bothEE09h CLL ™07, VHW08] are well-known
examples of such systems.

From the variety of these systems, we focus on a simple nseit@FDM
scenario where a single Base Stati@&$) transmits taJ users during a point-to-
multipoint downlink and where all nodes use only single ansgs. In this down-
link, OFDM [Cha66 separates the bandwiditi into Smutually exclusiveODFDM
subcarriers, each carrying a modulation symbol. As tygeaDFDM systems,
the channel is frequency-selective over full bandwMithout each subcarrier can
be considered as frequency fI®JEO04. The result aresS parallel subchannels,
each independently fading in time and frequency.

In point-to-multipoint downlinks, OFDM Multiple Acces©FDMA) signals
can be detectedKPO07] which allows theBS to allocate not only power and
transmission rate but al$0FDM subcarriers to the userd[CLM99, RC0Q. By
allocating these resources many schedulers aim to optithesum throughput
over all users with respect to tight delayNDX04, VGKWO05, GVKWO05] or
fairness [L06, VHW™08] constraints. A tutorial on the theory behind these
scheduling algorithms and on their design for practicatesys is provided in
[SLO5a SLO5H.

Nevertheless, to isolate the effect@8I feedback errors and cooperative re-
laying on theMUD downlink we have to exclude side-effects due to delay and
fairness constraints or due to suboptimal resource altotatTo this end, we
focus on the simplest optimal resource allocation for OFDMtesms — power
allocation byiterative waterfilling[ TH98].
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Subcarrier s

Figure 5.11: Example of waterfilling power allocation 0&DOFDM subcarriers.
lllustration similar to TVO05, Figure 5.11].

Waterfilling maximizes the capacitys over all S subcarriers by solving the
optimization problem

Cs(|h[?) max z log, < M) [bits/s/HZ (5.5)
P P9&E No
subject to
iP[s]:Pd; P[>0, s=1,....S (5.6)

wherePy denotes the global transmit power constraint for the downP[s| the
transmit power at subcarriervectorh = h[1], ... h[§ the channel coefficients at
these subcarriers in the downlink, ajitf the channel gain.

In power, the objective functiorb(5) is concave and, thus, can be solved by
iterative waterfilling as illustrated in Figure1l The gray area illustrates the
power which is “poured” into the depicted function. No powerallocated to
a subcarriess, if its No/|h[g]|? value is above the so-called waterlingAl For
all other subcarriers, power is allocated until the optipaiver allocationP =
P[1],...,P[S is reached. At this allocation the waterline is chosen sheh the
power constrainPy is met.

To derive P analytically we can solve5(5) by Lagrangian methods as de-
scribed in standard literatur@y05, Section 5.3.3]. Using the operatet :=
max(x, 0), we can denote the optimal power allocation for subcasisr

- 1 Ng \*
Plg = (X . W) (5.7)

given that the Lagrange multipliex is chosen such thd is met. To findA,
the waterfilling algorithm iteratively allocates units afyer to the subcarriers as
described for Figur&.11 This algorithm is discussed in detail MCO06] and the
optimality of the waterfilling solution is proven i.(z01].
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Note that waterfilling is based on the channel giii? for each subcarrier.
Each user has to provide thi3SI to the central scheduler by feedback. Note
further that with waterfilling, erroneous values|bfs|| will affect P[] as well as
the power that is allocated to subcarriers other than

In our simple OFDM system, waterfilling is performed foralisers. For each
of the resulting] user-optimal power allocations, the sum capacity is cateadl
and the usemwith the highest sum capacity receiadkssubcarriers. Hence, only
the user with the “bestCSI transmits per cycle. Although this “best” user
can change from cycle to cycle, this “the winner takes it allbcarrier allocation
strategy is clearly not fair and may lead to unacceptabl@ddbr other users than
m. Nevertheless, this simple power and subcarrier allosaiategy provides the
optimal solution in terms of ergodic sum capacity01] and can be used as a
simple performance bound in our study.

5.2.2 Related work

Many current and upcoming communication systems requiensike CS}) and,
thus, perform limited feedback. Upcoming 4G standards, ¢&EE 802.16m,
will include adaptive feedback.HL *08] and current standard drafts already in-
clude PHO9 or consider [D08] cooperation diversity for data transmission. So
far, none of these systems exploits any form of cooperabo@ &l feedback.

In particular, there is neither theoretical nor practid@rature on employing
cooperative relaying to improveSlfeedback. Several papers study the downside
of imperfectCSImeasurement on genellUD systemsPMO07] and for particu-
lar OFDMA systems with suboptimal subcarrier and rate allocat@®@WKWO05].
For such a system, a concise characterization o€CBkestimation errors is pro-
vided in [KK08]. As only suboptimal rate allocation and no power allocatizas
assumed, th&NR and throughput results are limited to a particular type d&fFsu
optimal scheduling. Unlike in this section, no performaboends for optimal
resource allocation with feedback errors are providedh@dlgh the above paper
takes feedback transmission errors into account, it ighoverhead.

In turn, other work accounts for overhead but ignores feekllearors. Many
schemes were proposed to reduce the feedback overhead timsaulkystems
either by source codindNBKLO04] or by OFDM subcarrier groupingdGKWO06,
CBHO08. Although all these papers mention the high effect of featdtberrors,
none of them tackles this issue.

The only approach more closely related to our work USEE to strengthen
the feedback channels ofGDMA system by spatial transmit diversitiAYV04)].
Although our cooperative feedback approach can even wotkmofSTC, CFB
does not require multiple antennas per user. Hence, caoefeedback differs
from STCas follows: STC relies on multiple antennas per user an@fbex does
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Figure 5.12: Simple example for cooperative feedback with2 usersa,b and a
singleBSd.
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Figure 5.13:MAC cycle for direct and cooperative feedback. lllustrationtfee
example in Figur&.12where user receives all subcarriers.

not need to repeat overheard packets to gain diversity. ©nottrer hand, each of
STC'’s antennas can employ only a fraction of the per-usestcaned transmis-
sion power and the antennas have to be sufficiently spacettapahieve spatial
diversity gains. As described in Secti8l, the large coherence distances typi-
cally make the design of small wireless devices difficultisTproblem does not
occur with cooperative relaying where, naturally, sournd eelay are spatially
well separated.

To this end, we introduce@FB and presented a first analysis W{09]. Here,
we go beyond this paper by detailing the resource allocati@iegy and by pro-
viding further sum capacity results.

5.2.3 Cooperative feedback protocol

Figure5.12illustrates a simple cooperative feedback protocol in theied sce-
nario. A singleBS serves] wireless users. The MAC cycle is illustrated in Figure
5.13 lastsTeycle, and is separated in @FDM downlink andTDMA uplink.

During the uplink the users transmit their data &%&l to theBSusing separate
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time slots. The transmission @Sl is called feedback and can be either done
directly from each user to tH&S (Figure5.12(a) or with the help of a cooperating
user in an optional cooperation phase (FigbuE2(b). Direct feedback employs
only slot F1 and leaves F2 to the OFDM downlink (Figbt&3. In F1, each user

is asourceof its ownCSl packet. In F2, each user functions aglay for the CSI
packet of another user. Sources are assigned to relays prebheding downlink
by theBS.

Note that this relaying protocol does not differentiatensstn dedicated Relay
Stations RS) and cooperating users. In fact both relay types are ecpnvalt
capacity level, if equal wireless channels and transnmissimstraints are assumed
for both of them. This allows us to capturRS and cooperating users by the same
protocol and analysis.

Based on the relay assignment, our cooperative feedbacknscbperates
as follows: First, the users transmit their oW@$I packets in distinct time slots
(TDMA) during F1. In this phase, each user overheBREC decodes, and error-
tests the feedback packet of its partner. If the packet@eous, the relay ignores
it and repeats its ow@SI packet during F2. If the packet is correct, the relay re-
encodes the source’s original packet and transmits it Jufih Finally, for each
user, theBS combines theCSI packets received during F1 and F2 using Maxi-
mum Ratio CombiningBre03. This simple cooperation protocol is known as
SDF with repetition coding (SectioB.2.2. In the best case, each CSI packet is
transmitted twice and a diversity order of two is reachecefrhCSI packet. On
the other hand, if each CSI packet is retransmitted, the te&mlback overhead
is doubled. Decreasing this overhead either by adaptingdbperation levep
according to the quality of a user’s feedback channel or [mpeaating only for
“weak” users is obviously possible but is not considere@ her

After the feedback phases, tBS uses the receive@SI to allocate the re-
sources of the OFDM downlink as described above. In this @kanall subcarri-
ers are allocated to the single “best” user (FigbuE2(c)and5.13.

5.2.4 Effects of feedback errors and overhead

We first define the ergodic sum capacity and outage probabilithe multiuser
downlink for ideal CSI and, then, analyze the degrading ei¢cSI feedback
errors and overhead.

Multiuser OFDM performance with ideal feedback

The ergodic sum capacif®'™ denotes the maximum average throughput that is
achieved during the OFDM downlink over dlusers. To define this performance
bound, we assume that during resource allocationB8eerfectly knows the



140 Chapter 5. Applying selection relaying to resource allocation

channel gainghg 1/2,...,|hq.j|% ..., |hg 3|2 for the downlink fromd to each of the
J users. With OFDM each of these channel gains is a vector divBisabcarriers
whereSis typically large. Perfectly knowing all the&x J channel gains neglects
error due to the feedback channel as well as errors d@Stoneasurement and
guantization at the user-side. This is, again, pleefect transmitter CSIGSky)
assumption which we know from Chapter

Based on these assumptions, we can now define the instansasweaicapac-
ity reached during a single OFDM downlink phase by insertlmgchannel gain
Ihg.m|? towards the scheduled usarinto (5.5). This yields

S Polsl [hgmls 2 . .
Ciiteal Ihaml®) = 5 logy (1+ %‘(’)m[”) bits/s/HZ.  (5.8)
s=1

Note that 6.8) already includes the optimal power aIIocatilén[s] found by wa-
terfilling (5.7) and implies a subcarrier allocation strategy whenéy the “best”
usermin the current downlink phase is scheduled. As discusseédtic5.2.],
this is assumed to obtain the ergodic sum capatgmal as a benchmark for the
average data rate of the multiuser OFDM downlink with per@Sky.

We can simply obtain this performance bomgjg‘ea,reached with perfect CSI
by time-averaging%.9), i.e.,

Caideal= E{Cqideal}- (5.9)

Similarly, we can define the outage probability reached en@+DM downlink
with perfect CSI by

Pg,lijcgealz P{Cg%r:eamhd,m 2) < Rm(|hd,m’2)} (5-10)

whereRy, denotes the spectral efficiency in bits/s/Hz that the BS assmusem
according to its CSI. Note that calculating the probability} requires no accu-
mulation of the subcarriers since this is already don®i8) (

While P°U' does not capture errors due to fading or noise, it provideptbba-
bility of transmission errors only resulting from the eremus choice oRy,. This
so-called rate adaptation is perfect if tB8 can employ|hd’m|2 for its decision
and this CSI value does not change during the cycle. With tl@alCSIthe BS
knowsC3'{L, and can assigRy = C3UTL,, without rate adaptation errors, i.e., at
zero outége probability. But such pérfect rate adaptatiamdised not likely with
erroneousC S| feedback which is discussed in the next section.

Multiuser OFDM performance with feedback errors

The effect ofCSI measurement and quantization errors on the performance of a
scheduled OFDM downlink was extensively studi&Kp8]. Unlike this study,
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we isolate the effect of erroneous feedback channels byrasguhat each usgr
perfectly measures and quantizes its channel glajpﬁz.

We assume further that th&S perfectly detects feedback transmission errors
for each individual user. If feedback errors occur,B8bases its allocation on the
latest correctly receive@Slvalue for the respective us’e[&Ne denote this (possi-
bly outdated) estimate of the true channel gairfiay |2 = |hg ;[1]|2,. .., |ha ; [S]]?.

Exchanginghg m|2 by |hgm/2 in (5.8) defines the sum capaciGg ™|y m|?)
for possibly erroneou€SI. With (5.10, the outage probability due to allocation
errors is given by

PSUt = P{CSUM (|hg.m%) < Rm(lha.m/)} (5.11)

since now rate adaptation has to be based on the estimdfes;ilf whereas the
obtained capacity obviously depends on the true channell\g@jn|2. Conse-
quently, ideal rate adaptation can only choBsg|hg m|2) = C5'™(|hg m/2) which
is a wrong decision €1t (/g m|?) < C3"™(|hg.ml?), i.e., the true channel gain
lhg.m|? is smaller than its estimate. In this case, the channel isestienated,
the downlink transmission is in outage, and the sum cap@ﬁﬁy]aal cannot be
reached.

Multiuser OFDM performance with feedback errors and overhead

The sum capacity is further degraded by the control overlteadansmitCSI
feedback in the uplink and to signal the allocation decigmnhe users in the
downlink.

During the feedback phase, dllusers have to transmit the@Sl values for
each of theilSsubcarriers to thBS. Assuming that after quantization and source
encoding, each of thesx J CSlvalues is expressed Mg bits, in total

Lt(J) = J-S-Nsig (5.12)

bits of feedback information are transmitted per cycle. tien; the current re-
source allocation has to be signaled to the users. As witlalbose allocation
strategy the best user receives all subcarriersB®ibas to broadcast only lgd
bits of addressing information to the users to signal itssiea.

This uplink and downlink overhead degrades the ergodic sypaaty of the
multiuser OFDM to

- —um  K-Lf(J)+logyd\ T
sum __ sum
Cd,f = (Cd -W-Tcyde [b|tS/S/Hj (513)

LAlternatively, using the newer but erroneously recei@&l value may be preferable in faster
fading environments; this is not considered here.
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Figure 5.14: Percentage of total overhead on ergodic suacagg{downlink) vs.

number of users for direct and cooperative feedback; withwaithout Huffman
coding;Nsjg = 5 bits CSl signaling overhead per user per subcarrier.

Here, R. accounts for the redundancy addedH#yC coding, bandwidtiw and
Teycle €Xpress the fact that feedback is only transmitted onceymie aising full
bandwidth, andK accounts for the packets repeated by cooperative feedifack.
all users transmit thei€Sl directly to theBS, K = 1; the amount of feedback
overhead is doubled if a single relay cooperates,Ke-, 2.

Due toL¢(J) in (5.13), the control overhead scallisearly in J. On the other
hand, theMUD gain letsC3"™ increase onlyogarithmicallyin J ([TV05, Section
6.6]). Thus, in multiuser OFDM systems, the reductiofC§f™ due to feedback
overhead is a serious problemifS orK are large. However, overhead is accept-
able for an intermediate number of subcarriers and uselBPEEGKWOE, and
if cooperative feedback employs only a single reldy= 2). Note that with$.12
L¢(J) represents the maximum number of feedback bits for the extu@iFDM
system. It can be significantly compressed by lossless samading NBKL04]
and by adaptive feedback protocols obtainkig< 2 (on the average) by only
cooperating for “weak users”.

As an example, Figur®.14 shows the percentage of total overhead on the
ergodic sum capacity for the parameters and results in@@eeR.5 Additionally,

W = 20 MHz, Teycle = 2ms are assumed as in many |IEEE 802.11/16 systems
[OP99 GWACO09 and each CSl value is quantizedNgig = 5 bits as with High
Speed Downlink Packet Accedd$DPA) [3GPO0].

As shown, with direct feedback all 24 users are supporteehgivat the feed-

back overhead should not reducg'™ by more than 10%. This constraint is
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acceptable in many systems (Example 5.3Ti(5]). It is even held by coopera-
tive feedback with a single relay and if the well-known Hu#éfnm source coding
scheme compressésg(J). Consequently, even static cooperative feedback sup-
ports a large number of users not increasing the overheac a6 of the sum
capacity.

5.2.5 Performance study

In this section, we compare the performance of a multiusddl@Bystem with

cooperative feedback to systems which employ direct orl idemback. To this
end, we (1) discuss the used method and parameters, (2)bdekow coopera-
tion reduces the error probability during feedback, ancd(8Yy this improvement
translates into performance gains for the multiuser OFDMrdmk.

Method and parameters

To rate the downlink performance, we focus on the ergodic sapacityC3"™
and outage probabilitP$"* as defined in Sectiof.2.4 For ideal feedback, both
metrics can be directly calculated using the true chanriel §&r erroneous feed-
back, we simulate the direct and cooperative transmisgi@84 assume that the
BS employs old channel gain values in case of an error, and ese tstimates
Ihg.1/?,...,|hq | for ideal power and rate allocation.

We use the following assumptions to clearly point out theseguences of er-
roneousCSlIfeedback and potential benefits of cooperation: For the dolyrwe
assume sum-capacity-optimal resource allocation asitedgcabove. A random
tie breaker is used and feedback transmission is the ontgsai errors. Perfor-
mance losses due ©SI quantization, fading, or noise are neglected. Therefore,
we assume that during the downlink, perfé&C coding is used and model the
subcarriers aS parallel, independent block fading channels (Sec2dn?.

To focus only onMUD gains (and losses due to feedback errors), we fix the
reference SNR for the downlink oy = Py/(NoW) = 0dB. This ignores power
gains which would only result in a horizontal offset@§*™andP{"! and simplifies
comparison to the literature. Note that a Ibwhas no negative effect cF?g“tsince
this metric only captures transmission errors resultimgnfrerroneous resource
allocation.

In the uplink, all feedback schemes employ reference $NWR R,/ (NoW)
and equaMAC time Teyce and are, thus, compared at equal transmit energy (Sec-
tion 2.3). We model the non-ideal feedback transmission as a sirgg@éncy-flat
Rayleigh fading channel using the block fading model fromti®a?.1.2 To ac-
count for transmission errors, we simulate the symbol-wesgsmission at digital
baseband level usif§PSKmodulation and a strong convolutiorfdEC code with
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generator polynomiaf133;171g} and code rat&; = 1/2. This corresponds to
the most robust transmission mode in IEEE 802.11a/g and EEEPEL6a/d/e sys-
tems P99 GWACO05.

To sum up, with the above model, the following results sholy parformance
losses due to feedback errors and only gains resulting M and cooperation
diversity.

Improving feedback channels and CSI estimation

We now study the post-decodirBER of the feedback transmission. Further-
more, we study the accuracy of the scheduling decision ad/éen Squared

Error MSE)

MSE = E{ (Yu,m— Ya.m)*} (5.14)
between (1) the SNRy s reached for usem that was scheduled using the CSI
estimate| ﬁd.’m|2 and (2) the SNR valugy ,, reached for the true best usarthat
was scheduled using the true Q& m|?. This MSE compares the ideal valygnm
to the SNRyq s that the scheduler reaches with limited CSI and, thus, pBcis
shows how improved CSI affects the scheduler performance.

For MSE and BER, the uplink SNRy is an important factor as it shows
how efficient the feedback scheme can translate transmipsier into estima-
tion accuracy and robustness. For this factor, Figui®&shows how cooperative
relaying improves th&ER of the feedback channels. Compared to direct trans-
mission, cooperative relaying leads to a significant stedperease of the error
rate for increasing . As discussed in the previous chapters, this diversity gain
results from combining the spatially independent signele@BS. Even with the
assumed robust modulation and strd#€C codes, cooperation can substantially
improve theBER of our feedback channels.

Figure5.16shows how these cooperation diversity gains increase theacy
of the feedback information. To rate the resulting improeeiof the scheduling
decision, we use the MSE according 14). This metric shows clear improve-
ments for cooperative feedback in Figlsd6 Decreasing th8ER of the feed-
back channels by cooperation clearly improvesQGi&t at the scheduler and, thus,
its decision accuracy. Cooperative feedback provides tggavement where it
is needed most — at low and medium SNR wHeE€ alone becomes inefficient.

Improving the multiuser OFDM downlink

As improving theCSl estimation avoids allocation decision errors, it now seems
promising to study how the multiuser OFDM downlink profiterft cooperative
feedback. In particular, we will look at the downlink’s edjio sum capacitZi'™

and outage probabiliti]’é"Ut as functions of the feedback channel's SNRand
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the number of userd. Finally, we derive operating regions for cooperative and
direct feedback depending @y and on an error rate constramt

For a medium number of users, the sum capacity of the dowrdiskown vs.
the uplink SNR, in Figure5.17. In Figure5.17(a)we neglect feedback overhead
and focus only on the effect of feedback transmission eriidiese errors substan-
tially degrade the downlink sum capacity at léw when the feedback channel
BER s large (Figureb.15. For increasing , cooperative feedback reaches the
ideal sum capacity at 6 dB and direct feedback at 10 dB. Thresgtdransmission
requires 4 dB more than cooperative feedback to compersatiegrading effect
of feedback errors.

Accounting for overhead as iB (13 leads to a constant offset for both realistic
feedback schemes (Figusel 7(b). With overhead neither direct nor cooperative
feedback reaches the ideal sum capacity. Decreasing ttibdele channeBER
by cooperation still slightly outperforms direct transgi for lowl . At 6dB
the situation reverses as the gains of cooperative feeddnackxceeded by the
multiplexing loss due to relaying. Nevertheless, coopezdtedback forwards
only small packets which only slightly decreases the cayaci

This decrease in capacity may be still acceptable as comymefeedback sig-
nificantly improves the downlink outage probability (Fig&r.18. If I, increases,
the downlink outage probability decreases significantstdawith cooperative
than with direct feedback. Consequently, cooperative faeklluses the uplink
SNR more efficiently to achieve a givé}§“". For example, if an outage probabil-
ity constraint ofe = 0.01 should not be exceeded, cooperative feedback realizes
this atl'y, = 9dB while 19 dB are required with direct feedback. If its SN&€
not be increased by other means, each user with direct fekdimstes 10 dB of
transmission power to reach this error rate.

Figure5.19provides further insight in this tradeoff between transias power
and error rate constraigt For cooperative and direct feedback, it shows the re-
gion of Iy that is required to reach full downlink capacity given thataitage
probability of € is not exceeded. Below its region, a feedback scheme does not
allow the scheduler to reachat C3"™ For[, within or above its region, a feed-
back scheme allows to reach full sum capacity while the eatar constraing is
held. This allows us to select the appropriate feedbacknseheccording td
ande: In the lowest region, none of the feedback schemes can roeet @n-
straint. In the medium SNR region, only cooperative fee#llpaovides feedback
channels which are robust enough to meet such lowl . At higherly, even
direct feedback can be used.

As shown, for all studied®{"! constraints, cooperative feedback requires a
lower I, than direct transmission. This gain even grows for strietéfor exam-
ple, while ate = 0.1 cooperative feedback requires 6 dB less than direct trisasm
sion, the difference increases to 14 dBsat 103, These high SNR gains can
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be employed to save the mobile user’s transmit power, teass coverage, or to
provide safety margins in channel environments with highbititg.

Finally, we study the ergodic sum capacity of the OFDM downkfor a vary-
ing number of userd (Figure5.20 and account for the degradation due to feed-
back overhead. To isolate the effect of feedback errorsreig.20(a)shows the
ergodic sum capacity which is degraded by feedback errdradiudegraded by
feedback overhead. Both effects are included in Figu28(b)where the ergodic
sum capacity is degraded by the feedback emodthe overhead as ir5(13. In
both figures, we compare cooperative and direct feedbadietameal case which
includes neither feedback errors nor overhead; we assurmesh feedback chan-
nel by choosind , = 4 dB.

For all cases in Figur&.20(a)and5.20(b)the sum capacity increases loga-
rithmically with J. This increase results froMUD and is well known from the-
ory; cp. [TV05, Section 6.6 and Figure 6.13]). However, both realisticbsek
schemes significantly lose sum capacity due to feedbackserfonew observa-
tion is that this loss becomes less severe for ridi(fgigure5.20(a). This reduces
the potential gains of cooperative (and other improvedjibeek schemes and can
be explained by the following symmetry &UD gains: As for the downlink, a
higher number of users improves the probability that a ustr av“good” feed-
back channel exists. ThuMUD does not only improve downlink capacity but
also can compensate for erroneous feedback channels iplihk.u

Nevertheless, at a low and medium number of uggreoperative relaying can
still significantly reduce the capacity loss caused by fee#terrors. Compared
to direct feedback at = 4, cooperation improves the sum capacity by up to 14 %
(Figure5.20(a)and5.20(b). Even with the additional overhead due to relaying
(Figure5.20(b) significant gains can be provided for a low and medium number
of users. For increasingj the relaying overhead reduces the gain of cooperative
feedback until the sum capacity of both realistic feedbatiemes converges.

From the above results, we can conclude MaiD systems lose performance
due toCSl feedback errors. This is even the case if the feedback claare
protected by robust modulation and strdA§C codes. Strengthening the feed-
back channels by cooperative relaying increases the resaillpocation accuracy,
substantially improving the outage probability and sumacity of the multiuser
OFDM downlink.

Alternatively, cooperative feedback significantly dese=athe SNR required
at the feedback channels to operate the multiuser downtiakgiaven error rate.
Compared to the immediate improvements in sum capacitye tB8dHR gains are
very high (6 to 14 dB for the studied cases) and can be explaitenany ways,
e.g., to save the mobile users’ energy or to increase conuation robustness.

Naturally, these sum capacity gains are reduced by relayweghead which
makesCFB best suited for systems with limited feedback but poor fee#llthan-
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nels. IEEE 802.16e with mobile used&EEOS or Long Term Evolution KTE)
with single-bitHARQ [LLM T09] are just two relevant examples of such systems.

5.3 Summary of contributions and future work

Contributions

We presentedCD and CFB to improve the performance of resource allocation
by selection relaying. Unlike the protocols in the previalspters, both ap-
proaches limit the overhead by retransmitting only higldievant information.
CFB forwards only smalCSl packets and\CD only infrequently relays the most
relevant packets of media streams. This highly improvesdualng performance
but limits the multiplexing loss due to relaying.

Asymmetric Cooperation Diversity (ACD) ACD joins cooperative relaying
and resource allocation at scheduling level. The introdsedection relaying pro-
tocol prioritizes packets by asymmetrically allocatingedsity branches among
the cooperating users. With the introduced traffic-awargrobscheme, users ne-
gotiate their diversity branch allocations. Similar to ®artial ForwardingRRF
approach in Section.4, this traffic-aware diversity scheme employs a forward-
ing decision with multiple stages and requires no cenedlizoordination. The
negotiation does neither add communication overhead reuejng delays to co-
operative relaying.

The resulting system is well suited for real-time streamiBgbstantial gains
of PERand video quality are shown for MPEG-4 video streams contgjiardirect
transmission and selection relaying without asymmetrapeoation.

Cooperative Feedback CFB) With this approach, cooperation prote@sSl|
feedback transmission that is crucial in systems with mséir scheduling. Study-
ing a simple OFDM multiuser downlink has shown ti@&B highly improves
the CSlaccuracy at the scheduler, thus, increasing resourceatibocefficiency.
Consequently, the outage probability of a scheduled meitidewnlink is highly
improved. The resulting SNR gain can be employed for saviegiobile users’
energy or for increasing communication robustness. Adtiraly, the sum capac-
ity of the downlink can be significantly improved if the mpliexing loss due to
relaying is limited. This is the case in multiuser OFDM syssewith a medium
number of users or in systems with highly limited feedbac§,,eghe single-bit
HARQ scheme of TE. As many upcoming communication systems employ feed-
back channels, theéFB approach is widely applicable.
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Future work

ACD andCFB profit from the fact that the amount of relayed informationda
therefore, multiplexing loss and delay) is low but suffi¢iém improve the er-
ror rate of important packets. Focusing on such applicatimay provide fur-
ther promising use cases for cooperative relaying. Whileatnave studies and
schemes provide first examples, further generalizationpaactical schemes are
required.

Diversity-aware scheduling Using diversity branches as additional criterion to
rate an allocated resource is a new, general approach towapine scheduling
efficiency. This has to be further studied. While early diitgraware schedulers
may only compare the resources’ diversity orders for ti@kireg, more sophisti-
cated schedulers may improve the overall performance bggaddditional con-
straints into account (e.g., allocating resources witlh ldiyersity order to users
that demands for a low error rate).

Interaction of cooperative feedback and scheduling CFB was studied in a
simple multiuser OFDM scenario to isolate the effects oflfesck errors and co-
operation. We ignored resource allocation constraintstod@~DMA subcarrier
allocation, fairness, and delay. Depending on such canstrand on the schedul-
ing strategy, improved CSI feedback may be required or note ihkeraction
between scheduler and CSI feedback scheme is not treatedrentliterature
and seems promising for future research.

Practical cooperative feedback We presenteFB as a theoretical approach.
Further schemes are required to make it practical. Firstpdrformance o€CFB
depends on the chosen relay. Especially if mobile userseratg(instead of ded-
icatedRS), an accurate relay selection can be crucial. Already ieggsichemes
for relay selectionllES06 NHO7, HKAO8] should be integrated int€FB and
the resulting system should be studied. Second, more smattéexi CFB proto-
cols may reduce the multiplexing loss and delay by coopggainly for “weak”
users. Such protocols would provide the benefit€BB to further scenarios.

System integration It remains to integrate these so-far theoretical appraache
into upcoming relay-enabled wireless technologies, &EdE 802.16] PHO9 or
LTE-advancedID08, ADF09], and to study the performance of these system de-
signs. This requires to develop system-dependent furs;textensive simulation,
first prototypes, and to support the results presented lyemethal experiments.



Chapter 6

Cooperative WLANSs — A prototype

In the previous chapters, we studied the performance oferatige relaying pro-
tocols in theory based on certain channel and system modédteough these
models and the assumptions behind them are widely accepgechnnot be sure
whether — in reality — they apply to a given scenario or if imipot factors have
been overlooked. Moreover, it is not clear whether it is itdasto implement
the proposed functions, to which extent theoretically ypelfforming functions
have to be degraded to be implementable, or if optimal scheae be efficiently
replaced by suboptimal but substantially simpler function

To answer these practical questions for selection relayweyuse an engi-
neering approach: We implement a transceiver prototypedoperativeVLAN s
and perform extensive field measurements. This experiaopaoach allows us
not only to justify our modeling assumptions from the preachapters. It also
points to important issues that the literature has ignocethis(Section6.l). In
particular, we find that in many cases

1. Maximum Ratio CombiningMRC) can be replaced bffacket Selection
(PS. The resulting Physical layePHY) is less complex and more flexible
than MRC-based systems while, at low mobility, the perfornealoss is
negligible.

2. Cooperative relaying requires a more robust exchangerdfaanforma-
tion than direct transmission. Such robust signaling magdstly and can
complicate the Medium Access ContréAC) protocol design.

We justify our first observation and descriB&in Section6.2 We focus on the
second problem in Sectidh3and specify a neWIAC protocol with a robust but
efficientcooperative signalingcheme. Finally, we implement a prototype (Sec-
tion 6.4) to reinforce our above observations by measurements atehtonstrate
the feasibility and high performance of our cooperaf\ldY andMAC schemes

in the field (Sectior6.5).

153
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6.1 Scope and related work

As stated above, our objective is a transceiver prototypedhables cooperative
relaying in real-worldVLAN s. To accomplish this task we (1) choose a prototyp-
ing platform which allows to implement and study a realistystem in represen-
tative scenarios, (2) specify and implement a cooperdii€ protocol for IEEE
802.11 standard WLANSs, and (3) implement lightweight exitemsto the IEEE
802.11a/gOFDM PHY. Let us now compare our basic approach in each of these
fields to the current literature.

Prototyping platform  Current prototyping platforms for cooperative relaying
are either based on low-coSoftware Defined RadioSDRs) [BLO6b, KKEPO9

or on a combination of off-the-shelf IEEE 802.11 devices apen-source drivers
[KNBPO6, LTNT07, KKEPQY. Unfortunately, none of these low-cost solutions
suffices to fully integrate cooperative relaying into BidY and Data Link Control
layer OLC) of IEEE 802.11.

Low-costSDRs use a simple Radio Frequen®&H) frontend and general pur-
pose processors for signal processiMit9s]. This platform allows to change
evenPHY functions in software and, thus, provides high programnflexbility.
The problem of low-cost SDRs are their low computational powech suffices
for high-layer Path allocation-based Selection RelayP8R) protocols like Op-
portunistic Relaying BLO6b] or for testing isolated®HY functions at low data
rate KKEPO9Y. However, none of the current platforms such as GNU Radio or
WARP [GNUQ9, WARO09] is capable of performing a full IEEE 802.11 stack or
even larger parts of the IEEE 802.11b/KY in real time VvMKO06, KKEPQY,.

IEEE 802.11 operation is provided by combining off-thelsWWLAN devices
with open-source drivers. Common examples are the HostARrdjfHos09
used with the IEEE 802.11b-compliant Prism 2/2.5/3 chigt®01b, Int014
or, as a more recent system, the MadWifi drivielad0g in combination with
the IEEE 802.11a/g-compliant Atheros AR5414 chipgeh07]. The problem
of this prototyping approach is its limited flexibility. Alough MAC functions
can be modified at driver level, time-criticBILC functions (e.g.,CRC, MAC
timers, ARQ) and all PHY functions are implemented in hardware and, thus,
cannot be changed. This allows only to implemBSR protocols which, e.g.,
do not requirePHY combining or to chang®AC timers. But even the imple-
mentation of such high-level cooperation protocols is t@dj since fundamen-
tal functions cannot be deactivated at driver level. Fotainse, all CoopMAC
prototypes KNBP06, LTN ™07, KKEPQY suffer fromACKs that are unnecessar-
ily transmitted by the relay. With the chosen Prism/HostA&tfprm this func-
tion cannot be deactivated and measurement results aiécsigtly deteriorated
[LTNT07]. In addition to such artifacts of the prototyping platfqrno results
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for IEEE 802.11a/g systems are published so far. Insteadiafjihe Atheros/
MadWifi platform, current prototypes of cooperative refayare either based on
IEEE 802.11b cards (driver-level implementation with Hd3} or are far from
WLAN operation (low-cost SDRS).

To prototype a cooperative IEEE 802.11a/g transceiveritttagrates coop-
eration into all parts of th€HY andDLC, a platform is required that joins the
flexibility of SDRs with IEEE 802.11 operation. This is proed by the SOR-
BAS 101SDR[SDH'04] which is detailed in AppendiB. Based on a powerful
hard/software design, SORBAS runs a complete IEEE 802.1stafk in soft-
ware and in real time. Therefore, it reaches the full trassian rates of IEEE
802.11a/g but allows to modify all DLC arRHY baseband functions in software.
With this high programming flexibility a cooperative relagiprotocol can be in-
tegrated intaall parts of IEEE 802.11a/g. This is not possible with any otHer o
the above prototyping platforms.

Scenario As in all previous chapters of this thesis, we focus on mobde-
narios with small-scale fading. Here, the direct link majy feequently and
high cooperative diversity gains can be reached by Combibasgd Selection
Relaying CSR) (Section3.3). We perform our measurements in a standard office
environment with low mobility and in a vehicular scenario. tiBgcenarios are
detailed in Sectio®%.5.1

For such mobile scenarios, no measurements are publisii@disthe context
of cooperative WLANS. Instead, literature has focused oticsevironments
where PSR protocols such a®©R [BL0O6b] or CoopMAC [KNBP06, LTN 107,
KKEPOY exploit long-term differences among the direct and thayed link.

Cooperative MAC protocol for IEEE 802.11 By focusing on mobile scenarios
with small-scale fading, our so-call€éboperative SignalingqSIG protocol has
two significant differences to CoopMAQTPO05, LTN™07] and to similar proto-
cols, e.g., fCTGO5 IHO7, TWTO08, SZWO09.

First, CoopMAC follows thePSRapproach while CSIG employSSR As
described in SectioB.2.3 this PSR protocol utilizes only the “best” link towards
the destination while a CSR relay transmits each correctgived packet and,
thus, spends redundancy in advance. By combining these dadtpackets at
the destination, CSIG can still reach high diversity gainsobile scenarios with
small-scale fading. By choosing only the (single) link of egt transmission
rate, CoopMAC spends less redundancy and is, thus, limitedeoarios where
this link state remains static pBtAC cycle.

A second important difference between CSIG and CoopMAC isxbhange
of control information (so-callegdignaling. Initiating and maintaining a coop-
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erative data transfer requires additional signaling betwthe related terminals.
This information exchange has to be efficient but it also se¢edbe more reliable
than with direct transmission. The reason is simple: Codperaelaying per-
forms best when direct transmission only reaches a poordgga.e., with fading
channels at IowBNR (cp. Figure3.14and Figure4.22. Obviously, when direct
transmission is weak, cooperation should not relydoactly transmitted control
frames. With suclirect signalingthe high error rate of the control frames dom-
inates and conditions the end-to-end error rate of the qatipe transmission to
the error rate of the direct link. This is the case in CoopMAGQakHoses a sig-
nificant number of control frames in mobile scenarios ands tlonly inefficiently
improves direct transmission.

This problem of direct signaling is already known from ouakysis in Section
3.4.1and Sectiorb.2.5 and will be further elaborated below. We will describe
CSIG which solves this problem by transmitting even contrahfes coopera-
tively. By achieving the same diversity order for control atata transmission,
this cooperative signaling process maintains high dataean at low SNR. Effi-
ciently organizing this process is a challenge which isein Sectior6.3.

Cooperative PHY extensions To reach diversity gains, the CSIG protocol em-
ploys combining. In most theoretical literature (and uphis fpoint also in this
thesis)MRC is assumed for this taskMRC is optimal in terms ofSNR but it
relies on accurate Cglmeasurements and does not allow to combine signals of
different code rates or modulation (Secti®2.3. This inflexibility highly lim-
its the Degree Of FreedonD6F) and, thus, performance of rate adaptation. It
is solved by so-calledhulti-rate or code combiningchemes. These schemes al-
low to combine different modulation levelSY08§ and code ratesGha83, reach
only slightly lower performance thadRC, but significantly increase the system
complexity while still relying on accurate C$l

To reduce the complexity of our prototype, we choose a simgbgroach.
Instead of complex multi-rate combining, we simply seléet first correctly de-
coded packet. We call this method Packet Selecti®®,(describe it more for-
mally in the following section and show by analysis, simigiat and measure-
ments that the performance reduction is small and wellfjadtby the simplified
transceiver design (Secti@b).

To sum up Unlike current literature, we integrate @GSR protocol into IEEE
802.11 to profit from cooperation diversity in mobile sceosr This so-called
CSIGprotocol cooperates even for control frames and limitssitaiver complex-
ity by a simple combining scheme. Using a powerful protatgpplatform we
integrate CSIG into all layers of IEEE 802.11a/g. Unlike aler current cooper-
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ative relaying prototypes, our prototype reaches thefaigmission rate of IEEE
802.11a/g in real time and is, thus, close to real cooper®ii’AN transceivers.

6.2 Combining versus packet selection

In this section, we describe Packet SelectiBS§)(@s a simple method to combine
packets at the destination. We discuss fR&tprovides large practical benefits
above manyHY combining schemes and show by analysis, simulation, and mea
surement that replacingdRC by Packet SelectiorP§ only negligibly increases
the error rate at low mobility.

6.2.1 Packet selection

PS simply selects the first correct packet affeEC decoding. More formally,
from each oL decoded packetss,..., p,..., pL the first packep, which passes
an error test, e.g.,@RC, is selected. Complexity can be limited by not decoding
all later received packetg . 1,...,pL.

By simply selecting the first correctly decoded packR&operates similar to
Selection CombininggC) and, thus, cannot reach the high performancklBIC
(Section2.2.3. Nonetheless, it has the following practical advantages:

e ImplementingPSis almost trivial since it is based on functions that are
already available in the transceiver chain (Sec@ahl).

e PSconsiders the coding gain within its combining decision.isTis not
the case withMIRC, classicSC, and some multi-rate combining schemes
[SYO08 which can weaken their performandgtja8g.

e Unlike MRC and related schemes, the performancB®toes not directly
depend on channel estimation quality.

e Unlike MRC, PSdoes not requirs andr to use the same modulation type.
ConsequentlyPSdoes not limit the choices and performance of adaptive
modulation.

Therefore,PS seems very appealing. It does not have the limitations ofyman
PHY combining schemes and, due to its simplicity, reduces implgation time
and costs. Nonetheless, PS is only acceptable if it ach&epesformance similar
to conventionaPHY combining.

To show that this is indeed the case in low mobility scenawescompare
PSandMRC in three steps. First, we compare their outage probabuityofock
fading channels. To this end, we extend the outage analysis the previous
chapters (e.g., Sectidh3and5.1.9 to selection combining. Second, we study
slow and fast autocorrelated fading under IEEE 802.11gesystssumptions by
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simulation. Third, after designing and implementing o@nsceiver prototype,
MRC andPSare compared by measurements in Sedién2

6.2.2 Outage analysis

We compare the performance dRC andPSin terms of outage probability. We
study theCTR network with sources, a single relay, and destination at high
SNR. The links between these three nodes are representedibingtantaneous
SNR ysr, Vsd, andy; ¢ which are i.i.d. random variables according to the block
fading model from Sectio.1.2 Note that in this idealistic model, PS is equiva-
lent to SC(Section2.2.3 since the channel state does not change within a packet
and ideal coding is assumed. Hence, we can write the overtbe event with
PSas

8OUt = [{Vs,r > Yy A{maxX(Ysd, Yrd) < )A/H \
[{VSJ < YA {Ysd < V}] . (6.1)

where we use the SNR threshgld= 22R — 1 for a given spectral efficiendyand
denote the logicakndandor operator byA andV, respectively.

The second line in§.1) shows the outage event at the destinatdomhen the
relay wrongly decodes the source’s packet, s < y}. Similarly, the first
line represents the case when the relay correctly recdigesaurce’s packet, i.e.,
{ysr > v}, and both packets may be combineddatHere, packet selection is
represented by comparing the maximum of the random vasahbleand y 4 to
the thresholdy. This maximum is below if and only if both random variables
are belowy. With the probability of this everit{ysq < y}P{yq < Y} we obtain

POY =P{eBM} = P{ysr > V}P{ysd < V}P{Vha < V}
+ P{ysr < V}P{ysa <V} (6.2)

as the probability of outage evedfy (6.1). Here, each probability term can be
solved individually by using the outage probability exmies of the direct link
(2.12) with thresholdy := 22R — 1 instead of ¥ — 1.

Figure6.1shows the numerical results for the outage probability of Giomg-
based Selection Relaying8R. We study a symmetrlcal CTR network with
equal mean SNR for all links, i.ey,:= ysr = Ysd = ¥rd- Comparing the results
for both combining schemes to direct transmission showsvitia MRC as well
as with PS a diversity order af = 2 is reached. Comparing the results of both
cooperative cases shows that MRC performs only slightlyebétian PS. This
minor difference (found here for ideal channel coding) rhatcto the results for
uncoded systems at low diversity orders in Tahle



6.2. Combining versus packet selection 159

POUt

o

—Direct
---CSR, PS/SC
-~ CSR, MRC
0 5 10 15 20 25 30
Mean SNR [dB]

10

Figure 6.1: Comparing PS and MRC: Outage probability vs. medR. SNimeri-
cal results for direct transmission and Combining-baseécdeh RelayingCSR
for R=1/4bits/s/Hz.

6.2.3 Simulation results

To get closer to our measurement results, we compar#ieof PS and MRC
under IEEE 802.11g assumptions for autocorrelated fading.

Assumptions As for the numerical results in Figuflwe studyCSRat equal
mean SNR for all links. Further models and parameters argechtm correspond

to our measurement scenarios in Sectoh.1 At system level, we assume a
standard IEEE 802.118HY that is modeled in the digital baseband as described
in Sectiond4.3.4 The symbol time is 4is at a carrier frequency d¢ = 2.472 GHz

in 20 MHz bandwidth. The transmission rate is 18 Mbits/s gdimnsmission
mode 4 of the@ODFDM PHY. In this mode, Quadrature Phase Shift KeyiQiPSK)
modulation and code rat. = 3/4 are employed.

Autocorrelated fading is modeled as described in Se&itrand two values
of the Doppler frequencyy are studied. Whilefy = 40 Hz corresponds to the
speed of 5m/s reached during our vehicular measuremints8 Hz reflects the
quasi-static fading situation in our indoor scenario (®e6.5.7).

Results For these assumptions, Figuee2 shows the end-to-endER obtained
at the link layer of the destination. At low Doppler frequgnselection relaying
with both combining schemes behaves as expected. Similaurttheoretic re-
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Figure 6.2: Comparing PS and MRC: Packet Error R®E&R) vs. mean
SNR. Simulation results for direct transmission and Comigiiased Selection
Relaying CSR with autocorrelated fading, high and low Doppler frequerig,
and IEEE 802.11g system assumptions.

sults (Figure6.1) a large diversity gain is shown and the difference betwe8n
and MRC is insignificant. Like in our outage analysis, this isoasequence of
quasi-static fading. In this case, channel state chang&sgda packet time are
unlikely and, thus, symbol-wise combining only slightlytperforms packet-wise
combining. At higherfy, however, the channel gain decorrelates and the channel
may change several times per packet. In this case, the ateooi MRC improves
compared tdS Comparing the PER in Figu@2 shows that MRC benefits by

up to 2dB at higher mobility.

From these simulation and theoretical results we can cdedhat at low mo-
bility replacing MRC by PS comes at negligible performancesloWe will de-
scribe in Sectior6.5 how PS substantially simplifies the transceiver design and
compare both combining schemes by measurements in Séckion

6.3 Cooperative medium access

We introduce the Cooperative Signalin@IG) protocol that integrates cooper-
ative relaying into the IEEE 802.1MAC. Unlike the cooperative MAC proto-
cols discussed in Sectidhl, CSIG employs combining and a cooperative signal-
ing scheme to reach diversity gains even in mobile scenaFiwst, we compare
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Transmitter

Source S| RTSs

Relay r

Destination d CTSq ACK 4

SIFS Data transfer Time

Figure 6.3: MAC cycle for direct IEEE 802.11 transmissiothARTS/CTS.

CSIG’s basic operation to classic direct signaling and dataster. Second, we
describe the protocol’s control frames, discuss its oweathand specify its exten-
sions to the IEEE 802.11 MAC protocol automata.

6.3.1 Signaling for cooperative WLANS

In our CSIG protocol the source nod@itiates the cooperative data transfer once
perMAC cycle. This initiation requires

1. sourcesto send a request for a cooperative data transfer to destirthind
to potential relays,

2. aparticipating relay to acknowledge the request f

3. d to overhear this negotiation to be able to identify the dedenés to com-
bine and to acknowledge the requesstd sandr, and

4. nodes nearbs;r andd to overhear these messages for refraining from trans-
missions during the MAC cycle (i.emedium reservation

To accomplish these tasks, the nodes have to exchange nmireléoformation
than the standard IEEE 802.MAC protocol. This extended signaling process
has to be integrated into IEEE 802.11 in an efficient and roimasner.

RTS/CTS in IEEE 802.11

As a first step, we can integrate this additional signaling theRTSCTS hand-
shake. This procedure is already employed in IEEE 802.11lilarsdrated in
Figure6.3. In this standard MAC cycle for direct communication, IEE@2811
spends a Short Inter-Frame Spa&HS time slot to separate two frames; we
denote each transmitted frame by its sender index.

By transmitting an RT§ nodes informs the destination and neighboring
nodes. An RTS includes the source and destination addregsllass the duration
of the transmission. By answering with Cd,8l negotiates the transmission and
retransmits the duration field of the originating RTS his standard procedure
avoids interference caused biglden node$OP99 Chapter 3] since neighbors of
sandd overhear theluration fieldwithin RTS; or CTS; and remain silent for this
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Transmitter
Source S| cRTSs DATA—sl
Relay r cCTSy DATA
Destination d cCTSq ACKg
SIFS Data transfer Time

Figure 6.4: MAC cycle for cooperative IEEE 802.11 transmoisswith direct
signaling. The arc marks redundant frames that provideexrsily gain ad.

duration. Each IEEE 802.11 node keeps track of such medigervations in a
local data structure calledetwork Allocation VectorAV).

Direct signaling, cooperative relaying

While RTS/CTS solves the fourth of the above tasks (mediunrvasen), so
far the relay is not included in the signaling procedure. sTdan be simply in-
corporated by adding the relay’s address to the standardalR@$o the standard
CTS. We call these extended frante®perative RTS (cCRT&hdcooperative CTS
(cCTS)and specify their format in Sectid@3.2

A simple cooperative MAC cycle that employs one cRTS to atéticoopera-
tion is illustrated in Figuré.4. In addition to the standard RTS/CTS handshake,
all potential relays overhear cRI8@nd the addressed relayanswers with an
cCTS frame that includes its address. Based on this cCTS, reiaknown to
sandd, the destinatiom answers with cCTg and the cooperative data transfer
starts. As with conventional selection relaying (Sect®8, r overhears frame
DATA s and, if correctly decoded, retransmits this frame withinfBA After cor-
rect receptiond acknowledges the cooperative transmission and the Mé&
cycle starts.

The arc in Figuré.4highlights the redundant transmission of the DATA frame
via two spatially independent links. Since both frames DA&Ad DATA, have
to be in error such that the overall transmission fallseaches a diversity order
of L = 2 for the DATA frame (when either of the combining or packdestng
schemes from Sectiof.2 are used). This is not the case for the cRTS, cCTS,
and ACK. Each of these control frames is received via a singéedlink which
provides merel\. = 1. Even if two cCTS frames are overheardsathe source
does not combine these frames. Since only a sidgéxt link has to be in error
such that the complete signaling process fails, we calltyfue of control infor-
mation exchangéirect signaling It is the current signaling approach in many
cooperative MAC protocols§CTGO05 LTN 07, IH07, TWTO08, SZW09.
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Figure 6.5: RTS control frame error rate vs. transmissiongso Measured for
direct and cooperative signaling witPSin the indoor scenario (Sectidh5.])
using the most robust IEEE 802.1P¢Y mode (BPSK, code rate; = 1/2).

The direct signaling problem

Due to its discrepancy in diversity orders, direct sigmglaannot be efficiently
used to cooperate in fading channels. By providing a loweerdity order for
control than for data frames, signaling information is exulped at substantially
higher error rate than payload. This mismatch is unaccéptab most MAC
protocols (e.g., IEEE 802.11) where correctly receivedrmbframes are essential
to exchange data.

We know this problem from analyzing the direct feedback cledgof PSR
protocols andMUD systems (Sectio.4.1and5.2.5. We found that loosing
signaling information becomes crucial in the low power negior at strict error
rate constraints where direct links fail frequently. Hexeliversity scheme would
reach superior gains but direct signaling inhibits a daadfer from even being
established — a contradiction which we call theect signaling problem

That in fading channels this problem cannot be efficientlyesb by robust
modulation and coding is known from theory (Sect®2.1) and illustrated by
measurement in Figur@.5. Choosing a more robust modulation and code only
introduces a coding gain which cannot cope with a deep fadmse of direct
transmission. As shown, even the most robust mode of the EEREL1gOFDM
PHY leads to a high error rate for RTS frames. With each lost RTatatransfer
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Figure 6.6: MAC cycle for cooperative IEEE 802.11 transmoissvith Coopera-
tive Signaling CSIG). The arcs mark redundant frames that provide a diversity
gain at the annotated node.

cannot be established, a full MAC cycle is lost, and speeffaiency is reduced.
Nonetheless, Figurg.5also shows the high diversity gain reached by cooperating
for control frames. We will utilize this gain in o€SIG protocol.

CSIG: Cooperative signaling, cooperative relaying

To overcome the direct signaling problem, the Cooperatige&ing CSIG) pro-
tocol exploits cooperation diversity not only for data, kigo for control frames.
Therefore, CSIG adds two extensions to the direct signaletegSectiort.4).

The first extension is illustrated by the arcs tbands in Figure6.6. After
the relay correctly decoded cRJ&nd ACKy, it repeats these two control frames
as cRT$ and ACK;. Collisions between all new frames are avoided since the
MAC cycle is fixed and known to all cooperative nodes. Morepvepeating
cRTS silences the neighborsmoénd avoids interfering hidden nodes. With these
repeated frames, the destination combines ¢gRith cRTS, and the source com-
bines cCTgwith cCTS as well as ACK with ACK,. To this end, any combining
scheme includingScan be used. Consequently, adding cR&Ky4, and com-
bining to direct signaling reaches diversity ordler 2 atsandd. This is equal to
the diversity order of the data frames.

This diversity order is also reached at the relay by extensi®. In Figure
6.6 this extension is marked by the arcs for nadbut, unlike for nodes and
d, it is not based on combining equal control frames. Instéa&lrelay exploits
that the correct reception of some control frames is imghficéicknowledged by
other frames. In particular, the destination transmits ¢Cit 8nd only if it has
correctly received the cRTS (which already origins from wemnbined frames).
By overhearing either cR®r cCTS;, r knows that cooperation is initiated. This
information is onlynot transferred ta, if bothframes (CRTSas well as cCTo
are lost. Hence, a diversity orderlof= 2 is reached at the relay for initiating the
cooperative MAC cycle.

To confirm this initiation, the procedure is similar and neloy the right arc
for r in Figure6.6. The source transmits DATATf and only if it has received the
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Bytes 2 2 6 6 6 4
Frame : Destination Source Relay
control Duration address address address FCS
Protocol Subtype
version (00) Type (01) (0011) Flags
Bits 2 2 4 8
(a) Cooperative RTS (CRTS)
Bytes 2 2 6 6 4
Frame Destination Relay
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(b) Cooperative CTS (cCTS)

Figure 6.7: Layout of the control frames extended for CSIGe $haded parts
mark changes to the respective IEEE 802.11 standard framefrdme control
field is equal for all frames used in CSIG.

cCTS (which, again, is combined from two frames). By overhmgpeither cCTg

or DATAs the relay knows thatl has confirmed cooperation and that it should
retransmit DATA. Again two frames have to be in error such that sending the
confirmation tor fails and, thusl. = 2 is reached at for this part of the signaling
process.

Note that with this procedure the relay increases its diyemsder only by
overhearing already transmitted frames. No transmisdiertca control frames is
required. This make€SIGmore efficient than straightforward signaling schemes
that would repeat control frames even for

To sum up: At each of the participating nodgs, andd, CSIG provides the
same diversity order for control and data frames.sAndd this is achieved by
combining; atr implicit acknowledgments through later frames are oventhea
no cost. Let us now specify the frames and MAC protocol fos tperation.

6.3.2 CSIG control frames and overhead

The MAC cycle of CSIG (Figuré.6) is based on extended RTS and CTS control
frames that are illustrated in Figufe7. These new so-calledooperative RTS
(cRTS)andcooperative CTS (cCT®ames add the 6 Byte MAC address of the
relay to the IEEE 802.11 standard RTS and CTEEDY9, Figure 15 to 17]. All
other frames used in CSIG keep their IEEE 802.11 format butdanetified by
the subtype field0011),. This value is not used in IEEE 802.11 which allows
to distinguish the frames of a cooperative MAC cycle fronedily transmitted
frames at no additional overhead.

The lengths of the data frame and all related control framegiaen in Table
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Table 6.1: Lengths of MAC frames used in IEEE 802.11 and CSIG.
Frame Length [Bytes] Description

RTS 20 Request To Send

CTS 14 Clear To Send

CcRTS 26 cooperative Request To Send

cCTS 20 cooperative Clear To Send

ACK 14 Acknowledgment

DATA 1074 Data frame size for 1052 Bytes payload

Table 6.2: Example of DLC and PHY signaling overhead.

Protocol Overhead w.r.t. payload at
DLC [%] PHY [%]

IEEE 802.11, RTS/CTS 8 134

Coop. data, direct signaling Y 224

Coop. data, Coop. signaling (CSIG) .21 335

6.1 While the lengths of the control frames are fixed, the lendith data frame
may vary in IEEE 802.11 systems. As an example, we assumehbddLC
payload has a length of 1052 Bytes. This corresponds to aalypaxcket size
of 1024 Bytes payload plus User Datagram Protot®®P) and Internet Protocol
(IP) overhead. Based on these frame lengths we can simply cablU@ over-
head for the threMAC cycles in Sectior6.3.1 For each cycle, we aggregate the
lengths of all control frames and then divide this sum by #egth of a DATA
frame. Naturally, even with cooperative transmission anlingle DATA frame

is taken as a reference since both transmitted frames areicediat the end.

The DLC overhead with respect to a typical payload size of 1052 Byges i
summarized in Tablé.2 To transmit this payload, CSIG more than doubles the
DLC overhead of standard IEEE 802.11 with RTS/CTS. In termsasfsmission
time, the overhead is even worse when control frames arsrtigted at the most
robustPHY mode and, thus, at lowest bit rate. This is typically doneHEE
802.11g which corresponds to a transmission rate of 6 Mbitd/ssuming that
DATA frames are transmitted at 18 Mbits/s leads to the liftetY overhead.

This example for a typical payload size and typical transmoisrates shows
that direct and cooperative signaling significantly redtiee spectral efficiency
of cooperative IEEE 802.11. Our measurement results inde6t5 will show
when cooperative diversity gains can compensate for thests.c
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6.3.3 CSIG protocol operation

Beside adding control frame§SIG extends the procedure of the MAC proto-
col to incorporate the MAC cycle from Figu&6. We will now describe these
extensions more formally in terms of protocol automata.

The flow charts in Figures.8 illustrate how CSIG extends the sender and
receiver protocol automaton. In these charts, dashed higggight changes to
the IEEE 802.11 specificationHE99, Annex C], edges labeled with incoming
frames (e.g., “»ACK”) cause a transition when that frame is correctly recejve
and outgoing frames (e.g., “ACK”) indicate that a frame is sent upon transition.
Note that all changes to the standard MAC adglitive i.e., direct IEEE 802.11
transmission with the standard RTS/CTS frames or withoudlblaake is still sup-
ported. Furthermore, both automata run on each node in aecaibge network.
We allowanynode to take either the role sfr, ord by integrating the behavior
of sinto the sender and ofd into the receiver automaton. Depending on its role,
a node operates as follows.

Source s role, Figure6.8(a} Upon a data request from the upper layezpn-
tends according to the standard IEEE 802MAC but transmits its cRTS. The
CRTS contains the duration of the entire cooperative MAJe&yso that nearby
nodes can set theMAV accordingly. Nexts goes intowait cCT Sstate awaiting
either a timeout or a correctly received cCTS. Although tiid$ 8 is based on the
two frames cCTg and cCT$, this is transparent to the MAC automaton since
the PHY provides only the combined cCTS. If the cCTS timer expigagturns
to the idle state after a standard backoff. If a cCTS is receindime, s waits a
SIFS period and sends its DATA frame. Finabgets its ACK timer to perform a
backoff if it does not receive the ACK in time. Like the cCTSstICK is based
on two frames but only the combined variant of AC&nd ACK; is passed to the
MAC.

Relay r role, Figure 6.8(b) The relay role can be initiated either by cRTS
or cCTS;. If the MAC address of a node doast match the relay address in the
cRTS orthe cCTS (i.e., the node should not act as relay), tte sets its NAV and
returns to the idle state. If the MAC address of nodeatches the relay address
in the cRTS or cCTS, a node acts as relay. The following opmratepends on
the frame type that initiated the relay.

If cRTSs is receivedy extracts the MAC address efandd and uses them to
identify the overheard frames. Afterwardsyaits a SIFS, retransmits the cRTS,
and sets a timer to wait either for cCJ®r DATAs. If cCTSy is received,r
repeats this cCTS after a SIFS and sets a timer to wait for QATACTS; is not
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Figure 6.8: Flow chart for IEEE 802.1MAC protocol automata extended by
CSIG. Changes of the standard automata are indicated by thedifses.



6.4. A prototype for cooperative WLANS 169

received,r waits for DATAs. Thereby, the relay uses DATAas a reference that
the cooperative data transfer has started, which provide® (cp. Paged.64).

If no cRTS; but a cCTg initiates the relayr cannot extract the address ©f
but only the address af. After extraction,r goes directly intdoNVait DATAstate
by setting a timer to wait for DATA As soon as DATAis overheard, the relay
uses the frame control field and the addresd wf recognize this frame.

From theWait DATAstate onwards, it is irrelevant whether a cRTS or cCTS
initiated the relay. After having overheard DAJA cancels the previously set
timer, repeats this DATA frame after a SIFS, and returnd/ait ACK state. If the
wait-for-DATA timer expiresy immediately returns to thé/ait ACK state; now
ready to repeat ACK After repeating this ACK or if a timeout occunsyeturns
to the idle state and waits for the cRTS of the next coopexdhaC cycle.

Destination d role, Figure 6.8(b). In case of the destination, tiRHY passes

a combined version of the cRTS to tMAC that is based on cRE&nd cRTS.

If the destination address in this cRTS matches to rhdbis node replies with
cCTS;. Then,d sets a timer to wait for the DATA frame. THeHY combines
this frame from DATA and DATA,. Upon reception of DATAd checks if the
frame was received correctly. If not, it remainsiait DATAstate until the timer
expires. If DATA is correctd sends the payload to the upper layer, waits a SIFS,
replies with ACKy, and returns to the idle state.

6.4 A prototype for cooperative WLANS

Having described thEeHY andMAC extensions to incorporate cooperative relay-
ing into IEEE 802.11, we can join these functions in a pratticansceiver for
cooperative WLANSsS. The result is a prototype that performs Biomg-based
Selection RelayingG@SR and cooperative signaling at the full transmission rate
of IEEE 802.11g. Designing and implementing this prototigo@escribed below.

6.4.1 Transceiver design

An overview of the cooperative IEEE 802.11g transceivernvsmgin Figure6.9.
The extensions to a conventional IEEE 802.11g system arkethéry the dashed
lines.

At the Data Link Control layer@LC), the sender (Tx) and receiver (Rx)
MAC automata are modified as in Figuse8(a)and Figure6.8(b) respectively.
Each modified automaton still supports the standard RTS/GR8shake by the
RTS/CTS blockThe newcRTS/cCTS Rx blochterprets the received cRTS and
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Figure 6.9: Cooperative IEEE 802.11g transceiver desigh gontrol (small ar-
rows) and data connections (large arrows). Changes aratediby dashed lines.

cCTS frames and the cRTS/cCTS Tx block constructs the extefmdetes ac-
cording to the format in Figuré.7. In relay role, a node performs a forwarding
decision for the received DATA frames and for the controhfes. So far, simple
SDF operation is assumed that forwards only frames with a co€&C. Fig-
ure 6.9 shows this process (1) as a control line from the receiver CRGetmew
Forwarding decision blocland (2) as a switch controlled by this block. Note that
this switch passes the forwarded frame directly to the Txrctwaavoid queueing
delays at the DLC.

In the current transceiver design, the forwarded frameassimitted at the
sameFEC code, puncturing, and modulation as the original frame.sT$ide-
noted by theRepetition codinglock in the Tx chain of thé®HY. This block
serves as placeholder and can be replaced by improved ctadingiques for the
retransmitted data.

To compare both combining techniques, Packet Seledd§ngs well as Max-
imum Ratio Combining MRC) are added to the IEEE 802.11g Rx chain. The
blocks are used alternatively and each of these blocks cawitehed on or off
during an experiment. If theIRC blockis used, control or DATA frames are com-
bined prior to decoding. Thus, this block is placed betweEDM demodulation
and theFEC decoder. Alternatively, th@S blockis placed after th&EC which
performs Packet SelectioR$ as described in Sectidh2.1 In either case, com-
bining is completely transparent to tb& C functions. Let us now take a closer
look at the implementation of these blocks.

6.4.2 Implementing the prototype

The above transceiver design is implemented on the SORBASydidtyping
platform. Since SORBAS already provides the IEEE 802.10#®M PHY and
DLC in software, we can implement our prototype by extending stack. We
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summarize this implementation below. An extensive desonpof our prototype
implementation is given inBBF*07, BFKT08]. Details of the SORBAS 101
platform and implementation are provided in Sectif.

Combining

Both combining blocks are implemented in C and assembler@madm the mas-
ter Digital Signal ProcessobSP) of the SORBASMRC processes the complex
modulation symbol stream that is returned from the OFDM ddutettion. For
each digital symbol, it performs the calculations desctilreSection2.2.3and
employs noise and power measurements from the radio fronteoalculate the
weights. Since these measurements are provided only omdeHpéframe, the
weights remain equal for a complete frame. Although sulpogiti such imple-
mentation represents the typical case, as in most systeiss and power are
measured only once per frame preamble.

The MRC block needs to buffer all modulation symbols of the fieseived
PHY frame in order to combine it with the symbols of the congise frame(s).
With PS such additional buffering is not required. Here, only a Engprrect
frame passes the CRC and is, thus, selected. If the first relcearme passes this
test, no delay is added to the Rx chain. Implementing PS islsiraimce the CRC
block of the DLC can be re-used. Once a frame has passed the C&(nkh
layer signals the frame’s header to 8 blockvia a control line (cp. Figuré.9).
Then, the PS block drops all received frames with the samadne@his operation
avoids duplicated frames at the DLC and is performed ungiltxt MAC cycle
starts.

DLC extensions

All DLC protocol extensions run on the SMAC card of the SORBAS&tfprm
(FigureB.2). Parsing and constructing the new cRTS/cCTS frames as wéliea
forwarding decision is implemented in C. The MAC protocolanata are spec-
ified in the Specification and Description Languag8dl) according to Figure
6.8 C code is automatically generated from this specificatioth @ompiled for
the SORBAS platform.

Beside implementing the CSIG protocol (Fig@:.é), we implement the direct
signaling procedure (Figu&4) for comparison. Furthermore, the handshake-free
direct and cooperative data transfer is implemented thaigiked by the shaded
phase in Figuré.3and Figures.6. This allows us to isolate the additional cost of
signaling during the experiments.
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6.5 Measurement results

Based on our cooperative IEEE 802.11a/g prototype, we paréxtensive mea-
surements in indoor and vehicular scenarios.

First, an overview of both scenarios is given in this sectiBactionB.3 and
B.4 detail the parameters of these scenarios and study patHifdsbudget, and
Signal-to-Interference plus Noise RatBINR).

Second, we present Packet Error RRER) and data rate results that show a
good match to theory and clearly demonstrate the high pegnce and operation
areas of Combining-based Selection Relay@§R in cooperativaVLANSs.

6.5.1 Experimental setup and scenarios

We used 3 SORBAS devices to form the Cooperative TrianGER). In this
fundamental cooperation scenario (FigBt&(b)), a single relay assists source
s to transmit to destinatiod. Each of these devices runs the cooperative IEEE
802.11a/g stack described in Sectiéd.2 We choose IEEE 802.11g OFDM
mode. By selecting a carrier frequency o422 GHz we operate at the upper end
of the 24 GHz ISM band. Each device employs a single omnidirectian&nna
with 5 dBi gain. As common in IEEE 802.11g networks, contrahfies are sent in
the most robusPHY mode at 6 Mbits/s (BPSK modulation, code r&e=1/2),
whereas data frames are sent at 18 Mbits/s (QAR3IK; 3/4).

We study two mobile scenarios. The finstloor scenariaepresents a typical
office situation with low mobility andNLOS links. The secongehicularscenario
corresponds to a Line Of Sight@S) situation at medium mobility, e.g., WLAN
hotspots at urban crossroads or railway stations.

Indoor scenario

The node deployment for the indoor scenario is shown in Ei§UrQ The devices
were placed relatively close to each other in an isoscel@sgliie with distances
Dsr = 1.44 m between source and relay ddgyy = Dy g = 2.7 m between each of
the transmitters and the destination. Larger distancesrarsated by decreasing
the transmission power. The devices itself were not movethguhe experi-
ments. Instead, slow mobility was emulated by placing aigdgrtshielded disc
in front of d. The disc rotates at 30rpm. At the chosen carrier frequethcy,
corresponds to a tangential velocity of 1 m/s and to a maxirDampler shift of
8 Hz. By covering th&.OS path with the shielding material of the disc and by the
metal device cases, #NLOS situation is achieved.

From our measurement results iB.8), we obtain a path loss exponent of
a = 2.75. At distanceDsq we obtain a reference path loss 666.2dB. The
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Figure 6.10: IndooNLOS scenario with 3 SORBAS SDRs (orange) operating as
sources, relayr, destinatiord, and a rotating disc in front af.

transmission poweRy is varied between-18 and—6 dBm. With these values and
with our results from SectioB.3, we can expect a mean received power within
[—70.2,—58.2] dBm at theRF frontend and the mea®INRto be in[5.3,17.3] dB.
Both are typical values in IEEE 802.11aMLANSs [AthQ7]. Further parameters
for the indoor scenario are summarized in TabBla.

Vehicular scenario

This second scenario was constructed on the RailCab test[fRaiBd; an oval-
shaped railroad 600 m long. FiguBell(a)illustrates the node deployment. The
destination was placed in the center of the track, e.g.esgmting an access point
in the vicinity of a train. The nodesandr are mounted on the RailCab vehicle
with Dsy = 1.61 m distance to each otherli®S of d (Figure6.11(b).

The RailCab carriesandr around the destination. During each turn, the oval
test track causes the distaridgy = D, 4 between the mobile nodes addo vary
between 44 and 90 m. Due to RailCab’s linear motor desdRpai(g, the nodes
always move atonstantlinear velocity of 5m/s allowing to accurately repeat
the circulation along the test track oval during the measergs. At the chosen
carrier frequency, this velocity corresponds to a maximusper shift of 40 Hz.

To predict path loss and link budget we assume an iH& situation with
path loss exponerd = 2. Ground reflection is ignored due to absorption from
high grass. The transmission power is varigde [—7,—1]dBm. With these
assumptions we can expect that the mean power receivedRFtinentend varies
between-82.4 dBm (atDsg = Drg = 90 m andRx = —7 dBm) and—70.2dBm
(atDsq = Dy g = 44 m andPx = —1dBm). For the meaBINR we expect values
between 14 dB and 206 dB which includes a safety margin in case of a too
optimistic path loss prediction. A more detailed discussib the scenario and
link budget is provided in SectioB.3. Further parameters are summarized in
TableB.4.
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(b) RailCab vehicle with 2 SORBAS SDRs (orange) operatingoasces
and relayr to reach destinatiod in the center of the test track.

Figure 6.11: Vehicular measurement scenario: Node deaymmobile nodes
andr, and fixed destinatiod.
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Both scenarios: Metrics and studied cases

We measurdPER and data rate at/DP level. By measuring end-to-end, i.e.,
between source and destinatiord, we include the complete overhead and the
effect of all links in our measurements. At application laye payload size of
1024 Bytes is selected which corresponds to 1052 Byrgmackets. This packet
size is a typical Maximum Transmission UnMTU) in WLANSs. The packets are
passed to th®LC as a continuous flow with constant rate. To saturate the,links
the rate of this flow is chosen such that the Tx queue at the Hili(e6.9) is
always full.

All compared cooperative relaying protocols perform Conngrbased Selec-
tion Relaying CSR with repetition coding (SectioB.2.2. We compare the per-
formance of our CSIG protocol (CSR with cooperative signgliegCombining-
based Selection RelayinGER) with direct signaling and to handshake-free coop-
eration. This handshake-free case allows to assess tlo¢ @f@gnaling overhead
and lost control frames. It can be seen as CSR with ideal eb&nll signaling
adding no overhead to data transmission and without erooisointrol frames.

For direct transmission frorato d, no signaling is considered. Thidirect
case represents conventional IEEE 802.11g operation witRbS/CTS. It allows
to isolate the multiplexing loss and errors due to relaynmuogf the effect of sig-
naling. All transmission schemes operate under the pee-padver constraint
reflecting that il'WLAN's theMAC cycle is extended when additional nodes par-
ticipate (Sectior2.3). As in the previous chapters, confidence intervals are show
for a level of 95 %.

6.5.2 Indoor scenario results

We start by comparing Packet Selectid?S with Maximum Ratio Combining
(MRC) in Figure6.12 The figure shows thEERmeasured at/DP level versus
the configured transmission power (excluding antenna palie shape of these
results is expected from our theoretical results (Seddi@as well as from our
simulation results for low speed (FiguBe?). The diversity gain of cooperation is
clearly shown for both combining schemes. Neverthelegspérformance gains
of both combining techniques are equal. No significant thifiee betweeRSand
MRC is shown by our prototype measurements.

SelectingPS we now study the performance of cooperative relaying used f
data transfer and signaling. Figuled.3shows thdJDP data rate for the four cases
from Section6.5.1 Note that the instant data rate decrease B8 and—12 dBm
for ideal and cooperative signaling is an experimentafeati It results from a
mismatch between the configured transmission power andcthalgower at the
SORBAS antenna port. We characterize this mismatch in SeBti&
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Figure 6.13: End-to-end UDP data rate vs. transmission pdd@mparing direct
and cooperative signaling for the indoor scenario.
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Figure 6.14: End-to-end Packet Error R&BRER) vs. transmission power: Com-
paring direct and cooperative signaling for the indoor acien

At high transmission power, direct transmission clearl{pedforms any pro-
tocol that employs retransmission and, thus, causes raxiiy loss. At lev-
els below—11dBm, however, the gains of cooperative relaying begin tash
While for decreasing power the data rate of direct transmmsguickly dimin-
ishes to zero, cooperation maintains a high data rate evienvgtower. While
with ideal signaling up to 5 Mbits/s are reached, coopegasignaling obtains
3 Mbits/s. Comparing ideal and cooperative signaling at l@wgr shows the
combined effect of control frame errors and signaling ogarh Isolating the ef-
fect of overhead is possible by comparing the results at tiegilsmission power
where the control frame error rate is low (cp. Figarg). At —6 dB the results are
similar to Table6.2 While the data rate of cooperative signaling is 37 % below
the ideal case, the costs of direct signaling are less signifi

Nonetheless, relying on directly transmitted control femnmakes direct sig-
naling ineffective at low transmission power. In fact, thistocol cannot provide
any gains in terms of data rate. At high power this case isestdpmed by direct
transmission, at low power the data rate is zero. This re$wdtn the high error
rate for control frames which are transmitted at the mostisoBHY mode but
directly. Consequently, these measurements justify oweabiscussion and the-
oretical results for the direct signaling problem (Sec#o8.1and Sectior8.4.])
as well as our motivation to develop the CSIG protocol.

This finding is further supported by tiRERresults in Figures.14 With ideal
and cooperative signaling, cooperative relaying outparfodirect transmission
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Figure 6.15: End-to-end UDP data rate vs. transmission pdd@mparing direct
and cooperative signaling for the vehicular scenario.

by at least one order of magnitude. Hence, the diversityraxgected from the-
ory is reached (cp. Figur8.12. This is not the case with direct signaling. As
shown by the matching slope of th&ERcurves, cooperation with direct signal-
ing reaches the same diversity order as direct transmiskience, by transmitting
control frames directly, this cooperative MAC protocol nahbenefit from diver-
sity at all. The result is a higeERfor the overall transmission if direct signaling
is employed.

Naturally, also CSIG loses control frames. The effect oféh@sors is shown
by the PER offset between cooperative and ideal signaling. Howevempared
to direct signaling this increases the end-to-BRonly slightly.

6.5.3 Vehicular scenario results

Due to the limited availability of the RailCab vehicle, onletmost relevant cases
were measured. In particular, Figildl5compares the UDP data rate of CSIG to
the measurement results for direct signaling and direnstrassion.

As in the indoor scenario, direct transmission outperfocomperative relay-
ing at high transmission power. Again, this is a consequentiee multiplexing
loss. At a transmission power belewd dBm, direct communication is impossible
in this scenario. Here, cooperative relaying maintainsresicterable data rate but
only until —6 dBm is reached. Hence, the power region in which cooperation
ceeds is significantly smaller than in the indoor scenarie.cédh hypothesize that
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this performance degradation results from the stlo@& component that leads to
Rician or Nakagami-like fadingl[V05, Section 2.4.2]. In such fading scenarios,
the reachable diversity gain is substantially lower thadautNLOS conditions
where Rayleigh fading can be expect&hp4, Section 9.7].

Comparing the data rate for direct and cooperative signalinigigh power
shows a clear offset. As in the indoor scenario, this is ahlgethe overhead
added by cooperative signaling. At lower transmission potine results are in-
teresting. At—4dBm, even direct signaling provides a data rate gain. This is
caused by the varying distance between the moving nodeshardestination. If
the movings andr are close to the destination, even directly transmittedrobn
frames can be transferred at most robiektY mode. In this case, cooperative
relaying can be established and improves the data rate intammediate power
region. If the power further decreases, even direct siggab impossible and
cooperative signaling is required to maintain communacati

The limited availability of the RailCab vehicle made it ne@gdo obtain data
rate andPERon different days. This required to increase the transnmsgower
for the PERmeasurements (presumably due to increased air humiditytians,
higher attenuation). Unfortunately, only the PER for direansmission and for
CSRwith ideal signaling could be obtained during the limitedam@rement time.

Nevertheless, even these basic cases clearly demonsigdbenefit of coop-
erative relaying in the vehicular scenario. As shown in Fegu16 cooperation
diversity substantially improves the slope of PERand, thus, improves tHRER
by up to one order of magnitude. FESRwith realistic signaling we expect a
behavior similar to Figuré.14with a slight improvement for direct signaling due
to the varying distance between the mobile nodesdcfap. Figure6.15).

These measurement results for a practical cooperative WLaBrg show
that the gains expected from theory can be reached in reelless scenarios.

6.6 Summary of contributions and future work

Contributions

Prototyping a cooperative WLAN transceiver, we made theofaihg contribu-
tions.

Simplified combining scheme Theoretical results, simulation, and measure-
ment have shown that complex combining schemes are notreglim cooper-
ative WLANs. With low to medium mobilityMRC (and all heuristics based on
this scheme) provide only insignificant gains compared tkéaSelectionRS).

PS simply selects the first correctly decoded packet, isstiim@ial to implement,
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Figure 6.16: End-to-end UDPERVSs. transmission power: Comparing direct and
cooperative transmission for the vehicular scenario.

does not depend on accurate channel knowledge, and doesstrattithe choices
of rate adaptation.

Cooperative signaling for WLANs From our theoretical results in Secti8r4
and from the measurement results in this chapter we canwdathat cooperative
MAC protocols fail to provide diversity gains when contraies are transmitted
directly (so-calleddirect signaling. To overcome thiglirect signaling problem
we design th&€ooperative SignalingdSIG protocol for the IEEE 802.1MAC
which protects control frames by cooperation diversitye Tilgh performance of
CSIG is demonstrated by measurements in an indoor and vahsxénario. Un-
like cooperation with direct signaling, CSIG maintains atiigta rate even at low
transmission power and improves tAERby more than one order of magnitude.

Cooperative IEEE 802.11a/g transceiver We describe a transceiver design to
integratePSand CSIG into IEEE 802.11a/g. Our design is lightweight, ityea
separates the extensions from IEEE 802.11a/g functionstlamsl, includes stan-
dard operation as a legacy mode.

Based on this design we implement a prototype that performsb@wong-
based Selection Relayin@€ &R at the high data rates of IEEE 802.11a/g. This
prototype and our extensive field measurements clearly detrade thatooper-
ative WLAN transceivers (1) are feasible even with today’s tecbggland (2)
reach the high gains promised by theory even in real scenario
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Future work

Rate/relay adaptation Cooperation under the orthogonality constraint reduces
the data rate if the wireless channel is in a “good” states hhiltiplexing loss can

be avoided by dynamically choosing between direct transonisand cooperative
relaying according to the channel state. More generally,tthnsmitter jointly
adapts its rate and the number of employed relays (includiirggt transmission

as special case) to the channel. In IEEE 802.11 and many sylse&gms, rate
adaptation is already performed to which such joaie/relay adaptatiorcan be
integrated by adding one dimension to the rate adaptatigrixn&ased on the-
oretical work LEGO6, LVvM T09], such adaptation schemes have to be designed
from a practical point of view, implemented, and studied @dfimeasurements.

Further studies Naturally, the scope of our above transceiver design and mea
surements is limited. Further studies should widen thipedo more scenarios
and systems. In terms of scenarios, we limited our scopeitggéesndoor and to
a single vehicular situation. While the indoor scenario @Edgl for an office or
computer lab situation, the results of a vehicular sceraiobe only considered
as a guideline for studying other mobile environments. Ateyn level, we fo-
cused on IEEE 802.11a/g with tia~DM PHY. Although this system is relevant
and a technical foundation of upcoming IEEE 802.11 and IEBE B systems
[Per08 PHO9, different transceiver designs are required for commaitmoa at
higher mobility and at lower data rate. For such systems,(g.gvireless sensor
or cellular networks) practical designs have to be propesetistudied in theory
and by measurements.
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Chapter 7

Conclusions and future research

In this thesis, we bridged substantial gaps between thealend practical re-
search on cooperative relaying. We studied how realisscaraptions degrade
the theoretical performance of selection relaying protcproposed practical
schemes to deal with these constraints, applied cooperetionprove resource
allocation, and, finally, demonstrated a prototype for @afive Wireless Local
Area Networks \WLANSs). Based on our analysis, simulation, and field measure-
ments, we draw the following conclusions.

Conclusions

Practical constraints and schemes Cooperative relaying’s performance that
was so far promised by theory, substantially degrades wititdd Channel State
Information CSI), erroneous control frames, limited network connectjvégd
autocorrelated fading channels. Each of these practicatnts has strong con-
sequences on the design of cooperative relaying protocols.

With limited CSI, Path allocation-based Selection RelayiR$pR protocols
strongly suffer from feedback errors and overhead. Sinisddbt is often ignored
in the literature, it was necessary to revalidate thesepais. We found thaPSR
protocols perform poorly at low SNR and when high robustiessquired. In this
regime, the overall performance is restricted by the feekllchannel’'s capacity
and Combining-based Selection Relayi@SR protocols (not relying on feed-
back) prevail. At high SNR or low required robustness, tltisasion reverses and
PSRprotocols should be selected. By reaching their best pegocein different
SNR and reliability regions, both protocol classes comglethone another.

Like errors during CSI feedbaclerroneous control framebmit the perfor-
mance of a cooperation protocol. Many previous coopergiratocol designs
ignore this fact and — as our measurements show — performypoorealistic
scenarios. Ou€ooperative SignalinggSIQG protocol protects its control frames

183
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by cooperation, seamlessly integrates into the IEEE 80RIAC, and maintains
high performance where other protocols fail.

Limited network connectivitis another practical constraint that was not con-
sistently studied so far. Especially in urban scenariagslare frequently blocked
and the performance of a cooperative relaying protocolsriéye know now that
this loss is the higher the more a protocol relies on a spewtfiwork configura-
tion. Thus, protocols have to be designed such that a higbrpegince is reached
with many different configurations. This is not the case imyneurrent designs.

Also the effect ofautocorrelated fadingn selection relaying was not studied
in previous work. Instead, the research community focusethe block fading
model which implies that the forwarding decision is alwapsimal in time. By
generalizing this model to autocorrelated fading we shotlkeat selection relay-
ing substantially loses performance if a relay does not#eftequently “enough”.
Hence, for general time-selective fading channels an apaition in the valueand
time domain is required. Our practicBartial Forwarding (PF) system demon-
strates that such frequent forwarding decisions can beegftlg realized with
soft output decoding. Even with autocorrelated fading,régpeance close to the
theoretically ideal case can be reached.

Cooperation and resource allocation Our analysis points out that cooperative
relaying and resource allocation interact beneficially.tiwesource allocation,
packets are prioritized and, by relaying only the most ingoar packets, high
gains can be expected at small multiplexing loss.

We exploit this interaction in two new approaches. Fifsgffic-Aware Co-
operation Diversity TACD) allocates more cooperation diversity branches to the
more important parts of a video stream. This improves videdity and can be in-
tegrated into selection relaying protocols without ovexheSecondCooperative
Feedback CFB) strengthens the CSI feedback channels, avoids schedultorg,er
and improves the sum capacity of Multiuser DiversM{D) systems. This new
approach is promising for future WLANs, WMANSs, and cellulatwerks that
will heavily rely on accurate CSI feedbadkHL *08].

Prototyping and field measurements From prototyping acooperativel EEE
802.11gWLAN transceiver we conclude that cooperative relaying is ndy on
promising but already practical with today’s technologye Wave described how
to simplify cooperative relaying protocols and combinicfesmes such that only
a slight modification of currelMAC andPHY designs is required but still high
performance is reached. Our field measurements demonttesie high gains in
real scenarios and are, thus, a strong motivation to inchadgerative relaying
into future standards and systems.
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Future research

Based on our above findings, we suggest the following fieldatofé research.

Join combining and path allocation So far, our analysis and the literature sep-
arates three extreme transmission schemes: Direct trasiemi(usen = 0 re-
lays), Path allocation-based Selection RelayiR§R (usen = 1 relay per hop),
and Combining-based Selection Relayil@SR (use alln = N available relays
per hop). Future cooperative relaying protocols may joeséhcases by adapt-
ing n € [0, N] according to the current channel situation. As a theoretimacept

to perform the diversity/multiplexing tradeofZT 03] over multiple hops, such
n-adaptive protocols may provide further insight in the catyaof cooperative
multi-hop networks.

Join cooperation and temporal diversity With our Partial ForwardingRP
approach, selection relaying can provide spatial diveigiins in fading scenar-
ios where also temporal diversity can be exploited. In thterimediate region
between slow and fast fading, it can be beneficial to with temporal di-
versity schemes (e.g., interleavitgARQ, or rateless codes). Since cooperation
and temporal diversity perform best with different chanstekistics and impose
different constraints on feedback and delay, joining b@praaches may lead to
interesting tradeoffs but also to practical schemes whageavell with varying
mobility.

Diversity-aware resource allocation By allocating cooperation diversity bran-
ches we substantially improved the video quality of a coafpe transmission.

This is only one example of a fundamental new resource dltmtapproach that

uses diversity order as a new criterion for resource allosaBy considering the

diversity order for each allocated resource portion theedater can improve the
performance and the complexity of its decision. This calyademands further

studies.

Feedback errors To isolate the effect of feedback errors and cooperation we
studied Cooperative FeedbackRB) only for a basic resource allocation scheme.
Many practical schedulers (e.g., in OFDMA downlinks) operander multiple
resource/delay/fairness constraints and, thereby, naay ddferently to CSl feed-
back errors (and to methods avoiding them). The interadigween scheduler
and CSI feedback scheme is not treated in current literahdes@ems promising
for future research.
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More prototypes and measurements Prototyping and measuring cooperative
systems is only at its beginning. Although our cooperativeAMLtransceiver
overcomes the performance and flexibility limitations ofremt prototypes, it is
restricted to IEEE 802.11g operation and was only studidéanexample scenar-
ios. Further transceiver designs, prototypes, and measumiecampaigns have to
provide representative results for LTE and IEEE 802.16esgyst Here, coopera-
tive relaying promises high gains and should be stronglsicaned for standard-
ization.



Appendix A

BER of partial forwarding

The end-to-end Bit Error RatBERg,¢ of partial forwarding is derived for a sin-
gle relay in theCTR network (Figure3.1(b), and i.i.d. Rayleigh fading channels.
As all cooperating nodes uB#SK the modulation-dependent parameterglid)(
aream = 1/2,Bu = 1 [Pro0Q (5.2-11)]. FEC coding is ignored and the source
employs Maximum Ratio Combining[RC) with ideal coherent detection.

A.1 BER of uncoded BPSK

For the above assumptions, the closed-form expressiotBd&ER of the direct

link and combined signal are knowRi{o0Q (14.4-15)]. The BER for an arbitrary

direct link (i, j) with i.i.d. Rayleigh fadingBPSKmodulation, and n&ECcoding

is

1—pij
2

W
Hij = Try (A.2)

This expression also provides the closed-form solutiontferSER PR, (.j) in
(4.4).

In the CTR, d combines two signals. ThBER after this operation is also
given in closed-form byRro0Q (14.4-15)] as

BER, | =

(A.1)

where we define

BER,, % (1- ur7d)2 <1+ “_5d> . Yid = Yad "3
rc— B _ . .
C % [1_ Vs,diyr,d (V%d“s,d - Vr,dﬂr,d)} ;  otherwise

obtainingp, g andusg as in A.2).
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A.2 Fraction of symbols not forwarded

Since, with uncodeBPSK BER andSERare equally expressed b#.(), we can
use this expression to derive the number of symbols not f@®ehby the relay
Farop- Inserting A.1) for link (s,r) into (4.6) and @.8) provides

_ 1-u
Fdrop,c1= Plgay(ysm) I = (A.4)

for Case 1 when the relay decides at least once per fading.bldgéin, s, is
defined as inA.2).
Inserting @A.1) for link (s,r) into (4.8) results in

1+ psy > 1/Dy (A5)

I:drop,c2: 1-(1- PFszay(Vs,r))l/Db =1- ( 2

for Case 2 when the relay decides less than once per fadink. bloc

A.3 End-to-end BER of partial forwarding

For theCTR network we assume symmetrical mean SNR, ¥gy,= Ysr = Vr.d
and use the corresponding case A3). InsertingFgrop,c1 (A.4) and the BER
terms @A.1) and A.3) into (4.9) provides the end-to-erBER for Case 1

BERezec1 = Péay(%r)BERSd +(1- Plgay(VS,r))BERmrc (A.6)
L m
— 20 (1 )+ (4 psr) (= pra)? (14 259)]

InsertingFgrop,c2(A.5) and the BER termsA.1) and @A.3) into (4.9) results in

BERe2ecz = |1— (1—PSay(¥ar)"/P }BERs7d+(1—P§ay<s7s,r>>1/DbBERmm
_ 1‘|‘Ilsr 1/Ds 1—psq
N 2
1[/1+ 1/Db
5 ( 2’“’“) (1 tha)? (H%)] (A7)

as the end-to-enBER for Case 2.
Note that atD, = 1 the end-to-endBER of both cases is equal, sincA.7)
reduces toA.6).



Appendix B

Details on the measurement
platform and scenarios

To detail the scenario description in Sect@b, this appendix describes specifics
of the SORBAS devices and important scenario factors. Fimstprovide an in-
sight into the hardware and software of the SORBAS prototypiatform. Sec-
ond, we explain the outliers in Figuel3by characterizing a mismatch between
the selected and the actual transmission power at the SORB#&Srea port. Fi-
nally, we take a closer look at the link budget for the indaad &r the vehicular
scenario. To this end, we measure the mean noise plus ireck power and
characterize the mean path loss in both scenarios. Fordieeirscenario, actual
path loss measurements allow to estimate the path loss erpand offset. For
the vehicular scenario, these values are predicted by thiédafree space model.
Based on these estimations, the average power and theSi¥Rrat the receivers
is predicted.

B.1 SORBAS prototyping platform

The cooperative IEEE 802.11a/g transceiver described ip@hé is imple-
mented on the SORBAS 101 prototyping platform. A brief dggmn of the
components that are most relevant to this work is provideeé.hé& more de-
tailed discussion of the platform design, features, antbp@ance can be found
in [SDH04, UUO7, LVE'07].

SORBAS is a Software Defined RadiSDR) [Mit95] that runs a complete
IEEE 802.11a/PHY and DLC in software and in real time. All functions of
the DLC and the physical baseband run on off-the-sii##Ps and Field Pro-
grammable Gate Array$PGAs) and can, thus, be modified using standard pro-
gramming tools.
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Antenna
ports

JTAG
adapter

Figure B.1: Front and rear view of a SORBAS 101 device.

B.1.1 Hardware overview

FigureB.1 shows a photo of the SORBAS 101 hardware platform. At the front
(left) one antenna port for the 5.2 GHz and one port for th&sH4 band is shown.
The rear view (right) shows the IEEE 1149.1 Joint Test Actianoup JTAG)
sockets at the SORBAS device.JAAG adapter is used to connect the SORBAS
device to a host computer for debugging, memory inspeciod ye-programming
the internal memory. During the experiments, Ethernet aBdPAP is used to
exchange data and control commands between host PC and SOiRBA&S.
SORBAS is a modular system that consists of the following mamponents:

SRFC board: Contains one Infineon PMB86&RF chip set with D/A and A/D
convertersRF amplifier, Received Signal Strength Indicatid®SS) gen-
eration, and Clear Channel Assessm€&€A),

Two SDCxC boards: Each with one XilindFPGAand one Analog Devices Tiger-
SHARC floating poinDSPfor PHY processing, and

SMAC board: One Analog Devices Blackfin fixed-poiBXSPfor MAC process-
ing and interfacing to the host computer.

Due to the tremendous processing power required &I two SDCxC boards
are necessary per SORBAS device. Each processor has its awargnand op-

erates in a chain with the other processors and FPGAs. Thegsmg units are
interconnected at high speed via the so-cdileklport bus.

B.1.2 Software overview

FigureB.2 shows the connection of the processors BRGAs and how particular
PHY andMAC functions are mapped to these hardware compon&itd7].
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Physical Layer DLC Layer UDP Interface
l——‘ Physical Layer TX Control/Configuration }‘—’
|._|Digital Frontend|_| OFDM || Encoding CRC IwiP Stack| 3
TX Demodulator Interleaving 5
Analog ) MAC E-
Frontend Timer == ernel s
Digital Frontend OFDM . . Viterbi i Ethernet | 4
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] RX | Demodulator | | 9" Decoding [ 7| ENcryption driver £
T—’{ Physical Layer RX Control/Configuration }4—»
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IFX e FPGA les! TigerSHARC s TigerSHARC lesl FPGA les! Blackfin
[Transmission Frontend Slave Master Hardware Accelerator

Figure B.2: Overview of the SORBAS 101 hardware and mappingHbf Bnd
DLC functions to hardware components.

Physical layer The PHY is divided into amasterpart on the SDCxC 2 board
and aslavepart on the SDCxC 1 board. The master performs scrambling/de-
scrambling, convolutional encoding/Viterbi decodingdanterleaving/de-inter-
leaving. While the Viterbi decoding is performed on the FP@Wpther compo-
nents are written in C and run on tB&P. SDCxC 1 contains the slave part which
focuses on mapping/de-mapping and the Fast Fourier TnangfeFT) and its
inverse. Since thEFT is performance-critical, it is written entirely in assembl
The separated design of tRY exploits parallelization through pipelining.
When the mastddSPreceives MAC frame as a bitstream from the upper layer,
it performs scrambling, convolutional encoding, intevieg, and puncturing on
the bitstream and divides it into chunks. These chunks @aoatamany bits as are
to be mapped t®&FDM symbols. Then, Direct Memory AccesBNIA) is used
to transfer one or more chunks via link port to the sI®&P for mapping and
inverseFFT. As a consequence, the madiE&Pcan continue with processing the
next sequence of bits while the slave simultaneously pe$ahe mapping and
computes the inverdeFT.

Data link control layer TheMAC protocol is mainly implemented on the Black-
fin DSP. Time-critical functions, in particula€CRC and timers, are performed at
the attachedPGA The MAC protocol is implemented as an automaton in the
Specification and Description Language (SDL)UJ02]. However, significant
parts of the SDL code were replaced by hand-optimized C andeekt real-time
requirements. Th&AC comprises the complete IEEE 802.11 standard except
for security components (that are not used in this thesisle SORBAS MAC
and PHY service primitives are controlled from a host corapusing thedJDP
interface.
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SDL C
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1 Analog Devices
! VisualDSP++ |
I

Telelogic SDL
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MAC Sublayer | PHYLayer | PCInterface ,

Figure B.3: Programming languages and tools that are usedpiement IEEE
802.11a/g functions on the SORBAS platform.

Programming aspects Its pipeline-based architecture makes SORBAS 101 a
hardware-efficient but also difficult platform f&HY programming. In particular,
the physical layer pipeline relies on carefully adjust€dl tAtes among thEHY
functions. Each function has to keep a processing time (@it §nough such
that the overall latency is not increased above the frame lat (2) long enough
such that the input buffer of the subsequent function doésverflow. Keeping
this balance among the runtimes of fdY functions makes implementirigHY
extensions on the SORBAS devices an error-prone and tireasattask.

PHY programming is done in C, assembler, and VHDL. TW&C protocol
automaton is specified in SDL, translated into C code, andicampiled for
the BlackfinDSP. FigureB.3 summarizes the specification and programming lan-
guages that are used to prototype a wireless communicatstens on SORBAS.

B.1.3 Measurement and control software

The SORBAS devices are integrated into a toolchain for auticaily controlling
and monitoring a large number of experiments. This conotilsare was devel-
oped in the context of this thesis and consists of the folgwnain components.

Linux driver A Linux kernel driver allows to use the SORBAS 101 devices like
a standardVLAN adapter. Furthermore, a /proc interface is provided tossce
parameters on the SORBAS devices via a Unix file handle. Thiplgies moni-
toring and controlling since now any user space program ceess the SORBAS
device. The complete documentation of the Linux driver i@giin [BEF06)].

Measurement framework Based on the Linux driver, a complete measurement
framework was developed. This framework configures the SORBd@vices ac-
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cording to the parameter tuple of the current experimentgdaots and monitors
the experiments, and captures error events. In case of @ncgrtimeout, the af-
fected SORBAS device is automatically rebooted and the expet is restarted.
In combination with remote control, this framework sim@girunning a large
number of experiments for several days (the longest contisumeasurement in
the context of this thesis lasted 8 days). The measurenmemefrvork is detailed
in [BBFT07] and BFK*08].

B.2 Transmit power mismatch

For several protocols, Figu&13shows an unexpectedly low data rate if a trans-
mission power of—13 or —12dBm is selected. We will now show that these
outliers result from a transmit power mismatch in the SORBAS$RF frontend.
Due to this mismatch, in some cases the power at the antemhes pamwver than
selected leading to an unexpected low data rate.

B.2.1 Experimental setup

The experimental setup is simple. Using an RG-174 cable, kgettlif connect the
2.4 GHz antenna port of the transmitting SORBAS 101 device tartlet of an
HP8566B spectrum analyzer. As during all experiments iri&26.5, we chose
the carrier frequency of, = 2.472 GHz. At this frequency, cable and connectors
add a loss ot = —5dB to the transmission power at the antenna port.

B.2.2 Measurement results

We vary the selected transmission poweRine [—20, —3] dBm and measure the
signal power at the spectrum analy®sr. Each mearP value is measured for
3000 transmittedPLCPframes; each frame lasts 2 ms. From the measbBsaae
obtain the transmission power at the antenna By by substracting the cable/
connector loss, more formallgy o = Px — Lc. The resultingRx to Ry o mapping
is shown in FigurdB.5.

While at most levelfy o matches well with the selected power, this is clearly
not the case &y € [—13,—12 dBm. AtRy = —13dBm,Ry, is 1dB less than
configured and @y = —12dBm onlyRy , = —12.9 dBm are returned. In our ex-
periments in Sectiof.5, this mismatch leads to less power on air than configured
and, consequently, to a lower data rate than expected.
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Figure B.4: Setup to measure transmit power mismatch: Thenaatport of the
transmitting SORBAS is directly connected to the spectrualyaer.
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Figure B.5: Mismatch between selected transmission p&yemd actual trans-
mission power at the antenna port of the SORBAS 101 deRjce
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Table B.1: Link budget: Constant power losses and gairig-at2.472 GHz.

Component Type Adds tBy
Tx antenna A /2 omni Gix = 5dBi
Tx feeder Lixf =—3dB
Rx antenna A /2 omni Gx =5dBi
Rx feeder Lix.t =—3dB

Rx cable RG-58 Lixc=—7dB

B.3 Path loss and link budget

Before setting up an experiment, we can estimate the recpmedr and Signal-
to-Interference plus Noise Rati8INR) by a link budget analysigfro0Q Section
5.5.2]. Although this approximation is rather rough, ibalk to choose the inter-
esting transmit power region and serves as a sanity chet¢kdaoeceived values.
An important factor in link budget analysis is path loss, ethive discuss first.

B.3.1 Indoor scenario

The propagation environment of the indoor scenario is edent to theNLOS
situation in Figures.10 With ferroconcrete walls, closed metal window shutters,
computer cases, and monitors there is a large number of tafieio the prop-
agation environment. TheOS path is covered by the shielding material of the
rotating disc (rotation is switched off during path loss siw@@ments) and by the
metal cases of the SORBAS devices (cp. Figudd).

In this scenario, we measure mean noise plus interferencerpand mean
path loss. Fitting the results of the common power law pa#is imodel to our
measurements allows to estimate the path loss exponent.

Experimental setup

The setup differs from the indoor scenario in Sec#ob.2only as follows. The
relay device is switched off and the destination device jBaeed by an Rx an-
tenna bracket. This maintains the antenna position of tergion but allows to
measurd?y with an HP8566B spectrum analyzer. To this end, an additiBra
cable connects the Rx antenna in the bracket to the spectralyzan This ca-
ble and the connectors introduce additional power lossakleB.1 summarizes
all components which add a constant power loss or gain tokebldget. The
feeder losses result from the antenna connectors at the SGRB®Wces.
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Figure B.6: Path loss of the indoor scenario vs. source+tEgin separation dis-
tanceDgq.

Per measurebhy value, the source transmits 30PQCPframes. Each frame
lasts 2 ms and is transmitted at a constant pow&,ct —4 dBm.

Path loss

To obtain path loss, we measuig for a varying distance between the antenna of
the source and of the destination. This separation distAgges varied between
2.7m and 45m. Note thaDsq = 2.7 m is the source-to-destination distance in
Section6.5.2which is, here, used as the reference distddhge

From the measureBy we obtain the mean path loss PL by substracting all
other gains and losses (Talidel), i.e.,

PL(Ds,d) =PFx—Rx— th,f - Gtx - er - er,c [dB]- (B-l)

Two specifics of B.1) have to be noted. First,y ¢ has to be included instead
of Lix,t as now no SORBAS device but an additional cable is used to cbnne
the spectrum analyzer. Second, this standard methAoaD() (5.5-13)] does not
separately account for shadowing. Thus, shadowing losgemauded in PL.
The result of B.1) is shown by the measured values in FigBré. At the reference
distance this leads to a mean path loss of ) = —56.2 dB.

Based on these measurement results we can approximate thiegaexpo-
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nenta by using the power law modeRap02 (4.68)]
PL(Dsq) = PL(Do) — - 10logye ( = ) [dB]. (B.2)
0

Choosinga = 2 leads to the reference curve in Figldé which corresponds to
free space adjusted by the reference path log®pL At a = 2.75, the Mean
Squared ErrorNISE) between the results of modd.@) and our measurements
is minimized to 214-10°6. The resulting fitted curve is shown in FiguBe6.
Consequently, with the parameters= 2.75 and PIDg) = —56.2dB the path
loss model B.2) suitably reflects our indoor measurements.

Link budget

With the path loss and the constants from TaBl&, the received power in the
indoor scenario can be readily approximated by

Px = Rx+ Lix f + Gtx+ PL(Dsd) 4+ Grx + Lix, ¢ [dBmM]. (B.3)

To account for the indoor scenaribyy ¢ is ignored butl,y ¢ is included. As

in Figure6.13 we assume that the transmission power is varied betWgen
[—18,—6]dBm and thatDs4 = 2.7 m. With these parameters, we can expect a
received power withify € [-70.2, —58.2] dBm.

Mean noise plus interference power

The mean noise plus interference powgy is measured directly at the spectrum
analyzer using ani /2 omnidirectional antenna. To limit interference from exte
nal devices, all controllable radios in the neighborhoas switched off. Never-
theless, the indoor setup is close to a large canWguAN. Monitoring showed
that during measurements approximately 20 to 30 neighd&EE 802.11g/b
legacy nodes transmitted in thetZGHz band.

In a two days measurement campailyg, = —75.5 dBm was obtained within
40 MHz bandwidth around the used carrier frequencyof 2.472 GHz. Dur-
ing this time, a maximum noise plus interference poweNgf~ —63 dBm was
measured.

Signal-to-Interference plus Noise Ratio §INR) and discussion

With the link budget and the measured mean noise plus inézrte powelNg,
we can conclude that a me&iNR between 33 dB and 173 dB can be expected
in the indoor scenario.
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This SINR matches to the full operation region of typical IEEE 802.1é&g
ceivers, e.g.,Ath07]. Nevertheless, our measurements indicate that neigindpori
interferers can significantly reduce the meaiNR. We cope with this issue by
(1) measuring during the weekends (when less interfererprasent), (2) scram-
bling the experimental matrix (which distributes all measnents for a single
factor over the measurement period), and (3) by measuringnemusly until the
confidence intervals reach the desired size.

B.3.2 Vehicular scenario

The propagation environment of the vehicular scenariolustiiated in Figure
6.5.1 This scenario corresponds toL®S situation in a rural propagation en-
vironment. There are no buildings or trees in the area ardhedransmitters
{s,r} (both placed on the RailCab vehicle) and destinatigplaced in the center
of the elliptic track). The ground is covered with high graBsrring thedata rate
measurement campaign, the weather conditions where Wéidwra mean relative
humidity of 37 % the air was considerably dry.

Path loss

Due to dry air we can ignore atmospheric attenuation ol @®$ path. Assuming
high absorption from the grassy ground allows to ignore gdoreflection. This
allows to assume single-ray free space propagation andettigbrpath loss by
Friis well-known equationRap02 (4.1)]

A
PL(Dysry,0) = 20logg (m) [dB] (B.4)

implying a path loss exponent af= 2. The separation distanBgs} 4 := Dsq =
Dy 4 between the transmitteds,r} and destinatiord varies between 44m and
90m. Depending on this distance, the path loss varies batRee s} 4) €
[—79.4,—73.2] dB.

In literature, only a few outdoor measurements in tte@Hz band are de-
scribed HXB99, BBCS02 LRDOQ7]. These papers focus on scenarios in urban or
suburban environments with a large number of reflectors eattiesers compared
to the vehicular scenario in Figu6e5.1 This work is, therefore, not included in
further discussion.

Link budget

We can estimate the mean received poRgry inserting PLD s, 4) in (B.3).
As theRF cabling in indoor and vehicular scenario was identical vdlees from
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TableB.1 can be used as above. In addition to the varying separatstandie, we
assume that the transmission power is selected betgen—7, —1] dBm. De-
pending on the chosdny the mean received power B, € [—82.4,—76.4] dBm
at the maximum separation distance of 90 m and increasgsd4d—76.2, —70.2]
dBm at the minimum distance of 44 m. With these intervals, weeekthat the
total studied®« region isPx € [—82.4,—70.2] dBm.

Mean noise plus interference power

During the one day measurement campaign a mean noise pdufenence power
of Ngp = —97 dBm was obtained.

Signal-to-Interference plus Noise Ratio $INR) and discussion

With the link budget and the measured mean noise plus inérte powelNg,

we can predict th&INR in the vehicular scenario. At maximum separation dis-
tance, arSINR between 146 dB and 206 dB can be expected according to the
selected transmission power. At minimum distarSB\R between 2B dB and
26.8dB can be configured. Thus, we expect that the studied 18&4R is be-
tween 146 dB and 263 dB.

Note that thes&SINR values are above the SINR required by typical IEEE
802.11¢g transceivers to operate at 18 Mbits/s transmissite) e.g., SINR>
11dB in [AthQ7]. Thus, the choseRy range includes a safety margin if the above
path loss predictionR.4) is too optimistic or if fading and shadowing further re-
duce the received power.

B.4 Summary of experimental setup and
parameters

This section summarizes the parameters and component®yedpdiuring our
experiments.

TableB.2 lists the non-conventional hardware and software used tim $oe-
narios. The table lists the SORBAS firmware that was providethb vendors
and then modified to incorporate cooperative relaying (Seé.4).

TableB.3 summarizes the relevant parameters and factors for theirse-
nario. Most MAC and PHY parameters match to the IEEE 802.1d I&kE
802.11g standard$gE03 IEE99 and are, thus, not mentioned here.

TableB.4 lists the relevant parameters and factors for the vehiadanario.
Note that only those parameters are listed that have chanijedespect to the
indoor scenario. Due to unknown but significant atmosphatienuation,Px
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Table B.2: Hardware and software used in the indoor and virisaenario.

Component (vendor) Type/Version Description
Antennas WL-IW151S A /2 omnidirectional whip,
5dBi gain
SORBAS devices (Signalion) 101 SDR platform (Sectohh)
SORBAS firmware
FPGA (Signalion) 1.6 Baseband filter and
Viterbi decoding DUO07]
PHY (Signalion) 060929JPB |IEEE 802.11a/g
OFDM PHY [UUO07]
MAC (Signalion) 060929UPB |IEEE 802.11 MACUng0§
MAC automata (IHP) 04-Jan-2006 |IEEE 802.11,
SDL specification THLO5]
Development software
SDT (Telelogic) 4.6 SDL specification/test suite
VisualDSP++ 4.0 ASM, C development
(Analog Devices) and compiler suite

and SINR are not listed for the PER measurement campaignetNeless, from
the results in Figuré.16 we expect that the increas€g compensated for this
atmospheric loss such that tRg and SINR during PER measurements is similar
to the values of the data rate measurement campaign.
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Table B.3: Parameters and factors for the indoor scenario.

Parameter/Factor Values
Carrier frequencyfc 2472 GHz
Signal bandwidtiw 20 MHz
Assumed propagation environment NLOS
Tangential velocity 1m/s
UDP/IP packet length 1052 Bytes
PHY transmission rate, signaling (BPSR; = 1/2) 6 Mbits/s
PHY transmission rate, data (QPSR;, = 3/4) 18 Mbits/s
DistanceDs; 1.44m
DistancedDsq = Dy g 2.7m
Reference path loss B 4 —56.2dB
Path loss exponermt 2.75
Mean noise plus interference pow —755dBm
Transmission poweRy [—18 —6]dBm
Estimated received pow&¥y [-70.2,—-58.2] dBm
Estimated mean SINR [5.3,22.3]dB

Table B.4: Parameters and factors for the vehicular scenario

Parameter/Factor Values
Assumed propagation environment LOS, free space
Linear velocity 5m/s
DistanceDs; 1.61m
DistancedDsq = Dy ¢ [44,90/ m
Path loss exponermt 2
Mean noise plus interference powhd —97dBm
Transmission powday (PER) [2,7]dBm
Transmission powedg (data rate) [—7,—1]dBm

Estimated received pow&¥y (data rate) [—82.4,—70.2] dBm
Estimated mean SINR (data rate) [14.6,20.6] dB

201
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