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Abstract: Cloud Computing offers on-demand access to comiputdf infra-
structure and data resources operated from a resnatee. This novel technology
has opened new ways of flexible resource provisfonbusinesses to manage IT
applications and data responding to new demanas ¢estomers. In this chapter
we give a general insight to the formation and roperability issues of Cloud
Federations that envisage a distributed, heteragenenvironment consisting of
various cloud infrastructures by aggregating déférlaaS provider capabilities
coming from both the commercial and academic afésse multi-cloud infra-
structures are also used to avoid provider loclssues for users that frequently
utilize different clouds. We characterize and dfgseecent solutions that arose
from both research projects and individual resegrolips, and show how they at-
tempt to hide the diversity of multiple clouds dodm a unified federation on top
of them. Since they still need to cope with sevep@n issues concerning intero-
perability, we provide guidelines to address reldtgics such as service monitor-
ing, data protection and privacy, data managemaheaergy efficiency.

Keywords:. Cloud computing, Cloud Federation, Inter-Cloudgtoperability,
Data protection, Energy efficiency, laaS.

1.1 Introduction

Cloud Computing is a diverse research area thairepasses many aspects of
sharing software and hardware solutions, includiognputing and storage re-
sources, application runtimes or complex applicafinctionalities. The concept
of Cloud Computing has been pioneered by commecoialpanies with the prom-
ise to allow elastic construction of virtual infragtures, which attracted users
early on. Its technical motivation has been intitliin [1][12]. Cloud solutions
enable businesses with the option to outsourcepleeation and management of
IT infrastructure and services, allowing the bussand its employees to concen-
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trate on their core competencies. As new produatistachnologies are offered in
the near future, Gartner estimates till 2015 tHat2$billion will be spent by busi-
nesses and individuals on Cloud Computing offeriings service providers such
as Amazon, IBM and Microsoft [10].

In this chapter first we gather relevant architesttwiews of Clouds to give an
insight where interoperation could be enabled tonffederations, then we focus
on and characterize existing solutions of Clouddrations that envisage a distri-
buted, heterogeneous environment consisting obuartcloud infrastructures by
aggregating different laaS provider capabilitiemowy from both the commercial
and academic area. Nowadays, cloud providers apgeatgraphically diverse da-
ta centers as user demands like disaster recovetrymailtisite backups became
widespread. These techniques are also used to avouider lock-in issues for
users that frequently utilize multiple clouds. Bystwork we aim at revealing the
important properties and capabilities of recentidloeports and solutions dealing
with federations. These approaches try to hidedihersity of multiple clouds and
form a unified federation on top of them. Todagiggk systems need new, intero-
perable approaches to allow their efficient operatn terms of cost, energy con-
sumption and balanced resource utilization, whiatehalso been emphasized by
the European Commission [5]. Therefore we also llgghthe open issues con-
cerning the interoperability of the participantstioése federative approaches, such
as service monitoring, data protection and privatata management and energy
efficiency. Finally, we provide hints where futuesearch should be driven in or-
der to achieve the final goal of interoperable @i&ederations.

The remainder of this chapter is as follows: Secii® introduces and analyzes
the architectural views of standardization bodied eelevant projects, while Sec-
tion 1.3 summarizes and classifies state-of-theapfroaches aiming at Cloud
federations. Section 1.4 introduces four relevatgroperability research issues of
federations with possible solutions towards prattrealizations. Finally Section
1.5 summarizes and concludes the chapter.

1.2 Architectural and deployment models of Clouds

In this section we gather the relevant views ondfehitectural and deployment
models of Clouds defined and published by standatidin bodies from all around
the world and by corresponding European reseammjeqis.

1.2.1 Definitions of standardization bodies

The view of the European Commission
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An expert group set up by the European Commissidilighed their view on
Cloud Computing in [5][13]. These reports categeri2zloud architectures into
five groups, as shown in Figure 1.1. Private Clo(ifigonsist of resources ma-
naged by an infrastructure provider (IP) that gpacally owned or leased by an
enterprise from a service provider (SP). Usuakyyiges with “Cloud-enhanced”
features are offered, therefore this group inclusieftware as a Service (SaaS) so-
lutions like eBay [14]. Public Clouds (ii) offerdhr services to users outside of the
company and may use Cloud functionality from otheviders. In this solution
enterprises can outsource their services to suolidCproviders mainly for cost
reduction. Examples of these providers are Amadd} fr Google Apps [16].
Hybrid Clouds (iii) consist of both private and fiobCloud infrastructures to
achieve a higher level of cost reduction througltsourcing by maintaining the
desired degree of control (e.g., sensitive data beapandled in private Clouds).
The report states that hybrid Clouds are rarelg @aae¢he moment. In Community
Clouds (iv) different entities contribute with théusually small) infrastructure to
build up an aggregated private or public Cloud. lBmanterprises may benefit
from such infrastructures, and a solution is predithy Zimory [17]. Finally Spe-
cial Purpose Clouds (v) provide more specializattfionalities with additional,
domain specific methods, such as the distributedush@nt management by
Google's App Engine. This group is an extensiom @pecialization of the pre-
vious Cloud categories.

Sp SP SP

(o]

Figure 1.1: Cloud Architectures derived from the Cloud Computing Expert Working
Group report



The view of ENISA

The European Network and Information Security Age(ENISA) differen-
tiates between four architectures [32], which dvewa in Figure 1.2. A Public
Cloud (i) is a publicly-available infrastructureudich any organization may sub-
scribe and use (also called as service consumé¥y.(Brivate Clouds (ii) offer
services built on Cloud Computing principles, betessible only within a private
network. Partner Clouds (iii) are operated by avigler to a limited and well-
defined number of parties. Finally, a Cloud Federaiv) may be built up by ag-
gregating two or more Clouds.

Figure 1.2: Cloud Architectures derived from ENISA reports

Cloud Architectures defined by NI ST

The National Institute of Standards and Technol@gh\sT) defines four dep-
loyment models [7][8] depicted in Figure 1.3. Aatdimg to their definitions, a
Private Cloud (i) is an infrastructure operateceofor an organization that may
be managed by either the organization or a thirtlypend located locally or re-
motely. A Community Cloud (ii) is shared by sevesadjanizations, and supports
a specific community that has shared concerns, (egsion, security require-
ments, policy, and compliance considerations). dyrhe managed by organiza-
tions or third parties, and may exist on premiseefbpremises. A Public Cloud
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infrastructure (iii) is made available to the gexigaublic or a large industry group,
and is owned by an organization selling Cloud s&wi Finally, a Hybrid Cloud
(iv) is a composition of two or more Clouds (prizgatommunity or public) that
remain unique entities but are bound together agdstrdized or proprietary tech-
nology that enables data and application portghétg., Cloud bursting for load
balancing between Clouds).

Figure 1.3: Cloud deployment models of NI ST

The Cloud Computing Use Case Discussion Group @pts the NIST mod-
els. They extend the view on Hybrid Clouds by stathat “multiple Clouds work
together, coordinated by a Cloud broker that fedsralata, applications, user
identity, security and other details”. Though akeming mechanism is needed for
federating Clouds, no specific guidelines are gillew to achieve this.

Theview of DMTF

The Distributed Management Task Force (DMTF) Opéou@ Standards In-
cubator view [3] has also adopted the NIST modetsaefined different scenarios
showing how Clouds may interoperate (depicted gufé 1.4). These scenarios
explain how data centers interact with Cloud prevsdand differentiate three cas-
es:



° If a datacenter, run by Service Provider 1 (SRt lzosted by Infrastruc-
ture Provider 1 (IP1), exceeds the available capdioiits then IP2 provides extra
computing capacity for IP1 and SP1 is unaware isfhovisioning.

° In a multiple Cloud scenario, SP1 may operateisesvin both IP1 and
IP3 Clouds, therefore a datacenter may requesicesrirom both providers since
they may support different services or Servicedldgreement (SLA) parameters.

° A provider may act as a Cloud broker to federasources from other
providers (e.g., IP1 and IP2) to make them avaslablits consumers transparently
without using any of its own resources.

SP2 SP1

Cloud

Figure 1.4: Cloud architecturesby DMTF

1.2.2 Cloud models in European research projects

Theview of OPTIMIS

The OPTIMIS project [9] identified that commercwdlutions in the field of
Cloud Computing have mainly focused on providingclionalities at levels close
to the infrastructure, and higher-level solutidliiee Platform as a Service (PaaS)
environments are limited to a single infrastructprevider. Their goal is to build
an improved cloud service ecosystem that suppagtehlevel concerns and non-
functional aspects to achieve a wider adoption lol@ Computing. The project
follows a holistic approach for multiple coexistietpud architectures and they
target cloud service life-cycle optimization incing cost, trust, risk and economic
goals. They also plan to enable market-orientediroladud architectures with cla-
rified legislative background. The architecturadws of the OPTIMIS project [4]
are shown in Figure 1.5. The project has threecbasihitectural scenarios. In a
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Federated Cloud Architecture (i), a Service PraviP) assesses an Infrastruc-
ture Provider (IP). IPs can share resources amang ether. In a Multi-Cloud
Architecture (ii), different infrastructure provideare used separately by a service
provider. Finally in a Hybrid Cloud Architecturei)j a Private Cloud (PC) is used
by the SP, which can utilize resources of diffel@st

L i
P SP

SP

Figure 1.5: The OPTIMIScloud architectures

The view of Reservoir

The Reservoir project [11] claims that small anddimam Cloud providers can-
not enter the Cloud-provisioning market due to khek of interoperability be-
tween Clouds. Their approach is exemplified by ¢hextric grid approach: “for
one facility to dynamically acquire electricity froa neighboring facility to meet a
spike in demand”. Disparate datacenters shoulceterated in order to provide a
“seemingly infinite service computing utility”. Ragling the architectural view, a
Reservoir Cloud consists of different ReservoieSi{RS) operated by different
IPs. Each RS has resources that are partitionedsiolated Virtual Execution En-
vironments (VEE). Service applications may use Miists from different RSs
simultaneously. Each application is deployed wiieavice manifest that formally
defines its SLA contract. Virtual Execution Envirant Managers (VEEM) inte-
ract with VEEs, Service Managers and other VEEMenable federations to be
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formed. A VEEM gathers interacting VEEs into a VE®up that serves a service
application. This implies that a Reservoir sensgtack has to be present on the re-
sources/sites of IPs. Their specialized Cloud &chire is depicted in Figure 1.6.

SP

Figure 1.6: The Reservoir cloud ar chitecture

Theview of Contrail

The Contrail project [21] proposes an SLA-centefederated approach for
Clouds. Its goal is to minimize the burden on tlseruwith eliminating provider
lock-in by exploiting resources belonging to diffat cloud providers regardless
the kind of technology they use, and to increaseefficiency of using Cloud plat-
forms by performing both a vertical and a horizbntdegration. It follows an
open-source approach toward technology and stasdand supports user authen-
tication and applications deployment by providingeeded SLA management
functionalities. Its federation architecture, shoinnFigure 1.7, acts as a bridge
among the users and the cloud providers, and hes tayers. The top, Interface
layer provides ways to interact with the federatitirgathers requests from users
and other Contrail components that rely on the fatiten functionalities. The
middle, Core layer contains modules that fulfik thunctional and non-functional
requirements of the federation. The federationimmtmanager operates in this
layer, which uses a set of heuristics that congififéerent aspects to govern the
federation, such as to minimize economical costtantaximize performance le-
vels.
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Figure 1.7: Contrail architecture

Theview of BonFIRE

The BonFIRE project [19] aims at exploring the matdions between novel
service and network infrastructures. The projecs$ ¥eused on the extension of
current cloud offerings towards a federated faciliith heterogeneous virtualized
resources and best-effort Internet interconnegtivihey have developed a set of
procedures to interconnect a multi-cloud environinwveith advanced facilities for
controlled networking. These procedures enableptiozisioning of customized
network functions and services in support of experits running in a multi-cloud
test-bed. Their aim is to federate three advanegdiarking facilities within the
BonFIRE multi-cloud environment: the interconnensowith FEDERICA and
GEANT are already active, and OFELIA planned tabenected soon. The Bon-
FIRE facility (shown in Figure 1.8) is composedsdf geographically distributed
cloud test-beds, located at EPCC, INRIA, HLRS, id§inHP and PSNC.
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Figure 1.8: The BonFIRE facility

Theview of mMOSAIC

The mOSAIC project [20] offers the specification s#rvice requirements in
terms of a cloud ontology via an innovative APl.eTimplementation of this ap-
proach will offer a higher degree of portabilitydamendor independence. It also
provides application programming interfaces forlding applications using ser-
vices from multiple cloud providers and plans talie a self-adaptive distributed
scheduling platform composed of multiple agentslé@mgnted as intelligent feed-
back control loops to support policy-based schedusind expose self-healing ca-
pabilities. They plan to foster competition betwedoud providers by enabling
the selection of best-fitting cloud services toauatuser needs and efficiently out-
source computations. In its hybrid cloud scenanieytenvision multiple clouds
working together coordinated by a cloud broker flederates data, applications,
user identity and security — shown in Figure 1.9.
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SP

Figure 1.9: mOSAIC hybrid cloud architecture through APIs

Theview of EGI Federated Cloud

The European Grid Infrastructure (EGI) is a federabf national and domain
specific resource infrastructure providers, whohame use virtualised manage-
ment environments to improve the local deliverysefvices. Many of EGI's cur-
rent and new user communities would also like toeas the flexibility provided
by virtualisation across the infrastructure resigitin a cloud-like environment.
Federating these individual virtualised resourcas heen a major priority for
EGI, therefore it has set up the Federated Clowdk Force [22]. Its main objec-
tives were to provide a guideline for its resoysceviders to securely federate and
share their virtualised environments as part ofE@ production infrastructure,
and to create a testbed to evaluate the integrafiosirtualised resources within
the existing EGI production infrastructure for momning, accounting and infor-
mation services. Their guidelines does not defihatvinypervisor the participating
resource providers should use, and the federatitapta a set of well-defined
functionalities and interfaces that every proviideree to implement independent-
ly. Currently there are 16 providers participatimgthe EGI Federated Cloud
(FedCloud) testbed using OpenNebula, OpenStackStratusLab. Their fede-
rated architecture is depicted in Figure 1.10. éutty the clouds of the participat-
ing infrastructure providers can be reached inrdraézed way, and utilized sepa-
rately.
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Figure 1.10: EGI Federated Cloud

Classification of research projects

In order to compare the previously introduced apphes, we have createdlas-
sification of these viewsoncerning their abilities to form federations. \id&o-
ducedfour categoriesn this classification:

< Hierarchical type of federations: In this visioreth is a usually centra-
lized, higher level management service that isorsible for federation
forming and the coordination. This type is alsdezhlhs a “Multi-Cloud”
approach in the literature [25].

e Horizontal type of federations: In this vision loir multi-lateral resource
renting is the main goal of the participating pdwrs, mainly for opti-
mizing resource utilization and reducing operatamsts. This type is
generally named as “Federation” in the literat@%][

e Heterogeneity of participating providers: With tlestegory we represent
the variety of laaS software stacks available ia federation (where
“No” means that the same software stack need tsbd in order to par-
ticipate in a federation).

* Specialty of federation forming: Here we named ohéhe unique capa-
bilities of the appropriate solution.

The actual categorization is shown in Table 1.le rtroduced categories reveal
the most important properties of the surveyed smist
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Table 1.1: Classification of federative approaches of resear ch projects

Hierarchical| Horizontal| Heterogeneit Specialty
OPTIMIS [9] X - Yes Legislation
awareness
Reservoir [11] - X No Reservoir ser
vice stack
Contrail [21] X - Yes SLA contracts|
BonFIRE [19] - X Yes Controlled net
working
mMOSAIC [20] - X Yes Cloud ontology,
AP|
EGI FedCloud - X Yes Virtualised EGI
[22] environments

1.3 Inter-Cloud and Cloud federation approaches

Cloud federation refers to a mesh of cloud prowdiat are interconnected
based on open standards to provide a universahttatized computing environ-
ment where everything is driven by constraints agteements in a ubiquitous,
multi-provider infrastructure. Until now, the clowtosystem has been characte-
rized by the steady rising of hundreds of indepahdsd heterogeneous cloud
providers, managed by private subjects, which offarious services to their
clients. In this subsection next to the alreadyreiesved research projects, we
gather relevant federative approaches found iritteature. Cloud providers of-
fering PaaS solutions may form “sub-federationshiidtaneously to these ap-
proaches. Specific service applications may be raoitable for these provisions,
and projects like Reservoir [11] and 4CaaSt [18]working towards such a solu-
tion. Our considered federative works targets Ibg®- providers, e.g., Rack-
Space, the infrastructure services of Amazon EQ@®, aroviders using Cloud
middleware such as OpenNebula or Eucaliptus.

I nterCloud vision

Buyya et al. [1] envision that one day Cloud Conmpyitwill be the 5th utility
by satisfying the computing needs of everyday [feeir pioneer paper discusses
the current trends in Cloud computing and preseatsdidates for future en-
hancements. They emphasize the market-orientedo$i@duds, and introduce a
market-oriented cloud architecture, then discusw lybobal cloud exchanges
could take place in the future. They further extmhthis vision by [24] suggesting
a federation oriented, just in time, opportunigticd scalable application services
provisioning environment called InterCloud. Thewision utility oriented fede-
rated laaS systems that are able to predict apipliicaervice behavior for intelli-
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gent down and up-scaling infrastructures. Theythstresearch issues of flexible
service to resource mapping, user and resourceic&uS optimization, integra-
tion with in-house systems of enterprises, scalatbdmitoring of system compo-
nents. They present a market-oriented approachffes tterClouds including
cloud exchanges and brokers that bring togethedymers and consumers. Pro-
ducers are offering domain specific enterprise Gothat are connected and ma-
naged within the federation with their Cloud Cooatdbr component.

Cross-Cloud federation approach

Celesti et al. [31] proposed an approach for thiedation establishment consi-
dering generic cloud architectures according thrag-phase model, representing
an architectural solution for federation by meafsadCross-Cloud Federation
Manager (CCFM), a software component in chargexeteting the three main
functionalities required for a federation. In peutar, the component explicitly
manages: (i) the discovery phase in which inforaratibout other clouds are re-
ceived and sent, (ii) the match-making phase perifoy the best choice of the
provider according to some utility measure and {fie authentication phase creat-
ing a secure channel between the federated cldiusse concepts can be ex-
tended taking into account green policies applef@derated scenarios.

Multi-Cloud approach

Bernstein et al. [23] define two use case scendhniasexemplify the problems
of multi-cloud systems like (i) VM mobility wherédney identify the networking,
the specific cloud VM management interfaces andldbk of mobility interfaces
as the three major obstacles and (ii) storageaptaability and federation scena-
rio in which storage provider replication policiage subject to change when a
cloud provider initiates subcontracting. They ofiigieroperability solutions only
for low-level functionality of the clouds that an®t focused on recent user de-
mands but on solutions for laaS system operators.

FCM approach

In the Federated Cloud Management solution [6yagerability is achieved by
high-level brokering instead of bilateral resoureating — shown in Figure 1.11.
Albeit this does not mean that different laaS pdevs may not share or rent re-
sources, but if they do so, it is transparent &rthigher level management. Such
a federation can be enabled without applying aoldliti software stack for provid-
ing low-level management interfaces. The logic efldrated management is
moved to higher levels, and there is no need fa@ptdg interoperability stan-
dards by the participating infrastructure providesbich is usually a restriction
that some industrial providers are reluctant toeutake.



15

SP

[ Federated Cloud Management ]

CloudBroker CIoudBroker .- CIoudBroker CIoudBroker

Figure 1.11: Federated Cloud Management Architecture

Classification of research approaches

In order to classify the relevant research direi@ddressing federations
found in the literature, we use the same categiwizas in Table 1.1. In this case
we can also observe that bdiferarchical and horizontal federation typese
represented, and heterogeneity within the particiggroviders is only present in
hierarchical solutions. While most of the projectsisidered in Section 1.2.2 ap-
plied the horizontal approach, smaller researclupsare in favor of the hierar-
chical way. The motivation behind this observai®that research projects lasting
for 3-4 years had the manpower to develop ownfates to enable interoperation
among the participating Cloud providers, and algd the ambitious aim to come
up with a solution that could be standardized asetilin industry later on. On the
other hand, smaller research groups focused oroapipes that utilize already ex-
isting standards to avoid provider lock-in, ancet@able easier collaboration with
industrial solutions.

Table 1.2: Classification of feder ative appr oaches of resear ch papers

Hierarchical| Horizontal | Heterogeneity  Specialty

InterCloud [1] X - Yes Market-
oriented

Cross-Cloud - X Yes/No Authentication

[31]

Multi-Cloud X - Yes VM Mobility

[23]

FCM [6] X - Yes Meta-
brokering
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1.4 Interoperability issuesof Cloud Federations

Not only the interchangeability of user applicatan different clouds partici-
pating in a federation represents and open issaevd®le, but it also has several
related interoperability problems concerning thenagement of such a large dis-
tributed ecosystem.

As we mentioned before, the European Commissionasagjned an expert
group to publish reports on future research chg#srof Clouds [5][13]. In these
reports they also performed a gap analysis of @jresisting commercial and
academic solutions and highlighted the followingits thatneed further re-
search

« Manageability: Even though most Cloud solutionsdbarlasticity, intel-
ligent methodologies are needed to reach optinsaluree utilization.

- Data management: Most data flowing to or createthénCloud need to
be supported by meta-data information and new sralsdare needed to
guarantee long-term storing and interoperable sgaamong multiple
providers.

* Privacy and security: Legislative issues of dastritiution should be bet-
ter addressed, and security holes during resounaéng among multiple
tenants should be eliminated.

* Federation and interoperability: Proprietary ddtactures should be re-
placed by de facto standards, and new approackesegded to ensure
convergence towards real interoperability elimingtvendor lock-in.

e Virtualization and adaptability: Optimized resouseheduling solutions
are needed considering cross-platform executiodsnaigrations taking
into account rapidly changing workloads.

e Programming models: Better control on data distidyu should be
achieved, and new means are needed to enable appization devel-
opment and deployment.

e Economy: New scheduling policies are needed to lengdgen resource
utilization, more efficient resource utilization twvireduced power con-
sumption.

By addressing many of these concems,summarize four important research
fields that are necessary to be taken into account idihgiand operating Cloud
Federations. These topics represent different $aoétinteroperability: (i) en-
hanced monitoring solutions are needed to enaliienzed management of par-
ticipating providers; (ii) legislative regulationged to be considered during multi-
tenant data processing; (iii) sustainable and frgmmely data management solu-
tions are needed through standard interfaces; mfhceifergy efficient resource
management have to be enabled for future ecosystems
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1.4.1Monitoring in Cloud Federations

Infrastructure as a Service cloud systems providess to a remote computing
infrastructure by allowing their users to instatgiairtual appliances on their vir-
tualized resources as virtual machines. Nowadasral 1aaS systems co-exist,
and they are independently offered by several pubdirvice providers or by
smaller scale privately managed infrastructuresw@save seen before, to enable
interoperability of multiple clouds, federationsedeto handle the differences of
various cloud providers and have to negotiate tesprirements with multiple par-
ties. Federated clouds aim at supporting theses ligeproviding a single interface
on which they can transparently handle differeoudl providers, as they would
do with a single cloud system. Therefore it is aiaéto construct federated cloud
systems in a way that they not only offer a singterface for their users, but also
automatically manage virtual machines (VM) indepanity from the availably
cloud systems.

An efficient cloud selection in a federated envir@mt requires a cloud moni-
toring subsystem that determines the actual stdtasgailable 1aaS systems. Since
there is only limited monitoring information avdila for the users or higher-level
managers in these clouds, there is a need for histmated service monitoring
approach to evaluate basic cloud reliability statunsl to perform seamless service
provisioning over multiple cloud providers in aneroperable way. Wexemplify
such an extension to a federatisith our Federated Cloud Management solution,
where we applied a web service monitoring appraackyather additional and
more detailed service quality information from {b&rticipating cloud [26]. The
FCM approach uses the Generic Meta-Broker Sensctha entry point for the
users of the cloud federation. This service seléetanost suitable cloud provider
to perform the service requests of the user bysiigating the current state of the
participating clouds according to the informatidored in a generic service regis-
try and the reliability metrics collected by thadgrated SALMon service moni-
toring framework [33]. The participating clouds aranaged by Cloud-Brokers
that are capable of handling service requests aadaging virtual machines
within single laaS cloud systems.

To enable the meta-brokering service to differeatlzetween cloud providers,
we proposed to use a basic service that is useddbeffectively determine the
important characteristics of the available VMs he federation. As a result, the
system is capable to evaluate and choose betwabrmphbblic and private clouds
based on the same kind of metrics. We refer tolihic service as the Minimal
Metric Monitoring Service (M3S), which is capablé measuring infrastructure
reliability together with the integrated SALMon fnawork in public and private
clouds. The M3S service is prepared to run in &u&rmachine and it offers 3
methods to evaluate the basic capabilities ofastihg VM. SALMon uses the re-
sponse times of these methods to express theiligjialh the particular cloud that
runs the M3S VM: it has (i) a generalized ping testheck the availability of the
service; a (ii) CPU analyzer method that perforemgesal mathematical calcula-
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tions in a large loop over a predefined set ofakdas, consisting on integer and
floating point numbers in order to determine thenpatational capability of a

given VM; and finally (iii) bandwidth analyzer mettis, which are used to com-
pute the download and upload transfer speed ofyiséem to determine its in-

bound and outbound data transfer capabilities.

Our investigations showed that both service rdiighband responsiveness do
vary over time and load conditions, and these nreastan be used by our feder-
ated cloud management solution to select bettecutixe environments for
achieving a higher level of user satisfaction.

1.4.2Data protection in Cloud Federations

Cloud Computing allows the outsourcing of computadi power, data storage
and other capabilities to a remote third-partytha supply of any goods and ser-
vices, the law gives certain rights that proteet tionsumer and provider, which
also applies for Cloud Computing: it is subjectlégal requirements and con-
straints to ensure Cloud services are accurategried and provided to custom-
ers with guarantees on quality and fithess-for-psep

To exemplify issues arising from data manageme@laud Federationswe
have also evaluated the formerly introduced clowghitectures against legal re-
quirements in [27], where we have chosen to perfarmevaluation using re-
quirements from data protection law. Data protectegislation is fundamental to
Cloud Computing as the consumer looses a degreentfol over personal arti-
facts, when they are submitted to the provideisforage and possible processing.
To protect the consumer against the provider migustieir data, data processing
legislation has been developed to ensure thatuhdaimental right to privacy is
maintained. However, the distributed nature of @l&omputing (where cloud
services are available from anywhere in the wonhdkes is difficult to analyze
every country's data protection laws for commonu@l@rchitecture evaluation
criteria. Therefore we have chosen a common diredtiat applies as widely as
possible and used the European Data Protectiorctidiee(DPD) [30] as a basis
for our investigations. Although it is a Europeanidh (EU) directive, countries
that want to collaborate in data transactions \lth Member States are required
to provide an adequate level of protection.

The requirements of the DPD are expressed as teimédogy-neutral actors
that have certain responsibilities that must beiedrout in order to fulfill the di-
rective. These roles are the data controller arnid geocessor, where a data con-
troller is the natural or legal person which detees the means of the processing
of personal data, whilst a data processor is aralatr legal person which
processes data on behalf of the controller. Howdedlowing these definitions, a
special case arises: if the processing entity pdagae in determining the purpos-
es or the means of processing, it is a controdldrar than a processor.
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We have also explored Cloud Federations througdriassof use cases to dem-
onstrate where legal issues can arise. In theseases the relevant actors and
their roles were identified and the necessary astitave been stated that should
be taken in order to prevent violations of the dire. We identified that there are
complications when personal data is transferrehtdtiple jurisdictions. For ex-
ample, considering a service provider (SP) locatethe European Union offers
services provisioned in a Cloud Federation, whitlzas different infrastructure
providers (IPs, usually operating private clouds)] one of which (1§} is located
in a non-Member State, we arrived to the followognclusion: since SP is the da-
ta controller and the participating IPs are prooessthe law of the SP's Member
State has to be applied, ang Has to provide at least the same level of praiacti
as the national law of SP. Otherwise, if tinnot ensure an adequate level of pro-
tection, the decision making process should rulelBufrom provider selection
during data management.

As a result of our investigation we can state Hwvice providers are mainly
responsible for complying with the data protectiegulation, and when personal
data is transferred to multiple jurisdictions, stdrucial to properly identify the
controller since this role may change dynamicailgpecific actions.

1.4.3Cloud storage servicesin Cloud Federations

One of the most important open issues of Cloud fegidas is the interoper-
able management of data among the participatinggs Retrieving and sharing
user data and virtual images among different lda&ds is an unsolved issue. Be-
sides concerning data privacy issues, it is alganaeeasy task to move a user ap-
plication from one cloud infrastructure to anoth¥irtualization techniques and
virtual image formats different providers suppartrtin on their virtual machines
are usually incompatible. Retrieving a user's \dttAppliance (VA, which is a
specialized image hosting the user applicatiomnfem laaS cloud is impossible in
most cases, not only in case of commercial prosideuat also in academic solu-
tions. Therefore finding an interoperable way fanaging user data among mul-
tiple tenants is an important issue.

A popular family of cloud services is called clostbrage services. With the
help of such solutions, user data can be storedriemote location, independent
from the infrastructure of cloud providers partatipg in a federation. Therefore
to exemplify the interoperable utilization of stgeaand infrastructure cloudsve
proposed an approach to retrieve and share usécatpgm data among different
providers with the help of these online storageises. In this way VAs running
at different cloud infrastructures can manage Hmesdata at the same time, and
the users can access these data from their owhdewi&es without the need for
accessing any laaS clouds. Mobile devices cant#sefit from Cloud services:
the enormous data users produce with these desi®esontinuously posted to
online services, which may require the modificatidrthese data. Nowadays more



20

mobile devices are sold compared to traditional ,P&sl Android devices are
more and more popular. We have also investigated user data could be man-
aged in an interoperable way among different lag$ess participating in a fed-
eration. Our aim was to develop a solution thatsudeud storage services to-
gether with infrastructure services of cloud fedieres, which we further used to
enhance the capabilities of mobile devices [28bugh the computing capacity of
mobile devices has rapidly increased recently,ettae still numerous applica-
tions that cannot be solved with them in reasontible. Our approach is to util-
ize cloud infrastructure services to execute syghieations on mobile data stored
in cloud storages.

The basic concept of our solution is the followilsgrvices for data manage-
ment are running in one or more laaS systems & kracking the cloud storage
of a user, and execute data manipulation procestes new files appear in the
storage. The service running in the cloud can doaakhe user data files from the
cloud storage, execute the necessary applicatiothese files, and upload the
modified data to the storage service. Such files loa for example a photo or
video made by the user with his/her mobile phonbeagrocessed by an applica-
tion unsuitable for mobile devices. We have devetbpn image generator appli-
cation that interconnects mobile devices, laaSiesesvand cloud storage services,
and evaluated the prototype application using neoBddvices and a private laaS
cloud. The evaluation of this application showest tih is worth both in terms of
computation time and energy efficiency to move cotapon-intensive tasks to
clouds from mobile devices.

1.4.4Energy efficient management of Cloud Federations

The Cloud Computing technology has created theidhu of infinite resources
towards consumers, however this vision raises seissues with energy con-
sumption: the higher levels of quality and avalibrequire irrational energy ex-
penditures. The consumed energy of resources §peidling represent a consi-
derable amount, therefore the current trends awmmell to be clearly
unsustainable with respect to resource utilizatle®, footprint and overall ener-
gy efficiency. It is anticipated that further grdwis objected by energy consump-
tion furthermore, competitiveness of companies bl strongly tied to these is-
sues.

Energy awareness is a highlighted research topititzere are efforts and solu-
tions for processor level, component level and atter level energy efficiency.
For instance, new energy efficient approaches wesposed to automate the op-
eration of datacenters behind clouds, so that iy with rearranging the virtua-
lized load from various users. Thus, smaller sighgsical infrastructure is suffi-
cient for the actual demand and momentarily unwsgghcities can be switched
off. Nevertheless, these approaches are applitatdingle data centers only. On
one hand, today's large systems are composed tiplaidervice providers per se
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that need new approaches to ensure their overathgraware operation. On the
other hand, there is an unexplored potential fargyraware operation in fede-
rated and interoperable clouds. Our research if {2& targeted at examining
what new aspects of energy awareness can be egloifederative schemes.

As small cloud providers and cloud startups areob®aeg more popular, they
soon face user demands that cannot be satisfiédtiéfr current infrastructures.
Therefore these providers need to increase theo§itteeir infrastructure by intro-
ducing multiple data centers on various locationgom a federation capable of
offering unprecedented amount of resources.

Energy consumption is a major component of opegatosts. Despite its signi-
ficance, current laaS clouds barely provide enenggre solutions. Providers are
restricted to reduce their consumption at the hardwevel, independently from
the laaS. These reductions range from the use of mwergy efficient computer
components to the upgrade of their heating, veamtilaand air conditioning sys-
tems to increase their power usage efficiency. Alth these improvements are
crucial, the energy consumption could also be Samtly reduced by software
means in over-provisioned laaS systems where muysiqal resources are avail-
able at the provider side than actually requestedders. Over-provisioning is a
key behavior at smaller sized providers that offawices for users with occasion-
al peaks in resource demands. To reduce their giceds, these providers should
minimize their over-provisioning while they maimaa fluid experience towards
their customers without violating the previouslyead service level. Energy con-
sumption could be reduced with software technidoeasing on intra- and inter-
datacenter issues.

In order toexemplify how energy consumption and,@dissions could be ad-
dressed in Cloud Federationwe introduce enhancements in our proposed Fede-
rated Cloud Management solution [6]. At the metakbring layer, relying on an
enhanced monitoring system within the federati@nyise executions can be di-
rected to data centers of providers consuming ée&sgy, having higher GO
emission quotas, or have produced less amount eftl@D expected within some
timeframe. At the cloud brokering layer, if the emeconsumption parameters of
a cloud suddenly change, there should be stratégilsit or move around calls
and even (if necessary) VMs federation-wise. Thenges here may mean the in-
troduction of new hardware, or just switching oh&rfme parts of the datacenters,
or changing the number of VMs. Realigning calls mayhave immediate effects,
however migration of VMs across the federationl$® @n energy consuming op-
eration, that needs to be measured and considéred decisions are made, thus
this operation should not happen only in case altyelrastic changes. An intero-
perable federation management system should pdefacenters, where the dif-
ference between the highest load and the averagkisosmall because a VM has
the smallest impact on those resources.
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1.5 Conclusion

In this chapter we gave a general insight to then&dion and interoperability
issues of Cloud Federations that envisage a digéil) heterogeneous environ-
ment consisting of various cloud infrastructuresalggregating different laaS pro-
vider capabilities coming from both the commeraald academic area. These
multi-cloud infrastructures are used to avoid pdevilock-in issues for users that
frequently utilize different clouds. We have surgdyand characterized recent so-
lutions that attempt to hide the diversity of npuikéi clouds and form a unified fed-
eration on top of them, but they still need to coith several open issues.

We have shown that these federative approacheg dros both research
projects and individual research groupan be categorized into hierarchical and
horizontal architecture type§he hierarchical ones are more favorable by small
research groups, and have the advantage of supgpaontire heterogeneous infra-
structure providers to avoid vendor lock-in. We éalso highlightedpen intero-
perability issues of federation forming and managetsuch as service monitor-
ing, data protection and privacy, data managemaheaergy efficiency.

We believe that these research directions can sergeidelines for researchers
in this field, and contribute to fostering furthesearch works on Cloud Federa-
tions. By following the guidelines defined by theirBpean Commission, and
putting together the pieces of already existingngsing solutions of federation
approaches of various research works, we will artovsuch federations that will
be able to operate efficient ecosystems attratckiogsands of users.
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