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Abstract: $\Diamond \mathcal{W}$ is the class of failure detectors that ensure that every crashed process is eventually suspected by a correct process, and eventually there is correct process that is never suspected. $\Omega$ is the class of failure detectors that ensure that eventually all the processes trust the same correct process. This paper presents two algorithms that transform any failure detector of $\Diamond \mathcal{W}$ into a failure detector of the class $\Omega$. Based on an underlying reliable broadcast facility, these algorithms are quiescent and use message whose size is bounded ($\log_2(n)$ bits and $2\log_2(n)$, respectively, where $n$ is the number of processes). When we consider the additional cost of implementing the underlying reliable broadcast, they still compare favorably with existing algorithms. From a methodology point of view, it is worth noticing that the use of a reliable broadcast (i.e., a modular approach) allows designing simple and efficient transformations.
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De la classe de détecteurs de fautes $\diamond \mathcal{W}$ à la classe $\Omega$

Résumé : Ce rapport présente un protocole simple qui construit un détecteur de fautes de la classe Omega à partir de n'importe quel détecteur de fautes de la classe $\diamond \mathcal{W}$.
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1 Introduction

Consensus is one of the most fundamental problems in fault-tolerant distributed computing: each process proposes a value, and every non-faulty process must decide a value (termination) such that no two different values are decided (agreement) and the decided value is a proposed value (validity). Despite the simplicity of its definition and its use as building block to solve distributed agreement problems, consensus cannot be solved in asynchronous systems where even a single process can crash [6].

The failure detector approach [3] is one of the efforts developed to circumvent this impossibility result. A failure detector can be seen as a distributed oracle made up of a set of modules, each associated with a process. The module attached to process p provides p with information related to failures. Failure detectors are divided into classes based on the particular type of information they provide on failures. One can identify two main characteristics of the failure detector approach:
- As a failure detector class is defined by a set of abstract properties, a failure detector-based protocol relies only on the properties that define the failure detector, regardless of the way they are implemented in a given system. This software engineering dimension of the failure detector approach favors protocol design, modularity, and transportability.
- Given a distributed computing problem P that cannot be solved in the presence of process failures, the failure detector approach allows investigating and stating the minimal assumptions that allow solving P [5]. This is the computability dimension of the failure detector approach.

When we consider the crash failure model, is process is correct in a run if it does not crash in that run; otherwise it is faulty. Considering that failure model, this paper focuses on the classes of failure detectors denoted $\diamondsuit W$ and $\Omega$ [2, 3]:

- The class $\diamondsuit W$ includes all the failure detectors that satisfies the following properties:
  - Weak completeness: Eventually every process that crashes is permanently suspected by some correct process (notice that two crashed processes can be suspected by two different correct processes).
  - Eventual weak accuracy: Eventually there is a correct process that is not suspected by any correct process.

- The class $\Omega$ includes all the failure detectors that satisfies the following Eventual leadership property:
  Eventually, all the correct processes trust the same process (i.e., are provided with the same leader) that is a correct process.

When we consider the consensus problem, the class $\diamondsuit W$ is fundamental because it has been shown to the weakest that allows solving it in asynchronous distributed systems where a majority of processes are correct [2]. To attain this goal, Chandra, Hadzilacos and Toueg have introduced the class $\Omega$ as an intermediate step in their proof, and shown that $\diamondsuit W$ and $\Omega$ are equivalent (i.e., any failure detector of one of these classes can be transformed into a failure detector of the other class).

The transformation from $\Omega$ to $\diamondsuit W$ is trivial: a process suspects all the processes but its current leader. The transformation from $\diamondsuit W$ to $\Omega$ presented in [2], aimed at proving a minimality result, is complicated and inefficient (the price to be paid in the context of generality when looking for a minimality result). To our knowledge, the only other paper describing transformations from $\diamondsuit W$ to $\Omega$ is [4] where Chu presents two transformations. The first requires each message to carry an array of counters, some of them growing indefinitely. Moreover, it is not quiescent (a distributed algorithm is quiescent if, in every run, the processes eventually stop sending messages). In the second transformation each message carries a sequence number plus a set of process identities; as this transformation is quiescent, the sequence numbers stops increasing and consequently, the size of each message remains finite in any run (i.e., even in an infinite run).

The present paper presents a transformation (and an improvement) from $\diamondsuit W$ to $\Omega$ for asynchronous message-passing systems equipped with a reliable broadcast communication primitive. The transformation, that is incredibly simple, is quiescent and requires each message to carry only one process identity. It follows that $\log_2(n)$ (where n is the total number of processes) is a bound on its message size (measured in bits). Its improved version allows discarding obsolete messages, thus allowing the saving of message sending and processing time, with the possibility to converge quicker to the eventual common leader. To attain this goal, each process uses an additional local integer matrix whose entries stop increasing after some time. Moreover,
each message is required to carry an additional process identity (namely the identity of its sender). The size of the messages used by this second transformation is consequently upper bounded by $2\log_2(n)$ bits.

2 Computation Model

2.1 Process Model

The process model has been sketched in the introduction. It consists of a finite set $\Pi$ of $n \geq 2$ processes, namely $\Pi = \{p_1, p_2, \ldots, p_n\}$. Each process knows $\Pi$. There is no assumption about the relative speed of processes: they are asynchronous.

A process can fail by crashing, i.e., by prematurely halting. It behaves correctly (i.e., according to its specification) until it (possibly) crashes. As already indicated, a process is correct in a run if it does not crash in that run, otherwise it is faulty. (Let $t$ denote the maximum number of processes that can crash in a run, $1 \leq t < n$. The transformations described in the paper are independent from $t$.)

2.2 Communication Model

The communication system provides the processes with a reliable broadcast abstraction [7]. Such an abstraction is made up of two primitives, $\text{Broadcast}()$ that allow a process to send messages, and $\text{Deliver}()$ that allows a process to receive messages. We say accordingly that a message is broadcast or delivered by a process. The behavior of these primitives is defined by the following properties:

- Validity: If a process delivers $m$, then some process has broadcast $m$. (No spurious messages.)
- Integrity: A process delivers a message $m$ at most once. (No duplication.)
- Termination: If a correct process broadcasts or delivers a message $m$, then all the correct processes deliver $m$. (No message broadcast or delivered by a correct process is missed by a correct process.)

As we can see, the messages broadcast by a process are not necessarily delivered in their sending order. Moreover, different processes can be delivered these messages in different order. There is no assumption on message transfer delays. The communication system is consequently reliable and asynchronous.

Differently from the $\Diamond \omega$ and $\Omega$ abstractions that cannot be built on top of an asynchronous distributed system (as they allow solving consensus, their implementation would contradict the consensus impossibility result [6]), the reliable broadcast abstraction can be implemented from point-to-point send/receive primitives. Moreover such implementations are quiescent (see also the discussion in Section 5).

3 From $\Diamond \omega$ to $\Omega$: a Basic Transformation

3.1 The Transformation

The first algorithm transforming any failure detector of the class $\Diamond \omega$ into a failure detector of the class $\Omega$ is described in Figure 1. It is made up of two tasks containing very few statements.

The task $T_1$ is an infinite loop that generates messages according to the current value of a local predicate. The task $T_2$ is associated with message delivery. When it is delivered a message, this task uses only the content of the message as defined by its sender (namely, a process identity). The additional control information possibly used by the underlying layer to implement the reliable broadcast abstraction remains hidden to $T_2$. This layer independence is in perfect agreement with the modularity approach as it makes the transformation algorithm dependent only on the abstract properties that define the reliable broadcast abstraction, thereby making it independent from the particular way this abstraction is implemented in a given context. So, the algorithm is independent from the way both the underlying failure detector of the class $\Diamond \omega$ and the reliable broadcast are implemented. It is based only on their properties.
**Local variables** The local variable $\text{leader}_i$ (initialized to 1) is the output of the transformation. It provides the upper layer with the identity of the current leader, as far as $p_i$ is concerned. As this variable can be concurrently accessed by the tasks defining the process $p_i$ ($T1$, $T2$ and the task associated with the upper layer), it is assumed to be atomic.

The local variable $\text{suspected}_i$ is provided by the underlying failure detector module of the class $\diamond W$. At any time, it contains the set of the identities of the processes that are currently suspected by $p_i$ ($p_i$ can only read $\text{suspected}_i$). The set of set variables $(\text{suspected}_i)_{1 \leq i \leq n}$ satisfies the weak completeness and eventual weak accuracy properties defined in the introduction.

The function $\text{Next}(x)$ is used to denote the identity $y$ of the process that follows $p_x$ on the logical directed ring $p_1, p_2, \ldots, p_n, p_1$, i.e., $y = (x \mod n) + 1$.

```
Init: $\text{leader}_i \leftarrow 1$

Task $T1$ is repeat forever

if ($\text{leader}_i \in \text{suspected}_i$) then $\text{Broadcast CO_TO_NEXT} (\text{leader}_i)$ end if
end repeat

Task $T2$ is repeat forever

wait until (a new message CO_TO_NEXT(ℓ) such that (leader) = ℓ) is delivered;
$\text{leader}_i \leftarrow \text{Next} (\text{leader}_i)$
end repeat
```

![Figure 1: From $\diamond W$ to $\Omega$, basic transformation](image)

**Process behavior** The principle that underlies the algorithm is very simple. As the eventual permanent leader has to be a correct process, the processes strive to elect a process that, after some time, is no longer suspected. In order not to miss such a process, they consider they are all placed on a logical directed ring (as defined above) and start considering $p_1$ as the leader (initialization).

If $p_i$ suspects its current leader $\text{leader}_i = ℓ$, it broadcasts a $\text{CO_TO_NEXT}(ℓ)$ message. When a process $p_j$ receives such a message, it consumes it and moves $\text{leader}_j$ one step ahead along the ring if $\text{leader}_j = ℓ$. If $\text{leader}_j \neq ℓ$, it does not consume the message (keeping it for the next time it will have $\text{leader}_j = ℓ$). This means that a process $p_j$ accepts the suspicion of $p_i$ issued by $p_i$ only when it considers $p_i$ as its current leader. It follows from this simple mechanism that the successive values of the variable $\text{leader}_i$ of any process $p_i$ are 1, then 2, etc., then $n, 1, \ldots$. Logically, the $\text{leader}_i$ variables advance “synchronously” along the ring, their progress being triggered by the $\text{CO_TO_NEXT}(ℓ)$ messages sent by the processes\footnote{This principle is close to a basic mechanism provided by synchronizers used to globally synchronize a network [1].}, each $\text{CO_TO_NEXT}(ℓ)$ message making each $\text{leader}_i$ variable progress from $ℓ$ to $\text{Next}(ℓ)$.

It is important to notice that, when a message $\text{CO_TO_NEXT}(ℓ1)$ sent by a process $p_i$ and a message $\text{CO_TO_NEXT}(ℓ2)$ sent by a process $p_j$ (with possibly $p_i = p_j$) are such that $ℓ1 = ℓ2$, they are two messages with the same content and consequently cannot be distinguished by a destination process $p_k$ (the identity of the sender of a message is not part of the message and cannot consequently be used when the message is delivered). This means that the processing of a message $\text{CO_TO_NEXT}(ℓ)$ and the processing of another message carrying the same content are executed in the same context and produce the same result: both allows $\text{leader}_k$ to proceed from the value $ℓ$ to $\text{Next}(ℓ)$. This means that between the processing of two such messages, $\text{leader}_k$ has taken the successive values: $\text{Next}(ℓ), \text{Next} (\text{Next}(ℓ)), \ldots$, until $ℓ$, i.e., a full turn around the logical directed ring. The proof shows that this simple mechanism allows the set of $\text{leader}_i$ variables to eventually contain forever the same value that is the identity of a correct process.

### 3.2 Correctness Proof

The proof considers an arbitrary run. Let $C$ denote the set of processes that are correct in that run.
Lemma 1 \( \forall i \in C : \exists \lambda_i \in \Pi \) and a time \( \tau_i \) such that \( \forall \tau'_i \geq \tau_i : leader_i = \lambda_i. \)

**Proof** Let us first make the two following observations:
- O1: Due the eventual weak accuracy property of \( \Diamond W \), there is a process identity \( \ell \in C \) and a time \( \tau \) such that \( p_k \) is never suspected after \( \tau \), which means that, after that time, no local predicate \( \ell \in \text{suspected}_k \) can be satisfied. It follows that the number of messages \( GO_{\text{TO}_NEXT}(\ell) \) that are sent is finite.
- O2: Due to the fact that the process identities are arranged along a logical ring, the sequence of the successive values of the variable \( \text{leader}_i \) is \( 1, 2, \ldots, n, 1, \ldots \).

Let us assume (by way of contradiction) that there is no process identity \( \lambda_i \) such that after some time \( \text{leader}_i = \lambda_i \) remains true forever. If follows from O2 that \( \text{leader}_i \) takes each value \( 1 \leq k \leq n \), infinitely often, and consequently \( p_k \) executes \( \text{leader}_i \leftarrow \text{Next}(\ell) \) infinitely often. But this contradicts O1 as the number of \( GO_{\text{TO}_NEXT}(\ell) \) that are received by \( p_k \) is finite. \( \square \text{Lemma 1} \)

The next corollary follows directly from the previous lemma and the fact that a crashed process does not send message.

**Corollary 1** \( \forall i, \ell : \text{the number of } GO_{\text{TO}_NEXT}(\ell) \text{ sent by } p_i \text{ is finite.} \)

**Lemma 2** \( \forall i, j \in C : \lambda_i = \lambda_j. \) (In the following \( \lambda \) denotes that value.)

**Proof** Due to the reliable broadcast, \( p_i \) and \( p_j \) delivers the same bag of messages\(^2\). If follows from corollary 1 that these bags are finite. Due to the fact that \( p_i \) and \( p_j \) consume the messages according to the same ring order, and the fact that the bags are equal and finite, it follows that \( \lambda_i = \lambda_j. \) \( \square \text{Lemma 2} \)

**Lemma 3** \( \lambda \) is the identity of a correct process.

**Proof** Let us assume (by contradiction) that \( \lambda \) is the identity of a faulty process. Due to the weak completeness property of \( \Diamond W \), there is a correct process \( p_c \) that suspects permanently \( p_\lambda \) after some time \( \tau_1 \). On another side, it follows from Lemma 1 that the predicate \( \text{leader}_c = \lambda \) remains permanently true from some time \( \tau_c \). It follows that there is a time \( \tau \geq \max(\tau_c, \tau_1) \) at which \( p_c \) broadcasts a message \( GO_{\text{TO}_NEXT}(\lambda) \). When \( p_c \) delivers this message it executes \( \text{leader}_c \leftarrow \text{Next}(\lambda) \), thereby contradicting Lemma 1. \( \square \text{Lemma 3} \)

**Theorem 1** The algorithm described in Figure 1 is a quiescent transformation from \( \Diamond W \) to \( \Omega \). Moreover, the size of each message is \( \log_2(n) \) bits.

**Proof** Due to the Lemmas 1 and 2, there is a time after which all the correct processes have the same leader. Due to Lemma 3, this leader is a correct process. The quiescence of the transformation follows from Corollary 1. Finally, each message carries one process identity. \( \square \text{Theorem 1} \)

### 4 From \( \Diamond W \) to \( \Omega \): an Improvement

#### 4.1 Discarding Messages

Considering the transformation described in Figure 1, let us analyze the following scenario where, while each process \( p_i \) is such that \( \text{leader}_i = \ell \), \( p_i \) crashes and the predicate \( \ell \in \text{suspected}_i \) is satisfied before \( p_i \) receives a message \( GO_{\text{TO}_NEXT}(\ell) \). Every process \( p_i \) consequently broadcasts a message \( GO_{\text{TO}_NEXT}(\ell) \). As we have seen in Section 3.1, until a new leader is elected, each of these messages is taken into account by the task \( T2 \) of each process \( p_i \) during a turn of the ring done by its \( \text{leader}_i \) variable (as we have seen, such a message, taken into account when \( \text{leader}_i = \ell \), triggers the update \( \text{leader}_i \leftarrow \text{Next}(\ell) \)). This means that the

\[^2\text{A bag is a set that can contain several copies of the same element; here, an element of the bag is a message. From the bag point of view, a message } GO_{\text{TO}_NEXT}(k) \text{ sent by } p_x \text{ and a message } GO_{\text{TO}_NEXT}(k) \text{ sent by } p_y \text{ are two copies of the same element.}\]

\( \text{Irisa} \)
concurrent suspicions of \(p_\ell\), each generating a \(\text{GO\_TO\_NEXT}(\ell)\) message, are processed sequentially by each process \(p_i\) (each “during a turn of \(\text{leader}_i\) along the ring”). The idea of the improvement is to allow the algorithm to consider all these messages as a single message, thereby generating a single advance of a \(\text{leader}_i\) variable from \(\ell\) to Next(\(\ell\)), saving accordingly message buffer space.

To attain this goal, for any pair \((x, \ell)\), the set including the \(x\)th \(\text{GO\_TO\_NEXT}(\ell)\) message received from each process \(p_k\) is considered by its receiving process \(p_i\) as a single \(\text{GO\_TO\_NEXT}(\ell)\) message; \(p_i\) considers then the first of these messages and discards the others (if any). This requires (1) to associate the identity of its sender with each message, and (2) to provide each process \(p_i\) with additional local variables that allow it to decide which messages have to be processed and which ones can be discarded. These local data structures are a bag and an integer matrix.

- \(\text{bag}_i\) is a bag where \(p_i\) stores the messages \(\text{GO\_TO\_NEXT}(\ell)\) it has to process, one each time the predicate \(\text{leader}_i = \ell\) becomes satisfied. (The primitive “insert \(a\) into \(\text{bag}_i\)” adds a copy of \(a\) into \(\text{bag}_i\), while the primitive “extract \(a\) from \(\text{bag}_i\)” suppresses a copy of \(a\) from \(\text{bag}_i\).)

- \(M_i[1 : n, 1 : n]\) is an integer matrix whose meaning is the following: \(M_i[k, \ell]\) is the number of \(\text{GO\_TO\_NEXT}(\ell)\) messages that have been broadcast by \(p_k\), to \(p_i\) knowledge.

Let \(y = \max(M_i[j, \ell])\) just before \(p_i\) delivers a \(\text{GO\_TO\_NEXT}(\ell)\) from \(p_k\). Just after it has received the message, \(M_i[k, \ell] = x\) means that this is the \(x\)th \(\text{GO\_TO\_NEXT}(\ell)\) message that \(p_i\) delivers from \(p_k\). According to the previous discussion, \(p_i\) saves that message in \(\text{bag}_i\) for future processing if \(M_i[k, \ell] = x > y\); otherwise \(p_i\) discards the message.

The corresponding transformation algorithm is described in Figure 2. It is made up of three tasks. The tasks \(T1\) is the same in both transformations. The task \(T2\) of the first transformation is now split in two tasks \(T2'\) and \(T2''\) in the second transformation. The size of a message is \(2\log_2(n)\) as a message has now to carry the identity of its sender. As we will see in the proof, as the previous one, this transformation is quiescent. It follows that the values contained in any matrix \(M_i\) are finite even in infinite runs.

```
Init: leader_i ← 1

Task T1 is repeat forever
    if (leader_i ∈ suspected_i) then Broadcast GO_TO_NEXT (leader_i) end_if
end_repeat

Task T2' is repeat forever
    wait until (a new message GO_TO_NEXT(\ell) is delivered);
    let p_k = sender of the message;
    M_i[k, \ell] ← M_i[k, \ell] + 1;
    if (∀j ≠ k: M_i[k, \ell] > M_i[j, \ell]) then Insert GO_TO_NEXT(\ell) into bag_i
    else Discard the message end_if
end_repeat

Task T2'' is repeat forever
    wait until (∃ GO_TO_NEXT(\ell) ∈ bag_i such that (leader_i = \ell));
    Extract GO_TO_NEXT(\ell) from bag_i; leader_i ← Next(leader_i)
end_repeat
```

Figure 2: From \(\Diamond \mathcal{W}\) to \(\Omega\), improved transformation

### 4.2 Correctness Proof

The statements of Lemma 1, Lemma 2, Lemma 3, Corollary 1 and Theorem 1 remain valid when we consider the transformation described in Figure 2. As far Lemma 1 is concerned, its proof is the same as it relies only on the ring structure and the eventual weak accuracy property of \(\Diamond \mathcal{W}\). (Corollary 1 remains consequently
valid.) Except for the message size (that is now $2 \log_2(n)$ bits), the proof of Theorem 1 is the same as before. Only the proofs of Lemma 1 and Lemma 2 have to be modified to take into account the new features of the transformation.

**Proof** (New proof for Lemma 2.)
Let $BAG_i$ be the abstract bag of all the messages that $p_i$ inserts into its concrete bag $bag_i$. To show that $\forall i, j \in C : \lambda_i = \lambda_j$, we show that $BAG_i$ and $BAG_j$ are finite and equal. (The rest of the proof is then same as in the initial proof.)

Among the deliveries to $p_i$ of the $\text{GO} \rightarrow \text{NEXT}(\ell)$ messages broadcast by $p_k$, let us consider the $x$th delivery. We have $M_{ij}[k, \ell] = x$ just after the delivery to $p_i$ of the corresponding message; $p_i$ adds this message to $bag_i$ if and only if ($\forall j \neq k : x > M_{ij}[j, \ell]$) (otherwise it discards it). This means that, when we consider the set made up of the $x$th $\text{GO} \rightarrow \text{NEXT}(\ell)$ message delivered from $p_1$ (if any), the $x$th $\text{GO} \rightarrow \text{NEXT}(\ell)$ message delivered from $p_2$ (if any), etc., the $x$th $\text{GO} \rightarrow \text{NEXT}(\ell)$ message delivered from $p_n$ (if any), $p_i$ considers for future processing only the first of them it delivers. Due to Corollary 1, $BAG_i$ is finite. As $p_j$ does the same, and (due to the validity, integrity and termination properties of the reliable broadcast) $p_i$ and $p_j$ are delivered the same finite bag of messages, it follows that $BAG_i$ and $BAG_j$ are finite and equal. \(\square\) *Lemma 2*

**Proof** (New proof for Lemma 3.) We have to show that $\lambda$ is the identity of a correct process.
Due to Corollary 1, each entry of a matrix $M_i$ stops increasing. If $\lambda$ is the identity of a faulty process, there is a correct process $p_c$ such that eventually $\lambda \in \text{suspected}_c$, remains forever true. Due to Lemmas 1 and 2, there is a time after which $\text{leader}_c = \lambda$ is always true. It follows that, after some finite time, infinitely often $p_c$ broadcasts $\text{GO} \rightarrow \text{NEXT}(\lambda)$. Consequently, the entry $M_i[c, \lambda]$ of a correct process never stops increasing. A contradiction with the fact that each entry of a matrix $M_i$ stops increasing. \(\square\) *Lemma 3*

## 5 Concluding Remark

Both transformations are quiescent and use simple mechanisms to implement an eventual leader facility of the class $\Omega$ from any failure detector of the class $\Diamond \mathcal{W}$. Both assume that the underlying asynchronous system provides the processes with a built-in reliable broadcast facility. In such a context, we have seen that each message has a bounded size (namely $\log_2(n)$ bits for the first transformation, and $2 \log_2(n)$ for the second). The proposed transformations clearly demonstrate that a message needs to carry no more than one or two process identities as soon as a reliable broadcast can be used.

At the underlying network level where the reliable broadcast abstraction is implemented, the size of a message becomes the size of its content (as defined by the upper layer), plus the size of the control information (if needed) it has to carry in order to implement the reliable broadcast abstraction. Implementing a reliable broadcast can require associating a proper identity with each message [7]. This can be done by associating a pair $<$sequence number, sender identity$>$ with each message.\(^3\) Whatever the transformation, at the network level, a message has then to carry a sequence number plus two process identities. As the proposed transformations are quiescent and there are reliable broadcast protocols that are quiescent, this means that the sequence numbers used by each process remain finite in any (possibly infinite) run. Consequently, in any run, the amount of memory space and the size of each message are finite. The second transformation from $\Diamond \mathcal{W}$ to $\Omega$ proposed by Chu [4] enjoys the same property, but while his transformation requires each message to carry a sequence number plus a set of identities of suspected processes (such a set can contain up to $n$ identities), seen from the network level, our transformations require each message to carry a sequence number plus only two process identities. Finally, in the proposed transformations, a process issues a reliable broadcast only when its current leader is suspected. Moreover, these transformations are stable in the sense that a common leader can be demoted only when its is suspected. Differently, in [4], a process issues a broadcast when the set of processes it suspects increases or when it generates a higher sequence number. It follows that, when we consider the proposed transformations and the transformations described in [4] at

\(^3\)It is important to remark that such a pair has to be associated with each message when one has to implement a reliable channel on top of a fair lossy unreliable channel, which means that implementing reliable broadcast on top of a point-to-point communication network and implementing reliable channels have the same cost from a message size point of view.

Irísa
the send/receive network level, they constitute two distinct approaches to go from $\Diamond W$ to $\Omega$. The paper has investigated the benefits provided by an underlying reliable broadcast facility (design simplicity and efficiency measured from a message size criterion).
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