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Abstract

We describe how you end up in a temporal planner by building a classical (non-temporal) nonlinear planner on top of a time map management system. In particular, we motivate some requirements for the underlying time map manager, and describe the distribution of labour between the two components.

Planificateur Temporel =
Planificateur Non-Linéaire
+ Gestionnaire de Contraintes Temporelles

Résumé

On décrit comment on obtient un planificateur temporel en construisant un planificateur non-linéaire classique (non-temporel) sur un système de gestion de contraintes temporelles. En particulier, on explicite les prérequis concernant le gestionnaire de contraintes temporelles sous-jacent, et on décrit la distribution des traitements entre les deux composants.
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1 The Problem Addressed

As reported [Dean and McDermott, 1987], one of Dean’s motivations to start research on systems for time map management in the early mid-eighties was the idea to use them for implementing planners. Since then, both planning and time map management have been the subject of continuing interest, and a number of time map management systems and quite a large number of linear or nonlinear planners of the classical line have been built. However, only very few of these planners actually use a time map manager, notable exceptions being, e.g., FORBIN [Dean et al., 1988] and O-PLAN2 [Drabble and Kirby, 1991]. Given that both classical planning and time map management are relatively well understood, that should be a surprise: Why don’t more people use a technique that is available and can be of obvious help?

One of the reasons for that may be that the interplay between a time map manager and a nonlinear planner using it is non-trivial, imposing constraints and requirements on the functionalities of both of them, and on the distribution of labour between them. In this paper, we describe the problem and propose a solution, thereby proposing a modular architecture of a temporal, nonlinear planner. What we describe is implemented in the experimental planner TRIPTIC [Rutten, 1991].

The paper is organized as follows. After giving a sketch of the relevant notions of time maps and plans in section 2, we first describe in section 3 how to map plans into time maps statically, and then turn in section 4 to the questions of how to generate these plans and how to distribute the planning effort between time map manager and planner. Section 5 concludes.

2 Basic Concepts for Time Maps and Plans

In this section, we very briefly recapitulate the basic notions of time maps and plans as far as they are relevant for this paper. The reader who is fit in the respective areas may skip the respective subsections, or just browse through to pick up the terminology. Examples for the concepts described here can be found in subsequent sections.
2.1 Time Maps and Time Map Management

As basic references for work on time map management, and for more exact definitions and more comprehensive explanations, take, e.g., the original work by Dean [Dean, 1985; Dean and McDermott, 1987], or work describing the time map management system MTMM [Materne, 1991; Groß et al., 1992], which we have used for implementing the work reported here, and the theoretical basis of which is presented in the following in a simplified form.

A time map is a database containing temporally qualified tokens. A token represents the fact that an event of some type is true over some interval. (We will notate tokens with the upper capital $T$ or other capitals lexically close to it.) A token $T$ is represented in the time map by representing

- its token type,
- its start point $\sigma_T$ and its end point $\eta_T$,
- the duration of $T$, expressed as the temporal relation between $\sigma_T$ and $\eta_T$.

(We denote points with lowercase greek letters throughout the text, where $\sigma$ and $\eta$ with the respective subscripts denote token start and end points, respectively.)

A temporal relation $\varphi[x, y]\psi$ between two points $\varphi, \psi$ is a pair $[x, y], x \leq y$, of rational numbers, where $x$ (resp. $y$) is to be interpreted as the lower (resp. upper) bound of the temporal distance between $\varphi$ and $\psi$. (We sometimes call temporal relations constraints here.) If $x = y$, then the relation is exact, otherwise it is called vague. Note that temporal relations are defined between arbitrary points, not just start and end of the same token. Absolute time information may be expressed as the temporal relation to some reference point, say, midnight. In general, there may be many different temporal relations $[x_i, y_i]$ between a pair of points; hence, the minimized relation $\varphi(x, y)\psi$ between $\varphi$ and $\psi$ is defined by $x = \max(x_i)$ and $y = \min(y_i)$. The minimized relation between the start and end of a token is the token interval. A time map is constraint inconsistent, if $\varphi(x, y)\psi$ and $x > y$ holds for any two points $\varphi, \psi$.

The time map management system makes no deductions w.r.t. its tokens, i.e., from a token $P$ of type $\mathcal{P}$, another token $Q$ of type $\mathcal{Q}$ and some implication $\mathcal{P} \land \mathcal{Q} \rightarrow \mathcal{R}$, it will not be inferred that another token of type $\mathcal{R}$ is valid over the overlapping interval of $P$ and $Q$. If such deductions are required, they must be done outside the time map manager. However, as one of its central features, a time map manager handles tokens of contradictory types, where two token
types $S$ and $T$ must and can be explicitly defined as contradictory. This leads to a second form of inconsistency, called token inconsistency. Two tokens are inconsistent, if they are contradictory and overlapping, where two tokens $S, T$ with $\sigma_S(\text{ssmin}, \text{ssmax}) \sigma_T$ and $\sigma_T(\text{semin}, \text{semax}) \eta_S$ overlap, iff $\text{ssmax} \geq 0$ and $\text{semax} \geq 0$, or analogously with $S$ and $T$ interchanged.

Now, the question is what to do if a time map is constraint inconsistent or token inconsistent. As to constraint inconsistency, nothing can be done; it can be remedied only by asking the user (which can be a human or an artificial system, e.g., a planner) to withdraw constraints. Token inconsistency is more interesting. Depending on whether minimized relations involved are exact or vague, tokens may overlap definitely or non-definitely. Two tokens $S, T$ as above overlap definitely iff $\text{ssmin} \geq 0$ and $\text{semin} \geq 0$, or analogously for $S$ and $T$ interchanged; they overlap non-definitely, iff they overlap and do not overlap definitely. If contradictory tokens definitely overlap, then nothing can be done to resolve the contradiction in the time map, and it is again up to the user to withdraw constraints.

If they non-definitely overlap, persistence clipping is possible: a clipping constraint constrains the end point of the token that starts earlier, to be before the start point of the token starting later, or analogously if only the ends of tokens are comparable. This pre-order may be undetermined. In this case, the user must choose how to clip. Moreover, the user may choose to postpone clipping even if it is unique; hence, the time map manager does not guarantee token consistency in every system state. (This is discussed in detail in [Groß et al., 1992].) We will see that this postponing is an important feature of a time map manager if you use it for planning.

### 2.2 Plans

We now turn to recapitulating some concepts of classical plans. Note that the issue here is not that much planning, i.e., the process of generating plans, but we focus on the more declarative concepts related with planning, omitting nearly all details concerning, e.g., control issues, abstraction, or uncertainty management, which are important for planning. For more details about planning as a whole, consult an survey paper like [Hendler et al., 1990], a textbook like [Hertzberg, 1989], or a source book like [Allen et al., 1990]. Moreover, even the declarative concepts are simplified, compared to more sophisticated planners like SIPE [Wilkins, 1988]. In particular, we assume that all conditions in
plans be *propositional* literals.

A *plan* is a pair $\langle \Theta, \prec \rangle$, where $\prec$ is a strict (possibly partial) ordering on $\Theta$ and $\Theta$ is a *task* set, where a task is an instance of an *operator*, which is the representation of some class of actions in the real world. Operators are defined by their *preconditions* and *postconditions*, where the preconditions must hold for an instance of the operator to be applicable, and the postconditions will be true after its execution. In the case of *temporal* planning, i.e., planning respecting numerical time information, an operator is given a *duration*. A plan contains two dummy tasks *start* and *goal*, where *start* is the $\prec$-smallest, and *goal* the $\prec$-largest element in the plan. The postconditions of *start* are a description of the initial situation, i.e., the situation in which the plan execution starts; the precondition of *goal* is a (partial) description of the set of features that shall be true in a desired situation.

If a task $s$ generates a condition $C$ and $s$ is not ordered after task $t$, i.e., $t \not\prec s$, then $C$ *possibly persists* until $t$, if in some linearization of the tasks in the whole plan, $C$ is not destroyed between $s$ and $t$, i.e., there is a linearization $\prec'$ such that $s \prec' t$, and there is no task $u$ generating $\neg c$ such that $s \prec' u \prec' t$. There is a *dependency* between $s$ and $t$ w.r.t. $C$, if $C$ possibly persists from $s$ until $t$ and $C$ is among the preconditions of $t$. There is a *conflict* between a task $t_d$ (the destroyer task) and a dependency between $t_p$ (the producer task) and $t_n$ (the needer task) wrt. $C$, if there is a linearization $\prec'$ of $\prec$ such that $t_p \prec' t_d \prec' t_n$, i.e., the destroyer can be linearized between the producer and the needer. See [Hertzberg and Horz, 1989] for a more extensive treatment of the notions of dependency and conflict; dependencies are sometimes called *causal links*, e.g., [McAllester and Rosenblitt, 1991].

So, there are in fact two orderings in a plan, the difference between which is important for this paper. First, there is the temporal ordering $\prec$, which means that a task $s$ must be executed temporally before $t$ if $s \prec t$. Second, there is the ordering induced by dependencies. Note that temporal and dependency ordering are different as independent tasks may be ordered in time. However, if $t$ depends on $s$, then $s$ must not follow $t$ in time; hence, the temporal order is stronger than the dependency order.

Pragmatically, there is another notion that is relevant here when generating plans, which is classically called *helpful interaction*. We said that this is just a pragmatic notion because a helpful interaction is a plain dependency, with the only feature that it has emerged occasionally in the process of generating a plan: a precondition $C$ of some task $t$ turns out to be produced by some other
task $s$ (and possibly conflicted by some third task) without having explicitly cared about it. We just introduce this notion because it will be of interest in the planner TRIPTIC below.

3 Mapping Plans into Time Maps

We will now see how these two kinds of concepts can be integrated into a temporal representation of plans, first giving the representation of tasks, and then seeing how several tasks can interact, in particular in conflicts.

3.1 Representing tasks in a time map

A task $t$ is represented in its temporal dimension by a token $T$ as illustrated in fig. 1. Its duration is represented by the duration of $T$. (In the following, the type of task tokens is unimportant; simply assume that all task tokens are of some arbitrary type, say, $T$. Moreover, whenever this causes no confusion, we will not distinguish between a task and a task token representing it.) Other constraints between points are given in terms of “before” or “after”, corresponding respectively to the quantitative temporal relations $[0, +\infty]$ and $[-\infty, 0]$.

A condition $C$ is represented as a token of some type $C$. Preconditions of $T$ are constrained to be true at the start of $T$: i.e., for each precondition $Pre$, its start $\sigma_{Pre}$ is before $\sigma_T$ (relation $r_1$ in fig. 1) and $\eta_{Pre}$ is not before $\sigma_T$ (relation $r_2$). Note that nothing is required as to the overlapping of $Pre$ and $T$; preconditions both overlapping tasks (partially or completely) and preconditions terminated by the start of the task can be represented. Postconditions are
Figure 2: A flexible temporal constraint for postconditions with the interval of parallel execution of producer and needer task shown between dashed lines.

constrained to be true at the end of the task, i.e., for a postcondition Post, \( \sigma_{Post} \) is after \( \sigma_T \) (relation \( r_3 \)) and not after \( \eta_T \) (relation \( r_4 \)): this represents the fact that the effects are produced during the execution of the task, and \( \eta_{Post} \) is after \( \eta_T \) (relation \( r_5 \)): this represents that the effects still hold at the end of the action. Usually, pre- and postconditions will overlap; if the postcondition is of a type contradictory to that of a condition in the environment, e.g., when it is the negation of a precondition, then the "deletion" effect will be handled by the persistence clipping mechanism of the TMM. A plan is represented by the set of tasks, and the relations between the start and end points of their tokens.

Note that this action representation is more expressive than, e.g., DEVISER's [Vere, 1983] in that it deals symmetrically with task start and end times and allows to state temporal relations between arbitrary points. E.g., it is possible to encode numerical information about the time of occurrence of each individual postcondition directly.

These constraints are given explicitly between the task token and tokens representing conditions in the environment. This entails, however, indirect constraints between token intervals of different tasks, especially through the conditions of dependencies, that are preconditions of a needer task, and postconditions of a producer task: the corresponding constraints are illustrated in fig. 2, showing that the producer need not be terminated for the needer to start, which is to be interpreted as a partially overlapping execution.

Note that this constraints scheme involves choices that may be discussed. In particular, constraining effects to begin during the task's execution intervals does not allow to account for delayed effects (starting after the end of the task). However, these considerations are adaptable, and depend on the application.
Figure 3: The temporal constraints involved in a conflict, including the clipping constraint for solving it.

domain.

Note further that one could use fully quantitative constraints to dispose the intervals relatively, with greater precision, defining for each pre- or post-condition how long after or before the start or end of the task token it starts or ends. As already said, the qualitative relation “before” is quantitatively represented by the weakest numerical constraint, \([0, +\infty]\), which is compatible with further, more precise, numerical information. This way, precise quantitative information is just a special case of the quantitative relations we will use henceforth.

3.2 Conflicts

Conflicts are treated by the time map manager, i.e., by temporal constraints, especially by persistence clipping between contradicting tokens intervals, as illustrated in fig. 3. The figure should also make plausible that the classical handling of conflicts as presented in section 2.2 is a special case of the view presented here, where tasks have unit durations.\(^1\) We now briefly explain how conflicts are handled.

Detection and solving. Given our time map representation of actions, pre-conditions, and postconditions, conflicts show in the time map as overlapping

\(^1\)Note that there is a problem in avoiding an overlap of contradictory tokens in the "clipping point". We omit this problem like we have omitted the possibility of defining the borders of token intervals to be open or closed. For example, it must be avoided to specify a task of zero duration with a contradictory pair of pre- and postconditions. [Horz, 1993] describes some intricacies of the problem and their ramifications.
contradictory condition tokens, and they can be solved by clipping the persistence of one of the condition tokens involved: If there is a relation possibly ordering some of their extremities, then the interval that is possibly before the other is linearized before the other. Note that if any of the points of an interval is before (after, resp.) a point of the other interval, then there is only one allowable clipping. In effect, all the points of the clipped interval will be before (after, resp.) all the points of the other interval. In some cases, the condition token and contradictory condition token involved in a conflict are unordered; as an example consider the situation in fig. 3 without the clipping constraint r2. In this case, there are two linearizations of the two tokens, both of which solve the conflict. It may depend on third tasks in the plan which linearization is preferable; if there is, e.g., a needer of the contradictory condition non-C after the needer N in fig. 3, then non-C should be linearized after C as by r2. To avoid early overcommitments in ordering conditions, a decision about which linearization to choose should be postponed in such a case, temporarily leaving the conflict in the plan.

Note, however, that not every pair of overlapping contradictory tokens represents a conflict. Consider, e.g., the case that two non-ordered tasks s and t produce P and non-P, respectively, both of which are not used by any of the tasks later in the plan. This would yield overlapping contradictory tokens; however, persistence clipping would mean to order the respective producers, which would result in an unnecessary ordering constraint in the tasks of the plan: given that there is no needer of the conditions P and non-P, it is unimportant which of the two holds after executing both s and t. So, in order to avoid overconstraining the task ordering, the time map manager must tolerate to postpone clipping although being aware of overlapping contradictory tokens—be they part of a conflict or not.

**Influence on the relation between tasks.** Clipping contradictory tokens entails a particular temporal relation between the needer and the destroyer of a condition. This relation is obtained indirectly through the condition in the environment around which the conflict occurs, as illustrated in fig. 3: it involves the precondition-typical relation between the start of the needer and the end of the condition (r1), the clipping constraint r2 between the condition and its contradictory condition, and the postcondition-relation between the contradictory condition and its producer, i.e., the destroyer of the condition (r3). One way of describing the meaning of this relation is to say that "the needer must begin before the destroyer ends", i.e., that the needer must have
finished needing the condition, before the destroyer can destroy it by producing a contradictory effect.

This treatment of conflicts has the advantage of centering the constraining of relations between tasks on the involved conditions in the environment. As a consequence, two other tasks involved in a conflict regarding the same tokens will take profit from the solving through the persistence clipping. The conflict has been solved once for all, and "encoded" in the constraints between the conditions tokens.

4 A Time Map Based Temporal Nonlinear Planner

We now sketch the temporal planner TRIPTIC which is presented more completely elsewhere [Rutten, 1991]. We will concentrate on its temporal aspects, and present only informally a sketch of the generation algorithm. Using the ideas presented in the previous section, it is built on top of the time map manager MTMM [Materne, 1991; Materne and Hertzberg, 1991], which in turn implements the concepts presented in section 2.1. TRIPTIC generates non-linear plans, interpreted as a set of tasks executable in parallel, i.e., on overlapping intervals, when the constraints allow so.

The distribution of labour between the two components is as follows:

- The planner handles the logical dependencies between tasks and their organization towards the goal of the planning problem, respecting interactions. The important point is that the plan structure does not contain any explicit information about the temporal precedences of tasks in general: it just contains their logical dependencies.

- The time map manager handles all the temporal information, in particular all the quantitative constraints between points. As far as this information concerns relations between tasks, it is given to the time map manager by the planner. Other temporal relations are determined by the time map manager and the model of the environment. In particular, the time map manager is responsible for detecting possible helpful interactions, and for detecting and handling conflicts. This temporal part implements the concepts of the previous section.
We will now explain how the planner works, interacting with the temporal part by posting new constraints or querying the existing ones.

**Task and plan representation.** Seen from the planner's point of view, a task is a four-tuple: \( \langle t, d, Pre, Post \rangle \), where \( t \) is the name of the task, \( d \) is its duration, the preconditions set \( Pre \) is a set of conditions, as is the set of postconditions \( Post \).

The basic element of a plan is a dependency \( \langle t, C, n \rangle \), defined by a producer task \( t \) (which may be the virtual task \( start \)), the condition produced \( C \), and a needer task \( n \) (which might be the virtual task \( goal \)). An unsolved dependency has no known producer: we will note this by a \( \perp \) for the producer: \( \langle \perp, C, n \rangle \). An unneeded produced dependency has the same structure, but, symmetrically, with no specified needer:\( \langle t, C, \perp \rangle \).

The dependencies contained in the plan are classified into four groups. The *unsolved dependencies* are those that are needed in the plan and for which there is no producer task in the plan yet. The *possibly solved dependencies* are those for which there is already a producer in the plan such that it is possible that the dependency is solved by a helpful interaction, i.e., there is a producer task and there is no constraint forbidding it to be the producer for that particular dependency.

The *solved dependencies* are those needed by a task in the plan, and for which a producer is present and identified in the plan. The *produced dependencies* are all the postconditions of all the tasks in the plan, including the effects that are not needed by another task in the plan. This allows to know about all the effects of the tasks in the plan, whereas the solved dependencies indicate only the dependencies directly relevant to the plan, i.e. needed for its coherence. In this sense, the solved dependencies are a subset of the produced dependencies.

**Plan generation.** An informal sketch of the algorithm is given in table 1. The plan is initialized with unsolved dependencies for all conditions of the goal situations (with needer task \( goal \)), and produced dependencies for all conditions of the initial situation (with producer task \( start \)). We assume that the time map contains tokens \( Start \) and \( End \) that represent the \( start \) and \( end \) tasks in the plan, respectively.

The plan is generated backwards, expanded in a tree-like fashion, starting from the goal dependencies, as in classical non-linear planning. There are three points where the planning algorithm and the time map manager interact, which we will briefly describe: the input of constraints, the handling of conflicts, and
while there are unsolved dependencies
do choose one of them: \( u = (\bot, C, n) \); 
choose a task producing \( C \) (i.e., \( \langle t, d, Pre, Post \rangle \) such that \( C \in Post \)); 
input the new temporal constraints for \( t \) and \( u \); 
look for conflicts and handle them; 
replace \( u \) in the plan by the solved dependency \( \langle t, C, n \rangle \); 
add unsolved dependencies in the plan for all \( D \in Pre: \langle \bot, D, t \rangle \); 
criticize the plan
end

Table 1: A sketch of the generation algorithm, with calls to the TMM (in boldface).

The critique of the plan.

The input of the new temporal constraints in the time map manager, for a task \( \langle t, d, Pre, Post \rangle \) and a dependency \( u = (\bot, C, n) \), is described in table 2, and realizes the relations shown in fig. 2.

Conflicts are handled as described in section 3.2. They are treated by the time map manager, thus the planner is released from managing these interactions.

The critique of the plans concerns mainly helpful interactions, as defined in section 2.2. It involves checking the unsolved dependencies, in order to see if there exists a producer for their condition, that could possibly become the producer solving the dependency. The criterion is that such a producer task \( p \) and the condition it produces \( C \) should be able to satisfy the constraints with the needer task \( n \), as illustrated in fig. 2 in the time map representation. Thus, a helpful interaction is possible between a token \( P \) (representing task \( p \)) and task \( N \) (representing task \( n \)) w.r.t. a condition \( C \), iff \( \neg (\sigma_N \text{ before } \sigma_C \lor \sigma_N \text{ after } \eta_C) \). This is tested, for each unsolved dependency and each producer of the concerned condition, by querying the time map manager.

If this helpful interaction is possible, it can be realized, by inputting the corresponding constraints between \( C \) and \( N \) in the time map, namely the precondition relations \( n_1 \) and \( n_2 \) in table 2 (see also fig. 2). In TRIPTIC this is done in a delayed way, in order to control the generation algorithm. Plan expansions are made only for unsolved dependencies for which there is no possible helpful interaction. The others are considered to be possibly solved. But in order to avoid premature commitments and over-constraining, the realization of the interactions (i.e. input of the temporal constraints) is postponed until
input token $T$ of duration $d_T$ for task $t$;

constrain $\sigma_T$ after $\eta_{\text{start}}$;

*** constrain $C$ as a precondition of $n$ as in fig. 2, i.e.:

constrain $\sigma_C$ before $\sigma_n$;  \hspace{1cm} (relation $n_1$)

constrain $\eta_C$ after $\sigma_n$;  \hspace{1cm} (relation $n_2$)

*** constrain all postconditions of $t$, i.e.:

for each $P'$ in $Post$ do

input token $P$ for condition $P'$;

constrain $\sigma_P$ after $\sigma_t$;  \hspace{1cm} (relation $p_1$)

constrain $\sigma_P$ before $\eta_t$;  \hspace{1cm} (relation $p_2$)

constrain $\eta_P$ after $\eta_t$;  \hspace{1cm} (relation $p_3$)

end;  

Table 2: The constraints for a task $(t, d_t, Pre, Post)$ solving dependency $u = (L, C, n)$ in
the plan.

there is no more unsolved dependency left.

The plan expansion ends when there are no more unsolved dependencies.
Then, possibly solved dependencies are taken into account, and the helpful
interactions are "realized": the corresponding constraints are added to the
plan. As these dependencies have been selected as being possibly solved, there
was no constraint in the plan causing conflicts involving them. However, in-
roducing additional constraints in the plan can cause helpful interactions for
the other possibly solved dependencies that are not yet realized. Therefore,
the plan is also criticized between realizations.

Note that the detection and solving of conflicts as described above, is per-
formed without intervention on the plan structure, and especially without
breaking already solved dependencies.

5 Conclusion

We proposed a way to build a temporal planner as a nonlinear planner on top
of a time map manager (TMM). We described the distribution of the work
between the two components, showing that all the temporal information can
be treated by the TMM, which leaves the planner with its essential work: deal
with dependencies. Thus, the planner is simplified in that some of the work it
classically does, is here transmitted to the temporal level, i.e., to the TMM.
The standard TMM mechanism of persistence clipping proves very useful for detecting and handling conflicts; the TMM used must, however, tolerate to work on time maps that are not token consistent, which forbids to use Dean's original TMM [Dean and McDermott, 1987]. Note that this is a weakness in Dean's original work, rather than a weakness of our particular approach to mapping plans into time maps. As discussed in section 3.2, not every pair of overlapping contradictory tokens in a plan should be resolved; in the TMM, however, you are forced to do so.

The non-linear planner gives only a partial order between tasks: combined with the temporal representation, this allows to interpret a plan as a set of possibly overlapping parallel tasks. Using a TMM has the advantage that it is possible to use quantitative information (numerical delays, durations, etc.); the qualitative relation "before" represented as $[0, +\infty]$ is compatible with this more precise data.

Possible extensions of the planner TRIPTIC include using the TMS functionalities in the TMM: the possibility of taking back constraints in the TMM can be useful when backtracking in the search process of the planner. The way numerical quantitative information could be input simply and shortly (i.e., without having to say everything) in the task descriptions should be improved. Also, the resulting time map, after a plan generation, consists of a huge temporal data-base: user-friendly ways of outputting it, and exploiting the information there, would be precious. The search strategy of TRIPTIC is presently experimentally naïve and would deserve more attention.
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