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Abstract—This paper surveys the main functionalities of the PLASMA statistical model checking platform developed at Inria.
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I. CONTEXT

Quantitative properties of stochastic systems are usually specified in logics that allow one to compare the measure of executions satisfying certain temporal properties with thresholds. The model checking problem for stochastic systems with respect to such logics is typically solved by a numerical approach [1], [6] that iteratively computes (or approximates) the exact measure of paths satisfying relevant subformulas; the algorithms themselves depend on the class of systems being analysed as well as the logic used for specifying the properties.

Another approach to solve the model checking problem is to simulate the system for finitely many runs, and use hypothesis testing to infer whether the samples provide statistical evidence for the satisfaction or violation of the specification [35]. This approach is known as statistical model checking (SMC) and is based on the notion that since sample runs of a stochastic system are drawn according to the distribution defined by the system, they can be used to obtain estimates of the probability measure on executions. Starting from time-bounded PCTL properties [35], the technique has been extended to handle properties with unbounded until operators [29], as well as to black-box systems [28], [35]. Tools, based on this idea have been built [16], [30], [35], and have been used to analyse many systems that are intractable numerical approaches.

The SMC approach enjoys many advantages. First, the algorithms require only that the system be simulatable (or rather, sample executions be drawn according to the measure space defined by the system). Thus, it can be applied to larger class of systems than numerical model checking algorithms, including black-box systems and infinite state systems. In particular, SMC avoids the ‘state explosion problem’ [7]. Second the approach can be generalized to a larger class of properties, including Fourier transform based logics. Third, SMC requires many independent simulation runs, making it easy to parallelise and scale to industrial-sized systems.

While it offers solutions to some intractable numerical model checking problems, SMC also introduces some additional problems. First, SMC only provides probabilistic guarantees about the correctness of the results. Second, the required sample size grows quadratically with respect to the required confidence of the result. This makes rare properties difficult to verify. Third, only the simulation of purely probabilistic systems is well defined. Nondeterministic systems, which are common in the field of formal verification, are especially challenging for SMC.

In this invited talk, we will overview and compare some of the existing statistical model checking algorithms. We will then present PLASMA, a modular statistical model checker being developed at Inria, which addresses the problems of rare events and nondeterminism described above. Finally, some experiments will conclude the paper.

II. ON STATISTICAL MODEL CHECKING

Consider a stochastic system $S$ and a logical property $\varphi$ that can be checked on finite executions of the system. Statistical Model Checking (SMC) refers to a series of simulation-based techniques that can be used to answer two questions: (1) Qualitative: Is the probability for $S$ to satisfy $\varphi$ greater or equal to a certain threshold? and (2) Quantitative: What is the probability for $S$ to satisfy $\varphi$? In contrast to numerical approaches, the answer is given up to some correctness precision.

In the sequel, we overview two SMC techniques. Let $B_i$ be a discrete random variable with a Bernoulli distribution of parameter $p$. Such a variable can only take 2 values 0 and 1 with $Pr[B_i = 1] = p$ and $Pr[B_i = 0] = 1 - p$. In our context, each variable $B_i$ is associated with one simulation of the system. The outcome for $B_i$, denoted $b_i$, is 1 if the simulation satisfies $\varphi$ and 0 otherwise.

Qualitative Answer: The main approaches [35], [28] proposed to answer the qualitative question are based on sequential hypothesis testing [31]. Let $p = Pr(\varphi)$. To determine whether $p \geq \theta$, we can test $H : p \geq \theta$ against $K : p < \theta$. A test-based solution does not guarantee a correct result but it is possible to bound the probability of error. The strength of a test is determined by two parameters, $\alpha$ and $\beta$, such that the probability of accepting
where \( K \) (respectively, \( H \)) when \( H \) (respectively, \( K \)) holds, called a Type-I error (respectively, a Type-II error) is less or equal to \( \alpha \) (respectively, \( \beta \)). A test has ideal performance if the probability of the Type-I error (respectively, Type-II error) is exactly \( \alpha \) (respectively, \( \beta \)). However, these requirements make it impossible to ensure a low probability for both types of errors simultaneously (see [31], [35] for details). A solution is to use an indifference region \([p_1, p_0]\) (given some \( \delta \), \( p_1 = \theta - \delta \) and \( p_0 = \theta + \delta \)) and to test \( H_0 : p \geq p_0 \) against \( H_1 : p \leq p_1 \). We now sketch the Sequential Probability Ratio Test (SPRT). In this algorithm, one has to choose two values \( A \) and \( B \) (\( A > B \)) that ensure that the strength of the test is respected. Let \( m \) be the number of observations that have been made so far. The test is based on the following quotient:

\[
p_{1m} = \frac{1}{P_{0m}} \prod_{i=1}^{m} Pr(B_i = b_i | p = p_1) = \frac{p_1^{b_1} (1 - p_1)^{m-b_1}}{p_0^b (1 - p_0)^{m-b_0}},
\]

where \( d_m = \sum_{i=1}^{m} b_i \). The idea is to accept \( H_0 \) if \( \frac{p_{1m}}{p_{0m}} \leq A \), and \( H_1 \) if \( \frac{p_{1m}}{p_{0m}} \geq B \). The algorithm computes \( \frac{p_{1m}}{p_{0m}} \) for successive values of \( m \) until either \( H_0 \) or \( H_1 \) is satisfied. This has the advantage of minimizing the number of simulations required to make the decision.

**Quantitative Answer:** In [15], Peyronnet et al. propose an estimation procedure to compute the probability \( p \) for \( S \) to satisfy \( \varphi \). Given a precision \( \delta \), the Chernoff bound [23] is used to compute a value for \( p^* \) such that \( |p^* - p| \leq \delta \) with confidence \( 1 - \alpha \). Let \( B_1 \ldots B_m \) be \( m \) Bernoulli random variables with parameter \( p \), associated to \( m \) simulations of the system considering \( \varphi \). Let \( p^* = \sum_{i=1}^{m} b_i / m \), then the Chernoff bound [23] gives \( Pr(|p^* - p| \geq \delta) \leq 2e^{-2m\delta^2} \). As a consequence, if we take \( m = \lceil \ln(2/\alpha) / (2\delta^2) \rceil \), then \( Pr(|p^* - p| \leq \delta) \geq 1 - \alpha \).

**A. Rare Events**

Statistical model checking avoids the exponential growth of states associated with probabilistic model checking by estimating probabilities from multiple executions of a system and by giving results within confidence bounds. Rare properties are often important but pose a particular challenge for simulation-based approaches, hence a key objective for SMC is to reduce the number and length of simulations necessary to produce a result with a given level of confidence. In the literature, one finds two techniques to cope with rare events: importance sampling and importance splitting.

In order to minimize the number of simulations, importance sampling works by estimating a probability using weighted simulations that favour the rare property, then compensating for the weights. For importance sampling to be efficient, it is thus crucial to find good importance sampling distributions without considering the entire state space. In [17], we presented a simple algorithm that uses the notion of cross-entropy minimisation to find an optimal importance sampling distribution. In contrast to previous work, our algorithm uses a naturally defined low dimensional vector of parameters to specify this distribution and thus avoids the intractable explicit representation of a transition matrix. We show that our parametrisation leads to a unique optimum and can produce many orders of magnitude improvement in simulation efficiency (See Section IV-D).

One of the open challenges with importance sampling is that the variance of the estimator cannot be usefully bounded with only the knowledge gained from simulation. Importance splitting achieves this objective by estimating a sequence of conditional probabilities, whose product is the required result. In [18] we motivated the use of importance splitting for statistical model checking and were the first to link this standard variance reduction technique [19] with temporal logical. In particular, we showed how to create score functions based on logical properties, and thus define a set of levels that delimit the conditional probabilities. In [18] we also discussed the necessary and desirable properties of score functions and levels, and gave two importance splitting algorithms: one that uses fixed levels and one that discovers optimal levels adaptively.

**B. Nondeterminism**

Markov decision processes (MDP) and other nondeterministic models interleave nondeterministic actions and probabilistic transitions, possibly with rewards or costs assigned to the actions [2], [26]. These models have proved useful in many real optimisation problems (see [32], [33], [34] for a survey of applications of MDPs) and are also used in a more abstract sense to represent concurrent probabilistic systems (e.g., [3]). Such systems comprise probabilistic subsystems whose transitions depend on the states of the other subsystems, while the order in which concurrently enabled transitions execute is nondeterministic. This order may radically affect the expected reward or the probability that a system will satisfy a given property. Numerical model checking may be used to calculate the upper and lower bounds of these quantities, but a simulation semantics is not immediate for nondeterministic systems and SMC is therefore challenging.

SMC cannot be applied to nondeterministic systems without first resolving the nondeterminism using a scheduler (alternatively a strategy or a policy). Since nondeterministic and probabilistic choices are interleaved, schedulers are typically the same order of complexity as the system as a whole and may be infinite.

In [22] we presented the basis of the first lightweight SMC algorithms for MDPs and other nondeterministic models, using an \( O(1) \) representation of history-dependent schedulers. Our solution is based on pseudo-random number generators and an efficient hash function, allowing schedulers to be sampled using Monte Carlo techniques. Previous attempts to apply SMC to nondeterministic models [4], [21], [14], [12] have been memory-intensive (heavyweight) and incomplete.
in various ways. The algorithms of [4], [12] consider only systems with ‘spurious’ nondeterminism that does not actually affect the probability of a property. In [21] the authors consider only memoryless schedulers and do not consider the standard notion of optimality used in model checking (i.e., with respect to probability). The algorithm of [14] addresses a standard qualitative probabilistic model checking problem, but is limited to memoryless schedulers that must fit into memory and does not in general converge to the optimal scheduler.

III. THE PLASMA STATISTICAL MODEL CHECKER

PLASMA [24] is an efficient self-contained SMC tool and software library [5] written in Java. PLASMA features a customisable simulator class that allows SMC functionality to be added to existing domain-specific modelling platforms, such as DESYRE1, and allows rapid prototyping of formal verification solutions using, e.g., Scilab2, MATLAB and SIMULINK3. High performance standalone model checkers can also be constructed with PLASMA by including a suitable language parser in the simulator class. PLASMA’s integrated development environment (IDE) provides the reactive modules modelling language as standard and facilitates distributed simulation. Importantly, PLASMA can work with multiple user-defined language plug-ins, which can take advantage of all the IDE’s features. In contrast, other dedicated SMC tools, such as YMER4, VESPA, APMC5 and COSMOS6 each use a single modelling language. The tool MRMC7 has both numerical and statistical functionality, but takes as input an explicit textual description of a Markov chain and maintains it in memory. This approach makes MRMC impractical as an SMC tool. Other numerical model checking tools that have added SMC functionality, such as PRISM8 and UPPAAL9, are nevertheless limited to their own modelling language, albeit that these languages may encompass different semantics (e.g., [11], [10]).

A. Properties

PLASMA accepts properties described in a form of bounded linear temporal logic (BLTL) extended with custom temporal operators based on concepts such as minimum, maximum and mean of a variable over time.

B. Model Checking Modes

PLASMA offers three basic modes of model checking: simple Monte Carlo, Monte Carlo using a Chernoff confidence bound and sequential hypothesis testing. There is also a simulation mode for debugging. Rare event model checking modes, such as importance sampling and importance splitting, can be implemented as part of the simulator class when the modelling semantics support them.

- Monte Carlo: the user explicitly specifies the number of simulations that PLASMA must use to estimate the probability of a property.
- Chernoff: the user specifies an absolute error δ and a probability α. PLASMA calculates the number of simulations required to ensure that the resulting estimate is within ±δ of the correct value with minimum probability 1 − α.
- Sequential: PLASMA adopts the sequential hypothesis ratio test of [31] to verify that the probability of a property is above a user-specified threshold. The user also specifies a level of indifference and parameters to control errors of Types I and II. The number of simulations is not specified a priori: simulations are performed as necessary. See [31], [35] for details.

C. Graphical User Interface

The GUI provides an integrated development environment (IDE) to facilitate the use of PLASMA as a standalone statistical model checker with multiple ‘drop-in’ modelling languages. To demonstrate this, we have included a biochemical language and a language based on reactive modules. The website [24] includes other examples. The GUI implements the notion of a project file, that links the description of a model to a specific modelling language simulator and a set of associated properties and experiments. The GUI also provides 2D and 3D graphical output of results and implements a distributed algorithm that will work with any of its associated modelling languages.

D. Usage

PLASMA is usually invoked via its GUI. It may also be invoked from the command line or embedded in other software as a library. In addition to the GUI, PLASMA provides an SMC engine in the form of a pre-compiled jar file. A source template is also provided to create custom simulator classes. The minimum requirement to create a custom simulator is to implement methods that (i) initiate a new simulation and (ii) advance the simulation by one step. Dedicated language parsers are typically invoked in the constructor of the custom simulator class.

E. Distributed SMC

The administrative time needed to distribute SMC on parallel computing architectures is often a deterrent. To overcome this, the PLASMA GUI implements a simple and robust client-server architecture. The algorithm will work on dedicated clusters and grids, but can also take advantage of ad hoc networks of heterogeneous computers. The minimum requirement is that the IP address of the GUI is available to the clients. PLASMA implements the SMC distribution algorithm of [35], which avoids the statistical bias that might otherwise occur from load balancing. The typical “divide by
number of clients” distributed performance is illustrated in Fig. 1.

The user selects the distributed mode via the GUI and publishes the IP address of the instance of PLASMA GUI that is acting as server. Clients (instances of the PLASMA service application) willing to participate respond by sending a message to the published IP address. The server sends an encapsulated version of the model and property to each of the participating clients, which then wait to be told how many simulations to perform. When sufficient clients are available, the user initiates the analysis by causing the server to broadcast the simulation requirements to each client.

IV. OVERVIEW OF RESULTS

PLASMA has state of the art performance, based on efficient simulation and optimised logic parsing. Figure 2 illustrates its performance in comparison that of a numerical approach. Checking a standard fairness property of increasing instance sizes of the probabilistic dining philosophers protocol [25], the figure illustrates how numerical model checking scales exponentially (with number of states) while PLASMA scales linearly (with length of property). While “toy” examples are often efficient with numerical model checking, “industrial scale” problems require SMC.

PLASMA has been applied to problems from, e.g., systems biology, rare events, performance, reliability, motion planning and systems of systems [24]. PLASMA is the focus of ongoing collaborations with companies Dassault, Thales, IBM, and EADS. PLASMA is also used by several European projects. In particular, sections IV-A and IV-B relate to the DALi10 and DANSE11 projects, respectively.

A. Motion Planning

PLASMA is used by the DALi project in a novel motion planning application of SMC. DALi aims to develop an autonomous device to help those with impaired ability to negotiate complex crowded environments (e.g. shopping malls). High level constraints and the objectives of the user are expressed in temporal logic, while low level behaviour is predicted by the ‘social force model’ [13]. The planner first hypothesises many plausible futures for a range of possible user actions, then chooses the action which maximises the probability of success.

PLASMA was integrated with MATLAB to develop the prototype algorithm. The final version is implemented directly in C on embedded hardware and finds the optimum trajectory in a fraction of a second [9]. PLASMA improves the social force model’s ability to avoid collisions by a factor of five [9]. Using behavioural templates [8], the predictive power of our SMC-based motion planner can be even greater.

10 www.ict-dali.eu 11 www.danse-ip.eu
B. Systems of Systems

The DANSE project is concerned with the design and analysis of ‘systems of systems’ (SoS). SoS feature a dynam- icity of configurations that introduces significant additional complexity (the state space of the model is not necessarily definable a priori). PLASMA is now an integral part of the DANSE software platform, using a custom simulator class that wraps the DESYRE\textsuperscript{12} hybrid simulation engine to make dynamicity transparent to SMC.

C. Markov Decision Processes

We have recently developed an efficient way to represent and sample general schedulers, which thus facilitates lightweight SMC algorithms for nondeterministic systems [22]. Figure 4 illustrates the results of sampling just 4000 schedulers per data point, to find the maximum probability of a second data “collision” on the shared communication channel of the WLAN protocol model of [20]. Maximum and minimum estimated probabilities are denoted by blue and red circles, with the correct values denoted by black crosses. The shaded areas indicate the $\pm \delta$ error of the estimates (using the Chernoff bound for multiple schedulers [22]) and reveal that our estimates are very close to the true values.

Our ongoing focus in this cutting-edge field is the development of lightweight learning algorithms and “smart sampling” to improve scalability.

D. Parametrised Cross-Entropy Minimisation

Rare events pose a challenge for SMC because it is necessary to consider error bounds ($\pm \delta$) that are relative to the estimate, such that the number of simulations required for a given confidence scales quadratically with rarity. Importance sampling is a standard technique to overcome this problem [19], but previous algorithms to find good importance sampling distributions do not scale, because they are parametrised at the level of individual transition probabilities [27]. Our cross-entropy (C-E) minimisation algorithm achieves impressive results, but uses a natural and convenient parametrisation at the level of the syntactical description of the system.

We illustrate our algorithm with a chemically reactive system. The stochastic model is based on the following set of chemical reactions, parametrised by rates $\lambda_1$, $\lambda_2$ and $\lambda_3$:

\[ A + B \xrightarrow{\lambda_1} C \quad C \xrightarrow{\lambda_2} D \quad D \xrightarrow{\lambda_3} E \]

With initial numbers of molecules $A = B = 1000$ and $C = D = E = 0$, the system has approximately $1.6 \times 10^8$ states. Figure 5 illustrates the results of 40 iterations of our C-E algorithm, considering the property $Pr(\Diamond D \geq 470)$. For each iteration, the blue line gives the estimated probability, while the red line gives the variance of the estimator. For rare properties, variance $\approx$ probability, hence the horizontal grey lines (the mean of the last ten respective data points) indicate that the overall variance reduction is $\approx 10^7$, at a total cost of only $4 \times 10^5$ simulations.

V. Conclusion

This paper briefly summarises the main functionalities of PLASMA. Our ongoing work concerns the development of (i) algorithms to estimate unbounded properties with finite traces, (ii) lightweight learning algorithms for nondeterministic systems and (iii) techniques to provide confidence bounds for rare properties.
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