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Abstract – Robustness, fault tolerance, and long lifetime are key requirements of sensor networks used in real-world applications. Dense sensor networks with high sensor redundancy offer the possibility of redundant sensing and low duty-cycle operation at the same time, thus the required robust sensing services can be provided along with elongated lifetime. In this paper the Controlled Greedy Sleep Algorithm is analyzed. With low local communication overhead the proposed algorithm is able to solve the k-coverage sensing problem while it effectively preserves energy in the network. In addition, it can adapt to dynamic changes in the network such as node failures. The quality of service (network-wide k-coverage) is guaranteed independently of communication errors in the network (as long as it is physically possible); message losses affect only the network lifetime. Node failures may cause temporary decrease in the coverage service. The robustness of the algorithm is proven and its behavior is illustrated by simulation examples.
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I. INTRODUCTION

Wireless sensor networks are constructed from small, autonomous sensors and are utilized for various measurement purposes. The individual power capacity of the sensors is very limited (using batteries they may last only some days) but the expected useful lifetime of the network is required to be in the range of weeks or months, depending on the application. To achieve network longevity low duty cycle operation is utilized. In continuously operating sensor networks redundant sensors are deployed from which only a little subset is active at a time; the major part of sensors is turned off and thus energy is preserved. In redundant dense sensor networks various scheduling algorithms are used to control energy conservation.

In sensor networks used to austerely monitor an area in space it may also be a requirement that multiple sensors be able to provide measurements from each point in space. This property may either be necessary because of the applied measurement technology, safety or performance reasons or to satisfy accuracy requirements with relatively low-quality sensors. High redundancy present in the network is necessary to achieve this goal. In general this class of problems can be treated as the k-coverage problem, where coverage means the ability of a sensor to perform measurements over a certain area. While in a dense sensor network there may be several good solutions to the general k-coverage problem, the energy conservation criterion narrows the range of the acceptable solutions.

In many applications coverage is satisfactory as soon as the required level of coverage is reached, so higher coverage does not provide better performance or better application service. Thus finding an ‘economical’ solution to the k-coverage problem with small number of participating nodes results in energy conservation and longer network lifetime as well. Effective scheduling algorithm is required to organize the alternation of active (awake) and sleeping sensor sets to provide continuous service of the network.

In this paper the recently proposed Controlled Greedy Sleep Algorithm, which is capable of providing dependable k-coverage and prolonged network lifetime at the same time [#1] is reviewed and its robustness properties are analyzed and formally proven. In Section II the main related previous results are summarized. Section III reviews the Controlled Greedy Sleep Algorithm. In Section IV the fault tolerance properties of the algorithm are analyzed and the robustness of the algorithm is proven.

II. PREVIOUS RESULTS

Because of their fragility and power deprivation the dependability of sensor networks is an important and hot research topic. There are several propositions to ensure fault tolerance at different levels [#2]. Since the sensors are performing both sensing
and communication tasks the main problems of sensor networks are associated to these two activities [§3]. The sensor network should be capable of taking measurement in the observed area and transmitting the measured values to sink nodes. The k-coverage problem is associated with measurement functionality [§4]; every point of the target area must be covered by at least k sensors (k is determined by the application). It also has several implications to connectivity issues [§5]. In real cases one can suppose that the communication radius of the sensors is at least twice of the sensing radius. So, if the observed area is fully covered by active sensors, then the same sensors guarantee a connected network to data transmission as well.

The life-time of the network is generally prolonged by scheduling sleep intervals for some sensors, meanwhile the continuous service is provided by the active sensors (see examples in [§6], [§7], [§8]). The lifetime longevity and the network operability require efficient trade-offs, realized by different scheduling algorithms, which can mainly be divided into two main groups: random and coordinated scheduling algorithms [§9]. A distributed, random sleeping algorithm was proposed in [§10] where nodes make local decisions on whether to sleep or to join a forwarding backbone, to ensure communications. Each node’s decision is based on an estimate of how many of its neighbours will benefit from its being awake and the amount of energy available to it.

In [§11] the authors propose a randomized, simple scheduling for dense and mostly sleeping sensor networks. They suppose that there are many redundant sensors in the target area and one can compute the required (identical) duty cycle for individual sensors. In the proposed Randomized Independent Sleeping algorithm, time is divided into periods. At the beginning of each period, each sensor decides whether to go to sleep (with probability p computed from the duty cycle) or not, thus the lifetime of the network is increased by a factor close to 1/p. This solution is very simple and does not require communication between sensors. The drawback of the proposition is that there is no guarantee for coverage nor for network connectivity. Furthermore, since the sleeping factor is the same for all sensors, this solution cannot adapt to inhomogeneous or mobile sensor setups.

To handle the basic coverage problem the authors in [§9] propose a Role-Alternating, Coverage-preserving, Coordinated Sleep Algorithm (RACP). Each sensor sends a message periodically to its neighborhood containing its location, residual energy and other control information. An explicit acknowledgment-based election algorithm permits to decide the sleep/awake status. The coordinated sleep is more robust and reduces the duty cycle of sensors compared to the random sleep algorithm. It guarantees 1-coverage in the network when it is physically possible. In this solution the topology can affect the behaviour; thus the sensors can adapt their sleeping to the needs. The price of the performance is the significant communication overhead increasing power consumption.

In [§12] the asymptotic behavior of coverage in large-scale sensor networks is studied. For the k-coverage problem, formulated as a decision problem, polynomial-time algorithms (in terms of the number of sensors) are presented in [§4]. A comprehensive study on both coverage and connectivity issues can be found in [§13].

In [§1] new coordinated algorithms were proposed to guarantee k-coverage in the network where it is physically possible and at the same time provide prolonged network lifetime. The proposed algorithms take into account both the power status and the placement (sensing assignment) of the sensors by periodically computing a “drowsiness factor” for each sensor. The drowsiness factor is used to schedule the sleeping or awake status of the sensors. The centralized version of the algorithm requires network-wide communication and thus it is expensive in large networks. A distributed approximation was also proposed that uses only locally available information. The Controlled Greedy Sleep Algorithm requires only a few messages to be broadcasted locally from every node to the direct neighbors in each period. Thus the energy wasted on the communication overhead is small, compared to the gain in the total energy saving in the network, supposing the period of the scheduling is sufficiently large. In the next section the Controlled Greedy Sleep Algorithm will be reviewed and then its robustness will be analyzed. Major novel contribution of this paper is this robustness analysis and proofs of correct behavior even in the presence of faults.

III. CONTROLLED GREEDY SLEEP (CGS) ALGORITHM

A. Background

The sensing assignment in a sensor network can be represented by a bipartite graph $G(R \cup S, E)$, where the two disjoints sets of vertices represent the nodes $S$ and geographical regions $R$ (see Fig. 1). The regions are defined by the subset of sensors that can monitor them. Generally, the regions cover the whole measured area and are disjoint. In $G$ there is an edge $e$ between region $r \in R$ and sensor $s \in S$ if and only if $s$ (completely) covers region $r$.

The simple k-coverage problem is to find a sub-graph $G'(R \cup S', E')$ where $S' \subseteq S$ so that for all vertices $R$ in $G'$ the degree is at least $k$.

The minimal k-coverage problem is to find a non-redundant sub-graph $G'$ that solves the k-coverage problem with minimal number $|S'|$ of sensors. A graph $G'$ is non-redundant if there exists no $G''(R \cup S'', E'')$ and $S'' \subseteq S'$ that solves the simple k-coverage problem. Evidently, the minimal k-covering set is a k-covering set with minimal cardinality from the non-redundant
Similarly to the Minimal Cover Vertex Set problem [14], finding the minimal set of sensors k-covering all regions is an NP-complete optimization problem.

The goal of the sensor network k-coverage scheduling algorithms is even more complex than the computation of static minimal k-covering sets: these algorithms aim to prolong the lifetime of the sensor network with the help of the alternation of appropriate k-covering sets minimizing the power consumption and thus maximizing network lifetime.

A new, empirical factor based scheduling algorithm has been proposed recently in [1]. In the centralized solution of the proposition, \(G\) may be known and used by the coordinator node, but in a distributed solution nodes have local information on their neighborhood only. Thus instead of \(G\) each sensor node \(q\) will use a locally known sub-graph \(G_q(R_q \cup S_q \cup E_q)\). This sub-graph contains geographical regions \(R_q\) covered by \(q\), the set of sensors \(S_q\) including node \(q\) and those of its neighbors that cover at least one region of \(R_q\), and edges \(E_q\) with an edge \(e\) between region \(r \in R_q\) and sensor \(s \in S_q\) if and only if \(s\) covers region \(r\).

B. Assumptions

**Assumption 1.** The communication radius of the sensors is at least twice of the sensing radius. In most practical cases it’s a sensible assumption and it automatically provides network-wide communication if 1-coverage in sensing is provided [8]. Generally, from the assumption it also follows that network connectivity is higher than \(k\) when sensing \(k\)-coverage is provided [5]. From this assumption it trivially follows that sensors covering at least one region of \(R_q\) are inside the communication radius of \(q\).

**Assumption 2.** For the sake of simplicity we assume that the coverage of each sensor can be modeled by a sensing disk and a corresponding sensing radius \(B\) (we use a constant sensing radius but this has no essential effect on the algorithm). Within its sensing radius a sensor is able to perform measurements, while outside the sensing circle the sensing performance may degrade (but not necessarily).

An easily computable approximation of the sensing disk by a set of squares is illustrated in Fig. 2, where 32 square regions are used. We denote by \(\Delta\) the side length of the square region. Let’s denote the location of node \(s\) by \((x_s, y_s)\), and the center of region \(i\) by \((\Delta x_i, \Delta y_i)\) in the node’s local coordinate system. The graph \(G_s\) will contain regions \(R_s\) shown in Fig. 2 (note that the regions only partially covered are also included here); \(S_s\) includes node \(s\) and the neighbors of \(s\); \(E_s\) includes edges between \(s\) and all regions in \(R_s\), and an edge between region \(i \in R_s\) and a neighbor node \(w \in S_s\) placed at location \((x_w, y_w)\) if node \(w\) fully covers region \(i\). A possible simplification can be the following: there is an edge between node \(w\) and region \(i\) if

\[
B - \sqrt{2} \Delta > \sqrt{(x_s + \Delta x_i - x_w)^2 + (y_s + \Delta y_i - y_w)^2}.
\]

The square model may seem a rude approximation of the sensing disk, but since the sensing disk model is inherently a rather imperfect estimation of the real sensing area of a sensor, there is no point to put great effort to accurately approximate it. Note that a node always tries to provide coverage for all the regions it partially covers, but assumes that another node covers a region only if fully covers it. This solution is pessimistic, i.e. certain areas may be unnecessarily over-covered.

**Assumption 3.** The sensors know their own coordinates and the observed area \(\Sigma\). Thus the sensors handle only regions that are (at least partly) inside of \(\Sigma\), as shown in Fig. 2.

Note that the algorithm can handle localization errors, provided the location uncertainties are small versus the sensing radius. If the maximum location error is \(\Delta l\), then (1) has to be modified to assure the correct behavior of the algorithm as follows:

\[
B - 2\Delta l - \sqrt{2} \Delta > \sqrt{(x_s + \Delta x_i - x_w)^2 + (y_s + \Delta y_i - y_w)^2}.
\]

The modification reflects the worst case when the distance error between sensors \(s\) and \(w\) is the maximal value \(2\Delta l\).

C. Quality of Service Metrics

The first (functional) requirement the algorithm must provide is coverage: the network must maintain k-coverage of the largest possible part of the area. The second (non-functional) requirement is long network lifetime. The performance of the
network can be characterized with the size of the fully covered regions. A possible metric \( \Theta_k \) can be the \( k \)-coverage-ratio defined as
\[
\Theta_k = \frac{A_k}{A}, \quad (3)
\]
where \( A_k \) is the area of the k-covered regions and \( A \) is the total area of the target space \( \Sigma \). If the regions have approximately the same size then another similar metric \( \Theta'_k \) can be defined to approximate \( \Theta_k \):
\[
\Theta'_k = \frac{N_k}{N}, \quad (4)
\]
where \( N_k \) is the number of the k-covered regions while \( N \) is the total number of regions in the target space.

In a critical application the k-coverage must be maintained as long as possible and with \( \Theta_k \) as high as possible. If in a degrading network \( \Theta_k \) is not satisfactory any more it may still be important to maintain a high value for \( \Theta_{k-1} \), \( \Theta_{k-2} \), etc, e.g. in order to provide full connectivity in the remaining network.

The \( k \)-lifetime \( L_k(\lambda) \) of a network can be defined as the maximum operational time of the network with \( \Theta_k > \lambda \), where \( 0 < \lambda \leq 1 \) (close to 1 in practice).

D. Controlled Greedy Sleep (CGS) Algorithm

The following robust, fault tolerant, distributed algorithm solves the k-coverage problem using locally available information only and thus its communication overhead is low, as opposed to the centralized solution presented in [#1]. The basic idea is similar to that of the centralized solution: The network operates in periods; the awake/sleeping nodes are elected at the beginning of each period. A drowsiness factor is used to represent both the sensor’s energy status and its “importance” in the network. While in the centralized solution a central coordinator node controlled the election process based upon the drowsiness of all nodes in the network, in the distributed solution each node decides on its own status based on its own and its neighbors’ drowsiness. The drowsiness factor of node \( s \) with remaining energy \( E_s \) is defined as follows:
\[
D_s = \begin{cases} 
\frac{1}{E_s} \sum_{r \in R_s} \Phi_r & \text{if } \Phi_r > 0, \forall r \\
-1 & \text{otherwise}
\end{cases}, \quad (5)
\]
and \( \alpha \) is a positive constant (e.g. \( \alpha = 2 \)), and \( \Phi_r \) is the coverage ratio of region \( r \) defined as follows:
\[
\Phi_r = \begin{cases} 
\frac{1}{c_r(K-K)} & \text{if } c_r > K \\
-1 & \text{otherwise}
\end{cases}, \quad (6)
\]
where \( c_r \) is the degree of region \( r \) in \( G_s \). The coverage ratio \( \Phi_r \) is positive if the region is over-covered, i.e. more than \( k \) sensors could cover region \( r \). \( \Phi_r \) is negative if region \( r \) is not over-covered: in this case the operation of all sensors possibly covering \( r \) is essential.

The drowsiness factor \( D_s \) takes into account the energy of sensor \( s \): the smaller the energy of a sensor the larger its drowsiness. A sensor participating in many regions that have low over-coverage is likely to participate in more possible solutions than sensors covering regions also covered by many other sensors. Thus a heuristic criticality property is included in \( D_s \) to increase the lifetime of the network: sensors participating in regions only slightly over-covered have larger drowsiness. The drowsiness factor for each sensor includes the sum of the coverage ratios of the regions the sensor is able to observe. This property enforces the sensors in critical positions to go to sleep whenever it is possible, to conserve their energy for times when their participation will become inevitable. With the design parameter \( \alpha \) the balance between the energy and criticality can be adjusted; we used \( \alpha = 2 \) in all the simulations. Note that negative drowsiness indicates that the sensor is not allowed to sleep.

The core of the operation can be summarized as follows: when a node decides on its status it will greedily opt for sleeping if the k-coverage problem can be solved by other nodes that either have been elected to stay awake or have lower drowsiness. The order of decision is based on the drowsiness factor, which serves as a priority metric.

1. Run the network for a period of \( T \), the coverage is provided by the awake sensors.
2. All sensors in the network wake up at the end of each period and synchronize.
3. Nodes with remaining energy level high enough for at least one more period of operation broadcast local Hello messages containing their node locations. Based on received Hello messages each node \( s \) builds up its local set of alive neighbor nodes \( (S_s) \), storing the neighbors’ locations as well.
4. After time $T^i$, based on the received Hello messages each node $s$ generates the local bi-partite graph $G_s(R_s \cup S_s, E_s)$ using Assumption 2, and then it calculates its drowsiness factor $D_s$.

5. Based on $D_s$ each node $s$ selects a Decision Time Delay (DTD). Small drowsiness means large DTD, large drowsiness means small DTD. These delays provide priorities when nodes announce their Awake Messages.

6. Each node $s$ broadcasts its DTD and starts collecting other nodes’ DTD and Awake Messages (AMs). From the received DTD messages each node $s$ builds a Delay List (DLs), and from the received AMs it builds a List of Awake Neighbors (LANs).

7. After DTD time elapsed each node $s$ makes a decision based upon LANs and DLs:
   - if all regions in $R_s$ can be k-covered using only nodes present in LANs and/or nodes $q$ present in DLs for which $\text{DTD}_q > \text{DTD}_s$ then $s$ goes to sleep
   - otherwise stay awake and broadcast an AM to inform other nodes that node $s$ will stay awake.

In step 7 nodes go to sleep in a greedy manner: if the coverage problem can be solved with the already known awake neighbors in the LAN (due to their higher drowsiness factor these nodes have decided earlier on their awake status) and some of the neighbors with lower drowsiness factor (these nodes will decide their sleep/awake status later) then the node greedily elects to sleep and leaves the problem to those already being awake and those who haven’t decided their status yet. The operation of the algorithm is illustrated by a state machine in Fig. 3.

The communication overhead of the algorithm is low. In each cycle every node broadcasts only at most three messages (two if the node will go to sleep, three otherwise) in addition to the synchronization messages in step 2 (if needed). The nodes must stay awake in order to complete the election process, and during this extra extra time nodes consume energy. The communication and awake-time overhead can be neglected if $T$ is significantly longer than $T_e$, which is true in most practical cases. Further decrease of the communication overhead is possible by choosing $T$ as long as possible. The length of $T$ is limited by the need of the alternation of the k-covering sensor sets and/or the dynamics of the network (the scheduling should respond to the dynamic changes). This latter optimization problem on the length of $T$ is out of the scope of this paper.

The nodes must be synchronized to provide optimal performance, but as will be discussed in Section 4.C, the algorithm is very robust against synchronization errors. For time synchronization purposes any of the solutions available in the literature, can be used, e.g. Flooding Time Synchronization Protocol, which provided less than 5 $\mu$s average synchronization error per hop in challenging real multi-hop setups [#15].

IV. FAULT TOLERANCE OF THE CGS ALGORITHM

In this section, first we prove that our algorithm can provide k-coverage, and then we analyze the behavior of the algorithm facing message loss, sensor failures and synchronization errors.

A. Fault model

Nodes make their decision based upon received Hello, DTD, and Awake messages. In real circumstances messages can be lost due to various reasons: collision, fading, external disturbances, etc. In this study we assume that any of the above messages can be lost (in worst case all of the messages in the network may be lost). We also assume that received messages are correct (it can easily be ensured using error detecting coding in the messages) and no Byzantine error sources are present (this can be ensured by secure channels) [#16]. Also, the effect of synchronization errors will be discussed.

B. Guaranteed coverage

In this section the fault tolerant properties of the CGS algorithm will be proven. In the proof two lemmas will be utilized: Lemma 1 states that if there is a feasible solution to k-cover the whole sensing area then a solution can be found in a distributed way as well. Lemma 2 presents an important property of the algorithm: if k-coverage is feasible for all of the regions $R_s$ supervised by a sensor $s$, then the k-coverage in this area is still possible after $s$ makes a decision (sleep or stay awake) according to CGS. Using these results Theorem 1 proves that assuming fault free sensors, the CSG algorithm finds a feasible solution to k-cover the observed area if a solution exists at all.

Definitions: The k-coverage problem is solvable if the network-wide k-coverage ($\Theta_k = 1$) can be provided with the available sensors. The sensor is available if it is alive (has enough energy) and is not sleeping. We assume that the problem is solvable at the time of network startup. Recall that $S_s$ is the set of neighbors of sensor $s$ participating in the sensing activity inside the sensing area of $s$ and are accessible from $s$ by local (one hop) communication (see Assumption 1), and $R_s$ is the set
of regions in which \( s \) can make measurements. The solvability problem can be decided in a distributed fashion in the following way.

**Lemma 1.** If and only if for all \( s \) that each region in \( R_s \) corresponding to \( s \) can be k-covered using the available sensors in \( S_s \) then the k-coverage problem can be solved with the available sensors.

**Proof of the Lemma 1.**

On one hand, if the k-coverage problem is solvable in all of the regions in \( R_s \) for all \( s \), then the k-coverage of the whole area \( \Sigma \) is solvable. Let \( S^i \) be the set of available sensors to k-cover the region \( r_i \in \Sigma \). Trivially, the area \( \Sigma = \bigcup_i r_i = \bigcup_s R_s \).

The union of the sets \( S^* = \bigcup_s S^i \) thus k-covers \( \Sigma \). On the other hand, if a region \( r_i \) in the set \( R_s \) cannot be sufficiently covered by the available sensors in \( S_s \) then there are no other available sensors in the network to help, since according to Assumption 1 a sensor must be the neighbor of \( s \) to be able to cover any region in \( R_s \).

**Lemma 2.** If the k-coverage problem is solvable using the available sensors before Step 7 of the algorithm, then after Step 7 the problem remains solvable.

**Proof of Lemma 2.** If sensor \( s \) decides to stay awake in Step 7 then the sleeping status of the network is unchanged, thus in this case the problem trivially remains solvable after Step 7.

If sensor \( s \) opts for sleeping then according to Step 7, sensors in \( L \) and sensors \( q \) in \( D \) with \( DTD_q > DTD_s \) could cover all regions in \( R_s \). It’s easy to show that these sensors are truly awake when \( s \) makes its decision: According to the fault model the information stored in \( L \) and \( D \) is correct (but not necessary complete). Thus the sensors in \( L \), are surely awake since they are the sensors that have already decided to stay awake (but not necessarily all awake neighbors are in \( L \) due to lost messages). Likewise, at the moment \( s \) executes Step 7 every sensor \( q \) in \( D \) with \( DTD_q > DTD_s \) is still awake since it will decide on its sleeping status after time \( DTD_q < DTD_s \) (but again not necessarily all DTD messages are received and this list may be incomplete). Thus the set of sensors \( s \) relies on is a subset of truly available sensors, so after Step 7 \( R_s \) really can be k-covered by them. Note that in our fault model the available sensor set is supposed to be failure free during the election process. Following from Lemma 1 if the k-coverage problem was solvable before Step 7 then each region in \( R_s \) can be k-covered using the available sensors in \( S \), for all sensors \( p \). Since the sleeping status of \( s \) affects only regions in \( R_s \) (which also remained k-covered) then applying Lemma 1 again in the reverse direction it follows that the k-coverage problem is still solvable for the whole network. Thus independently of the decision of sensor \( s \) the problem is still solvable after Step 7.

**Theorem.** If physically possible (i.e. the coverage problem can be solved with the available sensors) the algorithm will provide \( \Theta_k = 1 \).

**Proof of Theorem.** We assume that the k-coverage problem can be solved with the set of all available sensors in the network at the beginning of the election process. Nodes in the CGS algorithm can go to sleep only in Step 7, thus the other steps do not affect the solvability of the k-coverage problem. There are a finite number of nodes in the network, so after \( \max_s DTD_s \) time all nodes eventually execute Step 7 and decide whether to sleep or stay awake. According to Lemma 2, after the final decision the problem is still solvable, meaning that the k-coverage problem can be solved with the available (still awake) sensors. Since the set of available sensors will not change until the next period, the coverage is provided.

**C. Effect of lost messages**

Although the coverage is provided by CGS regardless of the message loss in the network while it is possible, lost messages naturally have negative effect on the performance. The CGS algorithm uses three types of messages, we evaluate successively the effects caused by the loss of each of them.

Lost Hello messages prevent the inclusion of neighbors in the alive neighbor set \( S_s \), thus the drowsiness factor will be unnecessarily high and potential covering sensors are not considered when the local k-coverage is computed. When a node receives a DTD message from a neighbor without having previously received the associated but lost Hello message, the election process will take into account the unexpected DTD message. Lost DTD messages are harmful when the lost DTD is higher than that of the would-be recipient’s; in this case the sender is not considered as potential participant in the coverage, handicapping nodes with higher drowsiness. When a node receives an AM message from a neighbor without having previously received the associated but lost DTD message, the election process will take into account the unexpected AM message. Lost AMs result in potential over-coverage because nodes making decisions cannot rely on the presence the senders of these messages.
Lost messages cause over-coverage with unnecessarily high number of sensors staying awake and thus communication failures result in the shortening of network lifetime. The effect will be illustrated in Section V.

D. Effect of node failures

A node failure may happen in any of the four main states of our CGS algorithm: during an awake period, during a sleep period, during the Hello phase of the election process, and during the DTD phase of the election process. If a node fails during its awake period and it was covering a not over-covered region then naturally that region will remain under-covered until the end of the period. If physically possible, the next election will provide sufficient coverage again. If a node fails during its sleep period, it was not covering any region thus obviously the coverage is unchanged. If a node fails during its Hello phase, then the CGS behavior is equivalent to the loss of Hello messages (which has been evaluated above). The only situation a failing node can cause problem during the election process is when the node dies right after having transmitted its DTD message. In this case nodes with higher drowsiness factor may incorrectly rely on the presence of the failed node. Naturally, node failures generally cause the shortening of the lifetime of the network, since both the possible coverage in certain regions and the total amount of energy in the network decreases.

E. Effect of time synchronization errors

In this section the effect of the synchronization errors will be discussed.

If a node is out of synchronization but wakes up while the synchronization phase is running then it can synchronize again and continue its operation. If the node cannot synchronize it will stay awake till the next synchronization period, thus providing extra coverage in its neighborhood.

To ensure the proper operation of the CGS algorithm the participating nodes must be loosely synchronized, but there are no strict requirements. The synchronization period must be long enough to enable all nodes wake up and join the synchronization. Small timing errors have no effect on the Hello and DTD messages. The only part of the algorithm where timing is critical is the Decision Time Delay and the broadcast of AM. Timing errors may cause AM messages to be sent later or earlier than other nodes expect them. On algorithmic level this may cause change of priority for some nodes, but it has no effect on the provided k-coverage (but naturally may effect network lifetime).

In general, large timing errors may cause large message delays and ultimately message losses, but the algorithm is very tolerant in this respect, as was shown in Section IV.C.

Although time synchronization errors do not affect the provided k-coverage, they still can shorten the network lifetime and thus for optimal performance a synchronization service must be used. In a typical application, where $T$ is in the range of several minutes or even hours, a few seconds of waiting for the network wakeup is acceptable. FTSP [#15], for example, is able to provide accuracy in the range of milliseconds even in very large networks, which is several orders of magnitude better than required.

V. RESULTS

The proposed CGS algorithm and the random k-coverage algorithm [#11] were simulated in Prowler, a probabilistic sensor network simulator [#17]. The simulator parameters were set to model the Berkeley MICA motes’ MAC layer [#18]. The radio propagation model includes realistic effects, e.g. fading, collisions and lost messages.

The tests were performed with a well controlled setup containing 100 nodes placed uniformly on a 10x10 grid, plus 2 extra nodes in each corner (total 108 nodes). The distance of adjacent nodes on the grid was 10 m, the sensing radius was 15 m, and the communication radius was approximately 40 m. In the simulation the initial energy of all sensors was set to 20 units and in each period awake sensors consumed 1 unit of energy. The period $T$ was set to 1 hour and the required coverage was $k=3$.

If all the nodes were awake in the network the network would operate for exactly 20 periods. In Fig. 4 the performance of the random k-coverage and the CGS algorithms can be compared. The plots show k-coverage ratios $\Theta_k$ for $k=3$, as a function of time. The difference is clearly visible: the CGS algorithm provided much better quality of service ($\Theta_3 = 1$ while if was possible) and a much longer network lifetime: 3-coverage was provided for 36 periods in the experiment. For small sleep probabilities the random algorithm provided 3-coverage for almost 100% of the observed area but the network lifetime was only slightly higher than 20 periods. For higher sleep probabilities ($p_{\text{sleep}} = 0.5$) the lifetime of the network is comparable to that of the CGS but with much lower coverage ratio (around 85%).

The number of awake sensors is shown, as a function of time, in Fig. 5. As it is expected, for the random algorithm the ratio of the awake sensors is $1 - p_{\text{sleep}}$, before the nodes start to die. In the experiment for the CGS algorithm this ratio is
approximately 50% (this is the reason why the random algorithm with $p_{\text{sle}} = 0.5$ has similar lifetime). Obviously, the CGS algorithm provides guaranteed high quality service and long network lifetime at the same time.

Fig. 6 shows the $L_3(\lambda)$ network 3-lifetime for different $\lambda$ values as a function of message loss, for the experimental setup. The plots show the averaged result of 100 experiments. With large message loss probability all of the sensors stay awake all the time thus the network lifetime is reduced to 20 periods. With zero message loss the network lifetime is increased by approx. 85% (with respect to 20 periods) in the example. As the message loss rate increases the k-lifetime decreases almost linearly. Above 50% of message loss rate the performance of the algorithm is severely degraded. With the practically important message loss rates (up to 10%) the algorithm improves the network k-lifetime with 70% (>34 periods vs. 20 period), even for $\lambda = 1$, i.e. for 100% required coverage ratio, when compared to the random solution.

VI. SUMMARY

A distributed algorithm was proposed to solve the k-coverage problem and to provide prolonged network lifetime. The proposed periodic scheduling of sleeping and awake nodes saves energy in the network and extends overall network lifetime. The Controlled Greedy Sleep Algorithm guarantees k-coverage in the whole network whenever the topology of the network permits it. The algorithm requires only a few messages to be broadcasted from every node in each period, thus the energy wasted on the communication overhead is small, compared to the gain in the total energy saving in the network, supposing the period of the scheduling is sufficiently large.

The CGS algorithm is robust and fault tolerant: the algorithm provides the required coverage network-wide (when possible) independently of node failures or even high amount of lost messages. With the help of the alternation of active sensor sets, the scheduling can adapt to dynamic changes in sensor conditions. The algorithm was compared to the random k-coverage algorithm and was proved to be superior in two senses: while it is possible, the CGS algorithm guarantees the required coverage all over the network. Also, the degradation curve is much gentler, thus the network service is provided for a longer time.

The fault tolerant behavior of the algorithm was proven and was illustrated by simulation examples: independently of the amount of message loss in the network the algorithm always provides the required coverage. The network lifetime degrades proportionally with the message loss rate, according to simulation results.
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Fig. 1. An example of the target area covered by four sensors ($s_1, \ldots, s_4$). The sensing disks and the sensing regions ($r_1, \ldots, r_{11}$) are also shown, along with the corresponding bipartite graph.
Fig. 2. Possible approximation of the sensing disk of sensor $s$ by a set of rectangular regions in $R_s$ (lightly shaded); regions outside the target area (striped) are not handled. In $E_s$, there is an edge between region $i \in R_s$ and neighbor node $w \in S_s$ since region $i$ is fully covered by node $w$. 
Fig. 3. The state machine representation of the CGS algorithm
Fig. 4. Degradation of QoS characteristics of the CGS and the random algorithms with different $p_{\text{sleep}}$ values. The required coverage was $k = 3$. 
Fig. 5. The average number of awake sensors as a function of time for the CGS and the random algorithms.
Fig. 6. Network k-lifetime with $k=3$ in the simulation example vs. probability of message loss for the CGS algorithm.