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Preface

The Russian-Finnish Symposium on Discrete Mathematics (RuFiDiM) conference series
was initiated in 2011 to strengthen the cooperation between the Finnish and the Russian
communities of researchers in discrete mathematics. The RuFiDiM symposia became
established as international events, with contributions from all over the world.

The sixth Russian-Finnish Symposium on Discrete Mathematics conference (RuFiDiM)
was organized by the Department of Mathematics and Statistics of University of Turku
as an online symposium during October 21-23 2021. The conference was delayed by a
year and a half due to the COVID-19 pandemic. Even in October 2021 we were forced to
organize the symposium as an online event. Previous editions of the symposium were
held in St. Petersburg (2011), Turku (2012), Petrozavodsk (2014), Turku (2017), and
Veliky Novgorod (2019). The 2022 edition will be held in St. Petersburg during June
12-15, as a satellite event of the International Congress of Mathematicians.

RuFiDiM 2021 consisted of 5 invited talks and 20 contributed presentations. The 
invited speakers were Lauri Hella (Tampere University, Finland), Kaisa Matomäki 
(University of Turku, Finland), Alexander Tiskin (St. Petersburg State University, Russia), 
Yaokun Wu (Shanghai Jiao Tong University, China) and Ismael Yero (Universidad de 
Cádiz, Spain). The abstracts or extended abstracts of the contributions to the symposium 
are presented in these proceedings. They were selected by the symposium’s scientific 
committee made of Vesa Halava, Juhani Karhumäki, Jarkko Kari, Dmitry Karpov, Tero 
Laihonen, Yuri Matiyasevitch, Vladimir Mazalov, Ion Petre, Ilya Ponomarenko, Svetlana 
Puzynina, Aleksi Saarela, and Mikhail Volkov.

The scientific spectrum of the contributions to the symposium offers a broad snapshot 
of the current research landscape in discrete mathematics in Finland and in Russia. 
The topics cover a very diverse set of topics: cellular automata, combinatorics on words, 
combinatorial optimization, game theory, graph theory, and quantum computing.

We are grateful to all authors who contributed to the symposium. We would like 
to thank the scientific committee for the time they spent reviewing the manuscripts 
submitted to the symposium. The symposium was supported by the Finnish Academy 
of Sciences (Mathematics Fund), the University of Turku, Turku Centre for Computer 
Science, and the Emmy Network Foundation.

Anni Hakanen, Vesa Halava, Pyry Herva, Jarkko Kari, Tero Laihonen, Ion Petre, Aleksi 
Saarela

Department of Mathematics and Statistics, University of Turku

Turku, October 2021



4

Organization

Scientific committee:

• Vesa Halava

• Juhani Karhumäki
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Dimensions of families of sets

with applications to team semantics

Lauri Hella1, Kerkko Luosto1, and Jouko Väänänen∗2

1Tampere University
2University of Helsinki

Abstract

In this extended abstract, we introduce three measures of complexity for families
of sets. Each of the three measures, that we call dimensions, is defined in terms of the
minimal number of convex subfamilies that are needed for covering the given family:
for upper dimension, the subfamilies are required to contain a unique maximal set,
for dual upper dimension a unique minimal set, and for cylindrical dimension both a
unique maximal and a unique minimal set. In addition to considering dimensions of
particular families of sets we study the behaviour of dimensions under operators that
map families of sets to new families of sets. We identify natural sufficient criteria
for such operators to preserve the growth class of the dimensions.

We apply the theory of our dimensions for proving new hierarchy results for
logics with team semantics. First, we show that the standard logical operators
preserve the growth classes of the families arising from the semantics of formulas in
such logics. Second, we show that the upper dimension of k + 1-ary dependence,
inclusion, independence and exclusion atoms is in a strictly higher growth class than
that of any k-ary atoms, whence the k + 1-ary atoms are not definable in terms of
any atoms of smaller arity.

1 Introduction

Families of sets are well-studied in discrete mathematics and set theory. Sperner families
and downward closed families are examples of basic building blocks that can be used to
analyse complex families. Considerations on ways how to represent a family as a union
of more basic families leads us to several concepts of dimension. Given the finite size
of the base set, we use our dimensions to associate families of subsets of the base set
with better quantitative estimates than their mere size. We show that certain canonical

∗The third author would like to thank the Academy of Finland, grant no: 322795. This project has
received funding from the European Research Council (ERC) under the European Union’s Horizon 2020
research and innovation programme (grant agreement No 101020762).
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operations on families of sets preserve dimension. This allows us to isolate dimension
bounded collections of families of sets.

By restricting attention to families of subsets of cartesian powers of finite sets we
obtain finer distinctions. Such families arise in the context of so-called team semantics.
In ordinary Tarski semantics of first order logic and its extensions by new logical oper-
ations any formula and any model of the appropriate kind can be associated with the
set of assignments satisfying the formula in the model. It is natural to consider such a
set as a subset of the cartesian power of the domain of the model. In team semantics
satisfaction is defined with respect to sets (‘teams’) of assignments. Accordingly, any for-
mula becomes associated with a family of subsets of such a cartesian power. We use our
dimensions and preservation results for logical operations to prove new non-definability
and hierarchy results for logics based on teams semantics. Examples of such logics are
dependence logic, independence logic and inclusion logic.

The background of our work for this paper is the following. Ciardelli defined in his
Master’s Thesis [Cia09] a dimension concept, in the case of downward closed families,
namely the cardinality of the set of maximal sets, or equivalently, the smallest number
of power-sets that cover the family. He proved the preservation properties for basic
propositional logic operations, including intuitionistic implication, and referred to them
as Groenendijk inequalities. Hella, Luosto, Sano and Virtema [HLSV14] introduced a
similar dimension concept in modal logic, including preservation of dimension results for
logical operations of modal dependence logic. Hella and Stumpf [HS15] used a form of
dimension to prove a succinctness result for the inclusion atom in modal inclusion logic.
Lück and Vilander [LV19] generalized the notion of dimension from downward closed
families to arbitrary families. They proved preservation of dimension under propositional
operations, and computed the dimension of dependence and exclusion atoms in the
context of propositional logic.

There are several other dimension concepts in discrete mathematics. Perhaps the
most famous is the matroid rank, which coincides with the usual concept of dimension
in the case of vector spaces and with degree of transcendence in the case of algebraically
closed fields. However, our families do not necessarily satisfy the Exchange Axiom of
matroids and therefore this concept does not work in our context. Another well-known
dimension is the Vapnik–Chervonenkis- or VC-dimension. However VC-dimension is not
preserved by logical operations in the sense that our dimension is. Therefore it does not
serve our purpose in this paper. Still another dimension is the length of a disjunctive
normal form in propositional logic. In the full paper we show we show that this is
equivalent to one of the dimensions (cylindrical dimension) we investigate.

The concepts we introduce in this paper belong to discrete mathematics with no
immediate connection to logic. Thus part of this paper can be read with no knowledge
or interest in logic. However, our applications come from logic, more exactly from team
semantics. We believe that our results are an interesting new contribution to discrete
mathematics of families of sets. At the same time, we suggest that our results lead to a
new approach to definability questions in team semantics and, in particular, yield a new
strong hierarchy result (Theorem 5.5).
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This extended abstract is a preliminary version of a forthcoming full paper which will
cover more material both in the general theory of dimensions of families and applications
in team semantics. Most of the proofs have been omitted in this version of the paper.

2 Basic notions

2.1 Families of sets

In the sequel, our applications will build on heavy use of combinatorial results in the
subfield often called set-system combinatorics. We start with commonly used notions.

We use standard set-theoretic notation, including the shorthands
⋃A =

⋃
A∈AA

and
⋂A =

⋂
A∈AA, the latter being unambiguous only if A 6= ∅. In addition, we write

[A,B] = {C | A ⊆ C ⊆ B}, for any sets A and B. Note that if A 6⊆ B, then [A,B] = ∅.

Definition 2.1. Let A be a family of sets. The family A is

• an interval or cylinder, if there exist A0 and A1 such that A0 ⊆ A1 and A =
[A0, A1],

• convex if for all S, T ∈ A, we have [S, T ] ⊆ A,

• downwards closed if A ∈ A and S ⊆ A imply S ∈ A
• a Sperner family if for all S, T ∈ A we have S 6⊆ T ,

• fulfills the Zorn condition if it is closed under unions of chains: if C is a chain (i.e.,
a family linearly ordered by inclusion), then

⋃ C ∈ C,
• closed under unions if for every subfamily B ⊆ A, we have

⋃B ∈ A.

Note that if a family of sets is downward closed or a Sperner family, then it is also
convex. The concept of a upward closed family is also useful in set theory but is lacking
here, as applications of our methods are very much leaning towards downward closed
families.

For A a family of sets, we denote the family of all maximal (with respect to inclusion)
sets in A by Max(A). Similarly, Min(A) is the set of all minimal sets in A. Observe
that Max(A) and Min(A) are always Sperner families.

Definition 2.2. A family of set A is dominated (by
⋃A) if

⋃A ∈ A. The family A
is supported (by

⋂A) if A is nonempty and
⋂A ∈ A. Naturally, we say that A is

dominated convex if it is dominated and convex. Similarly, A is supported convex if it is
supported and convex.

In other words, a family A is dominated by a set D if and only if D is the largest
element in A with respect to inclusion. Similarly, A is supported by a set S if and only
if S is the smallest element in A with respect to inclusion. We spell out some of the
easily seen connections between the basic concepts in the following lemma.

Lemma 2.3. Let A ⊆ P(X) and denote Ad = {X \A | A ∈ A}.
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1. The family A is an interval iff it is dominated, supported and convex.

2. A is convex iff Ad is convex.

3. A is dominated iff Ad is supported.

We proceed to the central dimension concepts which will be studied throughout this
paper. The upper dimension was first defined for downwards closed in the paper of
Hella, Luosto, Sano and Virtema [HLSV14] and subsequently generalized for arbitrary
families by Lück and Vilander in [LV19]. The definition presented here is an equivalent
reformulation of the latter. We also introduce two new dimension concepts: dual upper
dimension and cylindrical dimension.

Definition 2.4. Let A be a family of sets. We say that a subfamily G ⊆ A dominates
A if there exist dominated convex families AG, G ∈ G, such that

⋃
G∈G AG = A and⋃AG = G, for each G ∈ G. The subfamily K ⊆ A supports A if there exist supported

convex families SK , K ∈ K such that
⋃
K∈K SK = A ja

⋂SK = K, for each K ∈ K.

Definition 2.5. Let A be a family of sets.

1. The upper dimension of A is D(A) = min{|G| | G dominates the family A}.
2. The dual upper dimension of A is Dd(A) = min{|G| | G supports the family A}.
3. The cylindrical dimension of A is

CD(A) = min{|I| | there are sets Ai, Bi for i ∈ I such that
⋃
i∈I [Ai, Bi] = A}.

2.2 Operators

In addition to studying the dimensions of fixed families of sets we are also interested in
the behaviour of dimensions under various operators. An operator for families of sets on
a fixed base set X is a function ∆: P(P(X))n → P(P(X)) for some positive integer n.
In some applications we consider more general operators of the form ∆: P(P(X))n →
P(P(Y )) with different base sets X and Y . We list in the next example some natural
set-theoretic operators that we will study further in the forthcoming sections.

Example 2.6. (a) Union and intersection. The union operator ∆X
∪ : P(P(X))2 →

P(P(X)) on the base set X is defined by ∆X
∪ (A,B) = A ∪ B. Similarly, the

intersection operator ∆X
∩ : P(P(X))2 → P(P(X)) on X is defined by ∆X

∩ (A,B) =
A ∩ B.

(b) Complementation. Complementation on X is the unary operator ∆X
c : P(P(X))→

P(P(X)) defined by ∆X
c (A) = P(X) \ A.

(c) Tensor disjunction, conjunction and negation. The idea of tensor disjunction1 ∆X
∨

and tensor conjunction ∆X
∧ is to take unions and intersections inside the families:

∆X
∨ (A,B) = {A ∪ B | A ∈ A, B ∈ B} and ∆X

∧ (A,B) = {A ∩ B | A ∈ A, B ∈
B}. Similarly, pushing complementation inside a given family, we obtain tensor
negation: ∆X

¬ (A) = {X \A | A ∈ A}.
1We call this operator tensor disjunction, since it gives the team semantics for disjunction.
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(d) Projections. Let f : X → Y be a surjective function. The (abstract) projection
operator corresponding to f is obtained by lifting f to a function ∆f : P(P(X))→
P(P(Y )) in the usual way: ∆f (A) = {f [A] | A ∈ A}, where f [A] denotes the
image {f(a) | a ∈ A} of A under f .

(e) Universal projections. Given a surjection f : X → Y , letRUf ⊆ P(X)×P(Y ) be the

relation {(B,A) | B = f [A] and f−1[{b}] ⊆ A for all b ∈ B}. The corresponding
universal projection ∆U

f is defined by ∆U
f (A) = {B | (B,A) ∈ RUf for some A ∈

A}.
(f) In the concrete case X = X0×· · ·×Xm−1, Y = X0×· · ·Xi−1×Xi+1×· · ·×Xm−1,

and f is the function f(a0, . . . , am−1) = (a0, . . . , ai−1, ai+1, . . . , am−1) (i.e., f is
the projection to coordinates j 6= i), we denote the projection ∆f by ∆X

∃i and the
universal projection ∆U

f by ∆X
∀i.

Note that the union and intersection operators ∆X
∪ and ∆X

∩ do not depend on the
base set X. Thus, in the sequel we will denote these operators simply by ∪ and ∩.
The same holds for tensor disjunction and conjunction, whence we will use the notation
A ∨ B := ∆X

∨ (A,B) and A ∧ B := ∆X
∧ (A,B).

2.3 Families of teams

The general concept of a family of sets arises naturally in numerous contexts. In this
paper our focus is on families of sets arising in logic, with applications in logic in mind.
These families are families of sets on the base set of the form of a cartesian products
Mm. This particular form of the base set permits dimension computations which do not
arise in the abstract setting. In particular, we can fix m and ask how does the dimension
of a family depend on |M |.

In classical logic one associates with a given formula φ(x0, . . . , xm−1) with the free
variables x0, . . . , xm−1 and a given structure M the set of m-tuples satisfying the formula
φ in M :

‖φ‖M = {(a0, . . . , am−1) ∈Mn : M |= φ(a0, . . . , am−1)}.
Such sets of m-tuples are called definable subsets of Mm. The definable subsets of Mm

form a Boolean algebra with Boolean operations corresponding to the logical operations
of first order logic. The study of this algebra is a well-known method in logic.

In the same way as classical logic gives rise to definable sets of m-tuples, team
semantics and dependence logic [Vää07] give rise to definable families of sets of m-
tuples. If M is a model, a team in M is a set of assignments s (i.e. functions) which
map a set dom(s) = {x0, . . . , xm−1} of variables, called the domain of s, to M . Thus a
team can be identified with a subset of Mm. Every formula φ of dependence logic, or
another logic based on team semantics, with free variables in ~x = (x0, . . . , xm−1) gives
rise to the set of teams

‖φ‖M,~x = {X ⊆Mm : M |=X φ}, (1)
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where M |=X φ is the satisfaction relation defined below. We consider the families
‖φ‖M,~x a special case of families of subsets of Mm.

If φ is a formula of first order logic, then ‖φ‖M,~x is downward closed, dominated
and supported by ∅. If φ is a formula of dependence logic, then ‖φ‖M,~x is downward
closed and supported by ∅ but not necessarily dominated. Many of the results of this
paper hold for arbitrary families of sets but when applied to families of the form ‖φ‖M,~x,
results about dependence and independence logics obtain.

In order to make (1) more exact we now recall the inductive definition of M |=X φ
from [Vää07]. If a ∈M , then s(a/x) is the unique assignment s′ such that s′(x) = a and
s′(y) = s(y) for variables y in the domain of s other than x. If F : X → P(M) \ {∅},
then X[F/x] = {s(a/x) : a ∈ F (s)}. Finally, X[M/x] = {s(a/x) : a ∈M, s ∈ X}.

Definition 2.7. 1. M |=X φ, where φ is atomic or negated atomic if and only if
every assignment s in X satisfies φ.

2. M |=X φ ∧ ψ if and only if M |=X φ and M |=X ψ.

3. M |=X φ ∨ ψ if and only if X = Y ∪ Z such that M |=Y φ and M |=Z ψ. (Tensor
disjunction)

4. M |=X ∃xφ if and only if there is F : X → P(M) \ {∅} such that M |=X[F/x] φ.

5. M |=X ∀xφ if and only if M |=X[M/x] φ.

This defines M |=X φ for every first order φ. By Definition 2.7.1, for every first order
literal (i.e., atomic or negated atomic) φ we have ‖φ‖M,~x = {~a ∈Mm |M |= φ(~a)}. Note

further that for composite φ the family ‖φ‖M,~x′ can be obtained from the corresponding
families ‖ψ‖M,~x for the components ψ of φ (with appropriate ~x′, see below) by applying
one of the natural operators introduced in Example 2.6:

‖φ ∧ ψ‖M,~x′ = ‖φ‖M,~x ∩ ‖ψ‖M,~x

‖φ ∨ ψ‖M,~x′ = ‖φ‖M,~x ∨ ‖ψ‖M,~x

‖∃xiφ‖M,~x′ = ∆Mm

∃i (‖φ‖M,~x)

‖∀xiφ‖M,~x′ = ∆Mm

∀i (‖φ‖M,~x)

Here ~x′ is ~x in the case of conjunction and disjunction, while in the case of quantifiers,
~x′ is obtained from ~x by deleting the component xi.

We now recall the extension of M |=X φ from first order φ to new non-first order
atoms.

Definition 2.8. 1. Dependence atom: M |=X= (~x, y) if and only if s(~x) = s′(~x)
implies s(~y) = s′(~y) for all s, s′ ∈ X.

2. Inclusion atom: M |=X ~x ⊆ ~y if and only if for every s ∈ X there is s′ ∈ X such
that s(~x) = s′(~y). (We assume len(~x) = len(~y).)

3. Exclusion atom: M |=X ~x | ~y if and only if for every s, s′ ∈ X we have s(~x) 6= s′(~y).
(We assume len(~x) = len(~y).)
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4. Independence atom: M |=X ~x ⊥~z ~y if and only if for every s, s′ ∈ X such that
s(~z) = s′(~z) there is s′′ ∈ X such that s′′(~x) = s(~x) and s′′(~y) = s′(~y). The
atom ~x ⊥ ~y is called a pure independence atom, while ~x ⊥~z ~y is the relativized
independence atom.

3 Dimension calculations

3.1 Convex shadows

In this subsection, we develop some auxiliary tools for performing concrete dimension
calculations.

Definition 3.1. Let A be a family of sets and A ∈ A. The convex shadow of A in the
family A is the family

∂A(A) = {B ⊆ A | [B,A] ⊆ A}.
Similarly, the dual convex shadow of A in A is

∂A(A) = {B ∈ A | A ⊆ B, [A,B] ⊆ A}.

A set A ∈ A is called critical in A if its convex shadow is maximal in the family
{∂B(A) | B ∈ A}. We use the notation Crit(A) = {A ∈ A | A critical in A}. Similarly,
we define the notion of dual criticality. We denote the family of dually critical sets in A
by Critd(A).

Lemma 3.2. Let A be a family of sets and A ∈ A.

1. ∂A(A) is the largest dominated convex family C ⊆ A with
⋃ C = A. Similarly,

∂A(A) is the largest supported convex family C ⊆ A with
⋂ C = A.

2. A family G ⊆ A dominates A iff
⋃
G∈G ∂G(A) = A. Dually, H ⊆ A supports A iff⋃

H∈H ∂
H(A) = A.

3. If G dominates A, then Max(A) ⊆ G, and if H supports A, then Min(A) ⊆ H.

4. If A is finite, then A and Crit(A) satisfy Zorn condition.

5. Suppose that Crit(A) satisfy Zorn condition. Then if G ⊆ A dominates A, then
there is a family G′ dominating A such that G′ ⊆ Crit(A) and |G′| ≤ |G|. The dual
result also holds.

Convex shadows and dual convex shadows are maximal subfamilies satisfying the
appropriate properties. The similar operations that produce superfamilies instead of
subfamilies are called hulls. We shall utilize these latter concepts in later sections.

Definition 3.3. Let A be a family of sets.

1. The convex hull of A is H(A) =
⋃
A,A′∈A[A,A′].

2. The dominated (convex) hull of A is H∗(A) =
⋃
A∈A [A,

⋃A].

14



3. The supported (convex) hull is H∗(A) =
⋃
A∈A [

⋂A, A].

If the family of sets is finite, we may drop the braces from the notation in the
customary manner, writing H∗(A0, . . . , Ak−1) instead of H∗({A0, . . . , Ak−1}). Note the
special cases H∗(A,B) = [A,A∪B]∪ [B,A∪B] and H∗(A,B) = [A∩B,A]∪ [A∩B,B].

Lemma 3.4. Let A be a family of sets. Then

1. H(A) is the least convex family containing A,

2. H∗(A) is the least dominated convex family containing A and

3. H∗(A) is the least supported convex family containing A.

3.2 Dimensions of particular families

In this subsection, we list the dimensions of some concrete families of sets that are
relevant to team semantics but certainly are familar from other contexts, too.

For non-empty base sets X and Y , here is a list of families that we consider:

F = {f ⊆ X × Y | f is a mapping },
I⊆ = {R ⊆ X ×X | dom(R) ⊆ rg(R)},
I⊥ = {A×B | A ⊆ X, B ⊆ Y } and

X = {R ⊆ X ×X | dom(R) ∩ rg(R) = ∅}.

Theorem 3.5. Let X and Y be finite base sets with ` = |X| ≥ 2 and n = |Y | ≥ 2.
Then:

D(F) = n`, Dd(F) = 1, CD(F) = D(F),

D(I⊆) = 2` − `, Dd(I⊆) = 1 +
∑̀

k=2

(
`

k

)
kk, CD(I⊆) = Dd(I⊆),

D(I⊥) =(2`−`−1)(2n−n−1)+`+n, Dd(I⊥) =(2`−`−1)(2n−n−1)+1, CD(I⊥) = D(I⊥),

D(X ) = 2` − 2, Dd(X ) = 1, CD(X ) = D(X ).

The proof of Theorem 3.5 is based on a careful analysis of (dual) convex shadows
and critical sets (see Definition 3.1) for each of the families.

3.3 Dimensions of definable families

We have defined three dimension concepts for totally arbitrary families of sets on a finite
base set. We now apply these concepts to definable families of subsets of a cartesian
product Mm. In particular, we are interested in calculating the three dimensions for
families of the form ‖φ‖M,~x.

Lemma 3.6. If φ is first order, then D(‖φ‖M,~x) = Dd(‖φ‖M,~x) = CD(‖φ‖M,~x) = 1.
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Proof. The claim follows from the fact that if φ is first order, then M |=X φ if and only
if s ∈ X implies M |= φ(s(~x)) for all s. Thus for first order φ the set ‖φ‖M,~x is always
the power-set of a set. This makes the dimension computations trivial.

As alluded to in Section 2.3, team semantics permits the extension of first order logic
by a number of new atoms (see Definition 2.8) leading to dependence logic, inclusion
logic, exclusion logic and independence logic. In order to estimate the dimensions of
families definable in these logics we first note the following consequence of Theorem 3.5:

Theorem 3.7. Suppose |M | = n.

1. Let α be the dependence atom =(~x, y), where len(~x) = m, and let ~z = ~xy. Then
D(‖α‖M,~z) = CD(‖α‖M,~z) = nn

m
and Dd(‖α‖M,~z) = 1.

2. Let α be the inclusion atom ~x ⊆ ~y, where len(~x) = len(~y) = m, and let ~z = ~x~y.
Then D(‖α‖M,~z) = 2n

m −nm and Dd(‖α‖M,~z) = CD(‖α‖M,~z) = 1 +
∑nm

k=2

(
nm

k

)
kk.

3. Let α be the independence atom ~x ⊥ ~y, where len(~x) = m and len(~y) = k, and let

~z = ~x~y. Then D(‖α‖M,~z) = CD(‖α‖M,~z) = (2n
m−nm−1)(2n

k −nk−1) +nm+nk

and Dd(‖α‖M,~z) = (2n
m − nm − 1)(2n

k − nk − 1) + 1.

4. Let α be the exclusion atom ~x | ~y, where len(~x) = len(~y) = m, and let ~z = ~x~y.
Then D(‖α‖M,~z) = CD(‖α‖M,~z) = 2n

m − 2 and Dd(‖α‖M,~z) = 1.

We may notice that, keeping m and k fixed, the upper and the cylindrical dimen-
sion of the dependence atom grows faster than the respective dimensions of the other
atoms. Varying m and k we obtain a host of comparisons between dimensions of the
atoms. These will become relevant in Section 5 when we combine the atoms with logical
operations.

4 Growth classes and operators

4.1 Growth classes

As we apply our dimensional techniques to definability problems on the class of finite
structures, we are constantly facing the dilemma that it is usually not sufficient to
consider a single structure and families of sets arising from team semantics in that
structure, but we rather have to consider the class of all appropriate finite structures.
That means that we have to accept the possibility that the size of the base set may
change, which calls for a dynamical way to handle matters. To that end, we consider
growth classes.

In the definitions that follow, we generalize the arithmetical notation in the pointwise
fashion, e.g., for functions f, g : N→ N we set f + g to be the function N→ N such that
(f + g)(n) = f(n) + g(n), for n ∈ N, and f ≤ g means that f(n) ≤ g(n) holds for every
n ∈ N.

Definition 4.1. A set O of mappings f : N → N is a growth class if the following
conditions hold for all f, g : N→ N:
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1. If g ∈ O and f ≤ g, then f ∈ O.

2. If f, g ∈ O, then f + g ∈ O and fg ∈ O.

We are interested in the following particular classes: For k ∈ N, the class Ek consist
all f : N → N such that there exists a polynomial p : N → N of degree k and with
coefficients in N such that f ≤ 2p. In addition, Fk is the class of functions f : N → N
such that there exists a polynomial p : N→ N of degree k and with coefficients in N such
that for every n ∈ Nr {0, 1} we have that

f(n) ≤ np(n).

Note that E0 is the class of bounded functions and F0 the class of functions of
polynomial growth. The following is immediate:

Proposition 4.2. Each Ek and Fk (for k ∈ N) is a growth class. Furthermore, we have

E0 ( F0 ( E1 ( F1 ( · · · ( Ek ( Fk·

Definition 4.3. To each formula φ with free variables in ~x allowing a team-semantical
interpretation we relate the following dimension functions:

Dimφ,~x : N→ Card, Dimφ,~x(n) = sup
{

D(‖φ‖M,~x) |M is a model, |M | = n
}
,

Dimd
φ,~x : N→ Card, Dimd

φ,~x(n) = sup
{

Dd(‖φ‖M,~x) |M is a model, |M | = n
}
,

CDimφ,~x : N→ Card, CDimφ,~x(n) = sup
{

CD(‖φ‖M,~x) |M is a model, |M | = n
}
.

4.2 Kripke-operators

Our goal in this section is to find natural criteria for operators to preserve growth classes.
We start by defining a class of operators that is inspired by the Kripke semantics of modal
logic. Let R be an (n+ 1)-ary relation on the powerset P(X) of some nonempty set X.
Then we define a corresponding operator ∆R : P(P(X))n → P(P(X)) by the condition

A ∈ ∆R(A0, . . . ,An−1) ⇐⇒ ∃A0 ∈ A0 . . . ∃An−1 ∈ An−1 : (A,A0, . . . , An−1) ∈ R.

Note that ∆R can be seen as the n-ary second-order version of the function mapping
the truth set of a formula ϕ to the truth set of 3ϕ in a Kripke model.

Definition 4.4. Let X be a set. A function ∆: P(P(X))n → P(P(X)) is a (second-
order) Kripke-operator2, if there is a relation R ⊆ P(X)n+1 such that ∆ = ∆R.

In the next example we go through the operators introduced in Example 2.6, and
check which of them are Kripke-operators.

2This notion is defined by Lück [Lüc20]; he calls functions satisfying the condition just “operators”.
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Example 4.5. (a) Intersection of families is a Kripke-operator on any base set X: If
A,B ⊆ P(X) and C ∈ P(X), then C ∈ A∩B if and only if there exist A ∈ A and
B ∈ B such that (C,A,B) ∈ R∩, whereR∩ is the relation {(D,D,D) | D ∈ P(X)}.

(b) Union of families on X is not a Kripke-operator: for any relation R ⊆ (P(X))3

and any nonempty family A ⊆ P(X) we have ∆R(A, ∅) = ∅ 6= A = A ∪ ∅.
(c) It is also easy to see that complementation ∆X

c is not a Kripke-operator: ∆R(∅) = ∅
for any relation R ⊆ (P(X))2, but ∆X

c (∅) = P(X) 6= ∅.
(d) Tensor disjunction on X is a Kripke-operator: clearly A ∨ B = ∆R∨(A,B), where
R∨ = {(A ∪B,A,B) | A,B ∈ P(X)}.

(e) Projections are Kripke-operators. Indeed, if f : X → Y is a surjection, then clearly
∆f = ∆Rf

, where Rf = {(f [A], A) | A ∈ P(X)}. Note further that universal

projections are actually by their definition Kripke-operators: ∆U
f = ∆RU

f
.

An important property of Kripke-operators is that they preserve unions of families:

Lemma 4.6 (Union Lemma). Let ∆R : P(P(X))n → P(P(X)) be a Kripke-operator,
and let Aki ∈ P(P(X)), k ∈ Ki, be families of sets for some index sets Ki, i < n. Then

∆R
( ⋃

k∈K0

Ak0, . . . ,
⋃

k∈Kn−1

Akn−1
)
=
⋃

~k∈K

∆R(Ak00 , . . . ,A
kn−1

n−1 ),

where we use the notation ~k = (k0, . . . , kn−1) and K = K0 × · · · ×Kn−1.

Proof. Using the notation Ai =
⋃
k∈Ki

Aki for i < n the left hand side of the equation
can be written as A := ∆R(A0, . . . ,An−1). The claim follows now from the chain of
equivalences below:

A ∈ A ⇐⇒ ∀i < n∃Ai ∈ Ai : (A,A0, . . . , An−1) ∈ R
⇐⇒ ∀i < n∃ki ∈ Ki ∃Ai ∈ Akii : (A,A0, . . . , An−1) ∈ R
⇐⇒ ∃~k ∈ K : A ∈ ∆R(Ak00 , . . . ,A

kn−1

n−1 )

⇐⇒ A ∈ ⋃~k∈K ∆R(Ak00 , . . . ,A
kn−1

n−1 ).

Kripke-operators that preserve the property of being dominated (and/or supported)
and convex have a crucial role in our considerations. This is because for such an operator
∆R the (corresponding) dimension of the image ∆R(A0, . . . ,An−1) is at most the product
of the dimensions of Ai, i < n, and consequently, ∆R preserves growth classes.

Definition 4.7. Let ∆: P(P(X))n → P(P(X)) be an operator. We say that ∆ weakly
preserves dominated (supported, resp.) convexity if ∆(A0, . . . ,An−1) is dominated (sup-
ported, resp.) and convex or ∆(A0, . . . ,An−1) = ∅ whenever Ai is dominated and convex
for each i < n.
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Theorem 4.8. Let ∆R : P(P(X))n → P(P(X)) be a Kripke-operator, and let A =
∆(A0, . . . ,An−1).

1. If ∆ weakly preserves dominated convexity then D(A) ≤ D(A0) · . . . ·D(An−1).
2. If ∆ weakly preserves supported convexity then Dd(A) ≤ Dd(A0) · . . . ·Dd(An−1).
3. If ∆ weakly preserves both dominated and supported convexity then

CD(A) ≤ CD(A0) · . . . · CD(An−1).

Proof. (a) By Definition 2.5, for each i < n there are dominated and convex subfamilies
Aki ⊆ Ai, k ∈ Ki, such that Ai =

⋃
k∈Ki

Aki and |Ki| = D(Ai). For each tuple ~k :=

(k0, . . . , kn−1) in K := K0 × · · · × Kn−1, let A~k denote the family ∆(Ak00 , . . . ,A
kn−1

n−1 ).
By our assumption, each A~k is either dominated and convex, or empty. By Lemma 4.6,
A =

⋃
~k∈K A~k. Thus we see that D(A) ≤ |K| = |K0| · . . . · |Kn−1| = D(A0) · . . . ·D(An−1).

Claim (b) is proved in the same way just by replacing dominated convexity by sup-
ported convexity. Finally, to prove (c) it suffices to observe that a non-empty family is
an interval if and only if it is dominated, supported and convex.

As seen in Example 4.5, there are well-behaved operators that are not Kripke-
operators, but on the other hand, most of the operators arising in our applications are
Kripke-operators. Moreover, we can prove relatively simple exact characterizations for
weak preservation of dominated convexity and supported convexity for Kripke-operators.
We will state these characterizations in the full paper.

4.3 Local Kripke-operators

Below we will use the notation

R[A] := {(A0, . . . , An−1) | (A,A0, . . . , An−1) ∈ R}.

Many natural Kripke-operators ∆R are local in the sense that the relation R[A] is
completely determined by its behaviour on singletons {a} ⊆ A.

Definition 4.9. A Kripke-operator ∆R : P(P(X))n → P(P(X)) is local3 if, for any
A ∈ P(X), R[A] is determined by the relations R[{a}], a ∈ A, as follows:

(A0, . . . , An−1) ∈ R[A] ⇐⇒ for each a ∈ A there is (Aa0, . . . , A
a
n−1) ∈ R[{a}]

such that Ai =
⋃
a∈AA

a
i for i < n.

Lück [Lüc20] proved that all local Kripke-operators ∆ preserve flatness: if Ai, i < n,
are flat (i.e., dominated and downward closed), then ∆(A0, . . . ,An−1) is also flat. We
generalize this result to dominated convexity.

Theorem 4.10. If ∆R : P(P(X))n → P(P(X)) is a local Kripke-operator for a finite
X, then it weakly preserves dominated convexity.

3Lück [Lüc20] defined this notion under the name “transversal”.

19



On the other hand, it is not the case that all local Kripke-operators weakly preserve
supported convexity. This is seen in the next example.

Example 4.11. Let X = {a, b}, and let R be the relation {(Y,X) | Y 6= ∅} ⊆ P(X)2.
Then ∆R is local, but it does not weakly preserve supported convexity, since H∗(X) =
{X} is convex and supported, but its image ∆R({X}) = {{a}, {b}, X} is not supported.

To avoid the problem exhibited in the example above, we consider the following
additional requirement for (local) Kripke-operators:

Definition 4.12. A Kripke-operator ∆R : P(P(X))n → P(P(X)) is separating if Ai ∩
Bi = ∅ for i < n whenever (A0, . . . , An−1) ∈ R[{a}], (B0, . . . , Bn−1) ∈ R[{b}] and a 6= b.

Theorem 4.13. If ∆R : P(P(X))n → P(P(X)) is a local and separating Kripke-operator
for a finite X, then it weakly preserves supported convexity.

5 Applications

We can now apply our results to obtain hierarchy results for extensions of first order
logic by various team-based atoms. We start by observing that the operators corre-
sponding to the usual first-order connectives (except negation) and quantifiers are local
and separating.

Lemma 5.1. Let M be a model. The Kripke-operators ∩, ∨, ∆Mm

∃i , and ∆Mm

∀i on Mm

are local and separating.

As a corollary, we get the following preservation result for the growth classes of the
dimension functions of formulas.

Corollary 5.2. Let L be an extension of first-order logic by a set A of atoms. Assume
that dim ∈ {Dim,Dimd,CDim} and C ∈ {Ek,Fk | k ∈ N}. If dimα,~x ∈ C for every
atom α ∈ A and every ~x containing the free variables of α, then dimφ,~y ∈ C for every
L-formula φ and every ~y containing the free variables of φ.

In order to apply this corollary for concrete logics L, we need to consider the length
of variable-tuples allowed in the atoms. Let us therefore specify the concept of arity for
our atoms:

Definition 5.3. We say the dependence atom =(~x, y) is k-ary, if len(~x) = k, the inclusion
atom ~x ⊆ ~y is k-ary if len(~x) = len(~y) = k, the independence atom ~x⊥~y is k-ary if
max{len(~x), len(~y)} = k, and the exclusion atom ~x | ~y is k-ary if len(~x) = len(~y) = k.

Using Theorem 3.7 we can now determine the growth classes of the dimension func-
tions for each of the k-ary atoms. However, there is a subtle detail that we have not men-
tioned earlier: the dual upper dimension Dd(‖φ‖M,~x) may increase if we add (dummy)
variables in the tuple ~x. Fortunately, we can prove that this increase can only lift the
dimension function Dimd

φ,~x from the growth class Ek to Fk, and Fk is closed with respect

to the increase. Moreover, the upper dimension D(‖φ‖M,~x) is independent of the tuple
~x.
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Theorem 5.4. Let L be an extension of first-order logic by a set A of dependence,
inclusion, independence and exclusion atoms.

1. If all atoms in A are at most k-ary, then Dimφ,~x,Dimd
φ,~x,CDimφ,~x ∈ Fk for every

L-formula φ and every ~x.

2. If all dependence atoms in A are less than k-ary, and other atoms are at most
k-ary, then Dimφ,~x ∈ Ek for every L-formula φ and every ~x.

3. If all inclusion and independence atoms in A are at most k-ary, then Dimd
φ,~x ∈ Fk

for every L-formula φ and every ~x.

Using the first clause of Theorem 5.4, we can now prove the promised arity hierarchy
result for our atoms:

Theorem 5.5. 1. Each k-ary dependence atom =(~x, y) is not definable in the exten-
sion of first-order logic by less than k-ary dependence atoms and at most k-ary
inclusion, independence and exclusion atoms.

2. Each k-ary inclusion atom ~x ⊆ ~y is not definable in the extension of first-order
logic by less than k-ary dependence, inclusion, independence and exclusion atoms.

3. Each k-ary independence atom ~x⊥~y is not definable in the extension of first-order
logic by less than k-ary dependence, inclusion, independence and exclusion atoms.

4. Each k-ary exclusion atom ~x | ~y is not definable in the extension of first-order logic
by less than k-ary dependence, inclusion, independence and exclusion atoms.

Proof. To prove the first claim, observe that by Theorem 3.7, Dim=(~x,y),~xy(n) = nn
k
,

whence Dim=(~x,y),~xy 6∈ Ek. On the other hand, by the first clause of Theorem 5.4 we
have Dimφ,~xy ∈ Ek for any formula φ in the extension of first-order logic by the atoms
stipulated in the claim. Thus, no such formula φ can define the atom =(~x, y).

The rest of the claims are proved in the same way.

Earlier hierarchy results have been for sentences. [HS15] Kontinen-Durand [DK12]
show that k−1-ary dependence atom is weaker than k-ary dependence atom for sentences
in vocabulary having arity k. Miika Hannula [Han18] showed (using similar results of
Grohe on transitive closure and fixpoint operator) that inclusion logic with k − 1-ary
inclusion atoms is strictly weaker than inclusion logic with k-ary inclusion atoms for
sentences when k ≥ 2. Galliani-Hannula-Kontinen [GHK13] showed that independence
logic with k− 1-ary independence atoms is strictly weaker than independence logic with
k-ary independence atoms on the level of sentences.
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Singmaster’s conjecture in the interior of Pascal’s triangle

Kaisa Matomäki∗

Department of Mathematics and Statistics
University of Turku, Finland

Abstract

In 1971, David Singmaster conjectured that any natural number greater than
one only appears in Pascal’s triangle a bounded number of times. In the talk I will
discuss what is known about this conjecture, concentrating on a recent result in joint
work with Maksym Radziwill, Xuancheng Shao, Terence Tao, and Joni Teräväinen
that establishes the conjecture in the interior region of the triangle.

While the problem is combinatorial, we use number theoretic and analytic tools.
In particular an important analytic input in our proof is Vinogradov’s estimate for
exponential sums over primes.

∗The author was supported by the Academy of Finland grant no. 285894.
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Sparsity and treelikeness of high dimensional (0, 1) arrays

Yaokun Wu

Shanghai Jiao Tong University

Abstract

We propose new methods to measure the sparsity and treelikeness of (0, 1) arrays.
Since (0, 1) arrays can be identified with clutters, partition systems, simplicial com-
plexes, and so on, these measures lead to new viewpoints about those widely-studied
structures. We will report some of our results and conjectures in this line of research.

This talk is based on the following three papers joint with Qian and Xiong:

1. Yaokun Wu, Yanzhen Xiong, Sparse (0, 1) arrays and tree-like partition sys-
tems, https://math.sjtu.edu.cn/faculty/ykwu/data/Paper/sparsity1001.pdf

2. Chengyang Qian, Yaokun Wu, Yanzhen Xiong, Collapsibility of oriented ma-
troids, https://math.sjtu.edu.cn/faculty/ykwu/data/Paper/Hyperplane arrangement.pdf

3. Chengyang Qian, Yaokun Wu, Yanzhen Xiong, Collapsibility and sparsity of
d-partite clut ters, In preparation.
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On general position problems in graphs

Ismael G. Yero

Universidad de Cádiz, Departamento de Matemáticas, Algeciras, Spain
ismael.gonzalez@uca.es

Given a connected graph G, a general position set of G is a set of vertices S ⊆ V (G)

for which there are no three vertices lying on a common shortest path (geodesic) of G.

The cardinality of a largest general position set, shortly called a gp-set, is the general

position number gp(G) of G. This concept was recently and independently introduced

in [2, 3]. Further on, a series of several other investigations on the topics has been

developed. Among such works, there has been made a generalization which is presented

as follows.

Let d ∈ N. Then S ⊆ V (G) is a general d-position set if the following holds:

{u, v, w} ∈
(
S

3

)
, v ∈ IG(u,w)⇒ dG(u,w) > d , (1)

where dG(u,w) denotes the shortest-path distance in G between u and w, and IG(u,w) =

{x ∈ V (G) : dG(u,w) = dG(u, x) + dG(x,w)} is the interval between u and w. That is,

the set S is a general d-position set if no three different vertices from S lie on a common

geodesic of length at most d. It is said that vertices u, v, w that fulfill condition (1) lie in

general d-position. The cardinality of a largest general d-position set of G is the general

d-position number of G and is denoted by gpd(G). The concept above were introduced

in [1].

In this talk, there will be given several contributions concerning the general position

and the general d-position numbers of graphs. Specifically, the following points shall be

addressed.

• The general position number of some Cartesian product graphs.

• Monotonic behavior of gpd(G) with respect to the suitable values of d.

• The NP-completeness of the decision problem concerning finding gpd(G) for any

value of d.

• Some other structural characterization of general d-position and some relationships

with other topics including strong resolving graphs and dissociation sets.
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On tree sizes in a random forest

Irina Cheplyukova and Yuri Pavlov

Institute of Applied Mathematical Research, Karelian Research Centre RAS
e-mail: chia@krc.karelia.ru, e-mail: pavlov@krc.karelia.ru

We consider a Galton-Watson branching process G starting with N particles, where
the number of offspring of any particle ξ has the distribution

pk = P{ξ = k} =
h(k + 1)

(k + 1)τ
, k = 0, 1, 2, . . . , τ ∈ (2, 3), (1)

where h(x) > 0 is a slowly varying function. Branching processes of this type are suc-
cessfully used in the study of the structure and dynamics of random graphs intended for
modeling complex communication networks, such as the Internet [1]. We take a subset of
the realizations of G such that the number of particles that existed in the process before
its extinction is equal to N + n. The set FN,n of all realisations of the Galton-Watson
process G conditioned to have n offspring with the probability measure induced by this
process in a natural way is called a Galton-Watson forest with N trees and n non-root
vertices. Let us assume that the process G is critical, i. e. Eξ = 1. The most comprehen-
sive reviews of such random forests are given in [2, 3, 4]. However, the known results on
Galton-Watson forests were obtained under the condition that the offspring distribution
of the branching process has a finite second moment. It is easy to see that the distri-
bution (1) has an infinite variance. It is therefore interesting to study the properties of
such random forests.

Any forest in FN,n consists of N root trees, the roots of which correspond to the
initial particles of the process G. The size of a tree is the number of its vertices including
the root. We denote by µr the number of trees of size r in a forest from FN,n. The limit
distributions of these random variables for different relations between the parameters N
and n tending to infinity are obtained. Let ξ(λ) denote an auxiliary random variable
with the distribution

pk(λ) = P{ξ(λ) = k} =
λkpk
F (λ)

, k = 0, 1, 2, . . . , (2)

where 0 < λ < 1, and

F (λ) =
∞∑

k=0

pkλ
k.
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Let ν denote a random variable equal to the number of particles that existed in a
branching process starting with one particle when the number of offspring of any particle
had the distribution (2). Let also qk = qk(λ) = P{ν = k}, k = 1, 2, . . . ,

σ2
rr = qr

(
1− qr −

(a− r)2

b2
qr

)
,

where a = a(λ) = Eν, b2 = b2(λ) = Dν. A random variable µr equal to the number
of trees of a given size is the most important characteristic of the Galton-Watson forest
structure. The following is true.
Theorem. Let N,n → ∞, r be a fixed natural number, λ = λ(N,n) be determined by
the relation

λF ′(λ)

F (λ)
=

n

N + n

and one of the following conditions be satisfied:

1. n/N → 0, N (n/N)r−1 →∞, r > 2;

2. 0 < C1 6 n/N 6 C2 <∞;

3. n/N →∞ and there are positive constants ∆, ω, where ω < 1/2, such that
( n
N

)2
= O

(
Nω(1− λ)1+∆

)
. (3)

Then,

P{µr = k} =
1 + o(1)

σrr
√

2πN
e−u

2
r/2.

for a positive integer k uniformly with respect to ur = (k −Nqr) /
(
σrr
√
N
)
lying in any

fixed finite interval. In addition, the statement of the theorem remains true with r →∞,
if condition 1 is supplemented with the requirement Nqr → ∞, r in condition 2 equals
o(lnN), and the relation r = O (n/N) is added to condition 3.
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1 Introduction

Pseudorandom sequences with low autocorrelation, high linear complexity and m-adic com-
plexity, are widely used in many areas of communication and cryptography. Since the quadra-
ture modulations are preferred in the digital communication systems, binary and quaternary
sequences have drawn more interests. A sequence is said to have optimal autocorrelation if
the maximal out-of-phase autocorrelation magnitude is as small as possible. For quaternary
sequences with period N, N ≡ 2 (mod 4) the least value modulo of the out-of-phase autocorre-
lation is equal to 2 [10]. There is a well-known method for constructing quaternary sequences
from two binary sequences using inverse Gray mapping. In particular, balanced quaternary
sequences with even period and optimal autocorrelation property obtained from two ideal se-
quences were presented in [10]. Further, Kim et al. proposed new quaternary sequences with
optimal autocorrelation constructed from Legendre sequences [5].

The notations of the shortest feedback with carry shift registers and 2-adic complexity binary
sequences were proposed in [6, 7]. Many papers have been devoted to the study of the 2 -adic
complexity of binary sequences [9, 12, 13] ( see also the references here). Further, the results
form [6, 7] were generalized for m-ary sequences in [11, 3], where m > 2 is integer. m -adic
complexity of a sequence over the ring of integers modulo m is defined as the length of the
shortest feedback with carry shift registers which is able to construct this sequence. For m-adic
complexity of sequence w(t)= (w0,w1, . . . ,wT−1) over Zm with period T (denoted by Φm(w(t)))
we have

Φm(w(t)) =
⌊

logm

(
mT −1

gcd(Sw(m),mN−1)
+1
)⌋
, (1)

where Sw(x) = ∑T−1
i=0 wixi ∈ Z[x] and bhc is the greatest integer that is less than or equal to h.

Due to the rational approximation algorithm, m-adic complexity has become one of the
most important cryptographic measures [6, 11]. Thus, it is interesting to study the m -adic
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complexity of known sequences and to find families of sequences with high m -adic complexity.
Comparing with the binary sequences, the m-adic complexity of quaternary sequences with small
autocorrelation has not been fully researched. The 4-adic complexity of quaternary sequences
with period 2p is considered in [8] and the generalized cyclotomic quaternary sequences with
period equal to the product of two different primes is studied in [1]. Very recently, the 4-adic
complexity of quaternary sequences presented in [10, 5] was studied in [14, 15].

A symmetric 2-adic complexity Φ̄(w(t)) = min(Φ(w(t)),Φ(w̃(t))) as a new measure for bi-
nary sequences was proposed in [4], here w̃(t) = (wT−1,wT−2, . . . ,w0) is the reciprocal sequence
of w(t). According to [4], the symmetric 2-adic complexity is better than 2-adic complexity
when measuring the security of a binary periodic sequence. Therefore, it is also interesting to
consider the symmetric 4-adic complexity of quaternary sequences. In this paper, we study the
symmetric 4-adic complexity of quaternary sequences with optimal autocorrelation from [5]. In
conclusion, we made a comment about the estimation of k-error 4-adic complexity.

2 Definitions of sequences

In this section, we recall the definition of sequences from [5].
Let p be an odd prime. Denote by QRp and NQRp the sets of quadratic residues and

quadratic nonresidues modulo p, respectively. Let b0(t),b1(t) be Legendre sequences of pe-
riod p defined as

b0(t) =





0, if t (mod p) = 0,
0, if t (mod p) ∈QRp,

1, if t (mod p) ∈ NQRp.

and

b1(t) =





1, if t (mod p) = 0,
0, if t (mod p) ∈QRp,

1, if t (mod p) ∈ NQRp.

It is well known that these sequences have an ideal autocorrelation when p ≡ 3 (mod 4) (its
out-of-phase autocorrelation coefficients equals -1) and optimal autocorrelation when p ≡ 1
(mod 4) (its out-of-phase autocorrelation coefficients belong to the set {−3,1}).

Also we define two binary sequences with period 2p as

s0(t) =

{
b0(t), if t ≡ 0(mod 2),
b1(t), if t ≡ 1(mod 2).

(2)

and

s1(t) =

{
b0(t), if t ≡ 0(mod 2),
b1(t)⊕1, if t ≡ 1(mod 2).

, (3)

where ⊕ denotes the addition over Z2.
The well-known Gray mapping φ : Z4→ Z2×Z2 is defined as

φ(0) = (0,0), φ(1) = (0,1), φ(2) = (1,1), φ(3) = (1,0).
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Thus, we can obtain a quaternary sequence from two binary sequences using the inverse Gray
mapping.

Let q1(t) be the quaternary sequence of period 2p defined by

q1(t) = φ−1 (s0(t),s1(t)) . (4)

According to [5] balanced quaternary sequence q1(t) have optimal autocorrelation value for
p≡ 1 (mod 4) (its out-of-phase autocorrelation coefficients belong to the set {−2,0}).

Also we define two other binary sequences with period 2p as

s2(t) =

{
b0(t), if t ≡ 0(mod 2),
b0(t), if t ≡ 1(mod 2).

(5)

and

s3(t) =

{
b1(t), if t ≡ 0(mod 2),
b1(t)⊕1, if t ≡ 1(mod 2).

(6)

Let q2(t) be the quaternary sequence of period 2p defined by

q2(t) = φ−1 (s2(t),s3(t)) . (7)

According to [5] balanced quaternary sequence q2(t) also have optimal autocorrelation value for
p≡ 3 (mod 4).

3 The symmetric 4-adic complexity of sequences

In this section we present our main results.

Theorem 1. Let s0(t) and s1(t) be binary sequences defined by (2) and (3) for Legendre se-
quences b0(t) and b1(t). Let the quaternary sequence q1(t) with period 2p, p ≡ 1 (mod 4) be
defined in (4). Then for the symmetric 4-adic complexity of q1(t) we have

Φ̄4(q1(t)) =

{
2p−2, if p≡ 13(mod 20),
2p−1, if p 6≡ 13(mod 20).

Proof. Let S0(X) = ∑i∈QRp
X i, S1(X) = ∑i∈NQRp

X i and Sq1(X) = ∑2p−1
t=0 q1(t)X t . Here, S1(X)

is the generating polynomial of sequence b0(t). Using the definitions of considered sequences
we get

Sq1(X) = 2(1+X p)S1(X)+2X p +X(X2p−1)/(X2−1). (8)

Then
Sq1(4) = 2(1+4p)S1(4)+2 ·4p +4(42p−1)/15

and we see that 4S̃q1(4) ≡ Sq1(4) (mod 42p−1), where S̃q1(4) is the generating polynomial of
the reciprocal sequence of q1(t). The properties of S0(4) and S1(4) were studied in [2]. Using
its, we can find gcd

(
Sq1(4),4

2p−1
)

and complete the proof of this theorem using (1).
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According to Theorem 1 the sequence q1(t) have high symmetric 4-adic complexity.
Now we consider second family of quaternary sequences q2(t) proposed in [5].

Theorem 2. Let s2(t) and s3(t) be binary sequences defined by (5) and (6) for Legendre se-
quences b0(t) and b1(t). Let the quaternary sequence q2(t) with period 2p, p ≡ 3 (mod 4) be
defined in (7). Then for the symmetric 4-adic complexity of q2(t) we have

Φ̄4(q2(t)) =

{
2p−2, if p≡ 7(mod 20),
2p, if p 6≡ 7(mod 20).

Proof. In this case,

Sq2(X) = 2(1+X p)S1(X)+1−X p +X(X2p−1)/(X2−1) (9)

and
S̃q2(X) = 2(1+X p)S0(X)+1−X p +X(X2p−1)/(X2−1). (10)

Thus, we get
Sq2(4) = 2(1+4p)S1(4)+1−4p +4(42p−1)/15

and
4S̃q2(4)≡ 2(1+4p)S0(4)+1−4p +4(42p−1)/15 (mod 42p−1).

We can prove Theorem 2 in the same way as Theorem 1.

The statements of Theorems 1 and 2 are consistent with the results from [15].
Let w(t) = (w0,w1, . . . ,wT−1) be a sequence over Zm with period T . For integers k ≥ 0,

the k-error m-adic complexity over Zm of (w(t)), denoted by Φk,m(w(t)), is the smallest m-adic
complexity (over Zm) that can be obtained by changing at most k terms of the sequence per
period, i.e.

Φk,m(w(t)) = min
d(w(t),u(t))≤k

Φm(u(t)),

where the minimum is extended over all T -periodic sequences u(t) = (u0,u1, . . . ,uT−1), for
which the Hamming distance, denoted as d(w(t),u(t)), of the vectors (w0,w1, . . . ,wT−1) and
(u0,u1, . . . ,uT−1) is at most k. For a sequence to be cryptographically strong, its m-adic com-
plexity should be large, and at the same time not significantly reduced by changing a few terms.

Using (8), (9) and (10) we obtain the following statement.

Lemma 3. Let quaternary sequences q1(t) and q2(t) be defined by (4) and (7), respectively.
Then

Φ̄1,4(qi(t))≤ p+1, i = 0,1.

Thus, we see that 4-adic complexity of these sequences is significantly reduced by changing
one term. In general case, according to (8), (9) and (10) the k-error 4-adic complexity Φ̄k,4(qi(t))
of considered quaternary sequences defines the k-error 4-adic complexity Φ̄k,4(bi(t)) of Legen-
dre sequences over Z4.
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Abstract

Scattered factor (circular) universality was firstly introduced by Barker et al. in
2020. A word w is called k-universal for some natural number k, if every word
of length k of w’s alphabet occurs as a scattered factor in w; it is called circular k-
universal if a conjugate of w is k-universal. Here, a word u = u1 · · · un is called
a scattered factor of w if u is obtained from w by deleting parts of w, i.e. there
exist (possibly empty) words v1, . . . , vn+1 with w = v1u1v2 · · · vnunvn+1. In this
work, we solve two problems, left open in the aforementioned paper, namely a
generalisation of one of their main theorems to arbitrary alphabets and a slight
modification of another theorem such that we characterise the circular universality
in terms of universality. Moreover, we present an algorithm computing the circular
universality of a word w over the alphabet Σ in time O(|Σ||w|).

1 Introduction

By deleting letters from a word one obtains another word, a scattered factor (also known
as subword or subsequence). More formally, a word u = u1 · · · un is a scattered factor of
w if there exist (possibly) empty words v1, . . . , vn+1 with w = v1u1 · · · vnunvn+1. For
instance, latin is a scattered factor of dalmatian but lama is not. Scattered factors
are a fundamental concept in mathematics and computer science: whenever data are
transmitted via a lossy channel or in aligning DNA-sequences, scattered factors are
the formal model to describe the incomplete data (e.g., [8]). Thus, it is not astonish-
ing that scattered factors are strongly related to partial words [2]. Parikh matrices and
subword histories use scattered factors to encode numerical properties of words into
matrices, thus connecting the world of words and languages with the world of vec-
tors and matrices (see [24, 26, 27]). From an algorithmic point of view, scattered factors
are crucial in some classical problems: the longest common subsequence, the shortest
common supersequence, and the string-to-string correction problem [22, 3, 29]. On the
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other hand, scattered factors are also used in logic theories and have applications in
formal software verifcation [30, 13, 20].

The line of research that led to this work began with Higman [15], who showed
that in any infinite set of words there are always two words such that one is a scattered
factor of the other, albeit only as an application of a more general theorem about partial
orderings on an abstract algebra and without explicitly defining scattered factors. Later
in 1967 Haines [12] explicitly introduced scattered factors and rediscovered Higman’s
result. In the seminal work [28] from 1975, Simon used this partial ordering to define
the equivalence relation∼k, now known as the Simon congruence, where x ∼k y iff x and
y have the same set of scattered factors of a fixed length k. In 1991, Hebrard introduced
the arch factorisation, which is a very powerful tool in investigating the scattered factors
of a word [14]. A very profound overview from a mathematical point of view can be
found in [21, Chapter 6], where Simon and Sakarovitch expand Simon’s previous work.

In this work we focus on a special ∼k-class of words. A word w ∈ Σ∗ is called k-
universal if its set of scattered factors of length k is Σk. For instance, anana is 2-universal
over {a, n} but banana is only 1-universal over {a, b, n}. Notice that this notion is equi-
valent to the notion of richness introduced in [17, 18] in the context of piecewise testable
languages; as in [1] we prefer the notion of universality for avoiding confusion with the
notion of richness w.r.t. palindromes. While the classical universality problem, which
asks whether a given language L ⊆ Σ∗ is equal to Σ∗, and many variants of it, as well
as the universality problem for (partial) words, which asks given an ` whether there
exists a word w ∈ Σ∗ that contains all words of length ` exactly once as a factor are well
studied (see [16, 10, 25, 19] and [23, 7, 4, 11] and the references therein), the universal-
ity problem for scattered factors just recently received attention (see [6, 1, 5, 9] and the
references therein).

Our contribution. Following the line of research started in [1], we investigate the
(circular) universality of words. In particular, we study the universality of repetitions,
which leads to several characterisations of its growth by the remainder of the arch fac-
torisation. We show that intervals on which the universality of repetitions is constant,
correspond to either ascending or descending chains of the remainder of those repeti-
tions. These insights into the behaviour of the remainder of the arch factorisation are
linked to the circular universality such that we are able to present results on two open
problems of [1]. As a consequence, we also get an efficient algorithm to compute the
circular universality of a word.

Structure of the work. In Section 2 we present the basic notions and in Section 3
we study the remainder of the arch factorisation and especially its growth behaviour
on repetitions. Afterwards, in Section 4, we connect the previous results and define
ascending and descending chains of the remainder, which leads to our main results,
the generalisations of Theorem 22 and Theorem 23 from [1].
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2 Preliminaries

Let N = { 1, 2, . . . } denote the natural numbers. Set N0 = N ∪ { 0 } and N≥k =
{ n ∈N | n ≥ k } for all k ∈N0. We also define the discrete interval [i, j] = { i, i + 1, . . . , j }
for i, j ∈ N0. Define for a function f : N0 → N0 with f (0) = 0 the backward difference
in x ∈ N by ∇ f (x) = f (x)− f (x − 1) and call ∇ the backward difference operator and
∇ f (x) the growth of f in x. Set ∇ f (0) = 0.

An alphabet Σ is a finite set of symbols, called letters. A word w is a finite sequence
of letters from a given alphabet and its length |w| is the number of w’s letters. For
i ∈ [1, |w|] let w[i] denote the ith letter of w. The set of all finite words over the alphabet
Σ, denoted by Σ∗, is the free monoid generated by Σ with concatenation (product) as
operation and the neutral element is the empty word ε, i.e. the word of length 0. Set
Σ+ = Σ∗ \ { ε } and Σk = {w ∈ Σ∗ | |w| = k } for some k ∈ N. Let u, w ∈ Σ∗ be words.
Then u is called a factor of w, if w = xuy for some words x and y over Σ. If x = ε
(resp., y = ε) then u is called a prefix (resp., suffix) of w. A factor (resp. prefix, suffix)
u of w is called a proper factor (resp., prefix, suffix), if u /∈ {w, ε }. If w = xy then we
define x−1w = y and wy−1 = x. We say that a letter a ∈ Σ occurs in w, if a is a factor of
w. We denote the set of all letters that occur in w by alph(w). Furthermore two words
u1, u2 ∈ Σ∗ are called prefix-compatible (resp., suffix-compatible) if one is a prefix (resp.,
suffix) of the other. Two words w and u are said to be conjugate to each other if there
exist words x, y ∈ Σ∗ such that w = xy and u = yx. We denote the reversal of a word by
wR, i.e. if |w| = n then wR = w[n] · w[n− 1] · . . . · w[1]. If we have words wi ∈ Σ∗ for
all i ∈ [1, n] and some n ∈ N, then we define ∏n

i=k wi = wk · . . . · wn. In the special case
w1 = w2 = . . . = wn = w we also write wn = ∏n

i=1 w and call wn the nth power of w.
Now, we introduce the notions around scattered factor universality ([1]).

Definition 1. A word u ∈ Σ∗ is called a scattered factor (or subword) of w ∈ Σ∗ if there
exist x1, . . . , x|u|+1 ∈ Σ∗ such that w = x1u[1]x2 · · · x|u|u[|u|]x|u|+1. We denote the set of
all scattered factors of a given word w ∈ Σ∗ by ScatFact(w) and the set of all scattered
factors of a given length k ∈N0 by ScatFactk(w).

Definition 2. For a k ∈N0, a word w ∈ Σ∗ is called k-universal (w.r.t Σ) if ScatFactk(w) =
Σk and called circular k-universal (w.r.t. Σ) if there exists a conjugate v of w such that v
is k-universal. We define the universality index of w as the maximal k such that w is k-
universal and denote it by ι(w); analogously ζ(w) denotes the circular universality index
of w.

Remark 3. By definition, the universality is w.r.t. to a given alphabet Σ. Notice, that we
have immediately ι(w) = 0 = ζ(w) if alph(w) ( Σ. Therefore, we implicitly assume
w.l.o.g. Σ = alph(w) from now on. Thus, we also assume ι(w) > 0 at any time without
mentioning it. For abbreviation, we set σ = |Σ|.

Since this work focuses on the (circular) universality index of powers of w ∈ Σ∗, we
introduce the following parametrisation.

Definition 4. For w ∈ Σ∗ define ιw : N0 → N0; s 7→ ι(ws) and ζw : N0 → N0; s 7→
ζ(ws).
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The following remark captures properties of ιw and ζw for a given w ∈ Σ∗.

Remark 5. For w ∈ Σ∗ and all s ∈ N0 we have first, ι(ws) = ιw(s) = ∑s
i=1∇ιw(i),

ι(w) ≤ ∇ιw(s) ≤ ι(w) + 1, and∇ιw(1) = ι(w). Therefore, sι(w) ≤ ιw(s) ≤ sι(w) + s− 1
with
1. ιw(s) = sk iff ∇ιw(i) = k for all i ∈ [1, s] and
2. ιw(s) = sk + s− 1 iff ∇ιw(i) = k + 1 for all i ∈ [2, s].
The binary words ab and baab satisfy the first and second property, resp. For an arbit-
rary alphabet Σ = { a1, . . . , aσ }, the word a1 . . . aσ satisfies the first property, and for
the second property an example is given in Remark 43.

Next we recall the arch factorisation introduced by Hebrard in [14].

Definition 6. Let w ∈ Σ∗. The factorisation w = ar1(w) · . . . · ark(w) · r(w), for some
k ∈N0, is called arch factorisation if for all i ∈ [1, k] we have ari(w) = uiai for some ui ∈
Σ∗ and ai ∈ Σ, alph(ui) 6= Σ, alph(uiai) = Σ, and alph(r(w)) 6= Σ. Furthermore, we
define the modus as m(w) = a1 · . . . · ak. We call ari(w) the ith arch, r(w) the remainder,
and denote the set of letters that occur in the remainder byR(w) = alph(r(w)).

Remark 7. Note, that for all w ∈ Σ∗ and appropriate i ∈ N, m(w)[i] occurs exactly
once in ari(w) and the number of arches of a word w is ι(w). In [1, Proposition 10] a
linear time algorithm to compute w’s arch factorisation is given. In examples we will
visualise the arch factorisation with the use of brackets. For example, we will write
(abc) · (cbba) · (caaab) · a to indicate the three arches abc, cbba, and caaab and the
remainder (without brackets) a.

In [1] the dynamic between universality and circular universality is studied. Naïvely,
one would expect that the universality of powers of w grows linearly with its univer-
sality, i.e. ∇ι(ws) = ι(w) for all s ∈N. But this is not always the case. Instead, its actual
growth is related to the circular universality of w. The following statements about (cir-
cular) universality from [1] are fundamental and the basis for our work.

Lemma 8 ([1]). For w ∈ Σ∗, we have ι(w) = ι(wR) and ι(w) ≤ ζ(w) ≤ ι(w) + 1.

Theorem 9 ([1]). Let w ∈ Σ∗ and k = ι(w). For all s ∈ N, if ζ(w) = k + 1 then ι(ws) =
sk + s− 1.

Theorem 10 ([1]). Let |Σ| = 2, w ∈ Σ∗ with k = ι(w), and s ∈N. Then ι(ws) = sk + s− 1
if ζ(w) = k + 1 and ι(ws) = sk otherwise.

As stated in [1], neither Theorem 10 nor the converse of Theorem 9 hold for ternary
alphabets: considering w = (babc) · (caab) · c, we have ζ(w) = ι(w) and ι(ww) =
2ι(w) + 1. We finish the preliminaries with a lemma that follows the line of arguments
repeatedly used in [1].

Lemma 11. Let w ∈ Σ∗. If ∇ιw(s) = ι(w) for all s ∈ N then also ∇ζw(s) = ι(w) for all
s ∈N.
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Proof. Let ∇ιw(s) = k for all s ∈ N. Now suppose that ∇ζw(s0) = k + 1 for some
s0 ∈N and choose s0 to be minimal with this property. Then we have ζw(s0) = s0k + 1.
This implies that ζw(2s0) ≥ 2s0k + 2. Therefore, we get ιw(2s0) ≥ 2s0 + 1 by Lemma 8.
This is a contradiction to our assumption that ∇ιw(s) = k for all s ∈ N. Thus there
cannot be such an s0.

3 The Growth Behaviour of the Universality

In this section, our goal is to find a characterisation for the previous example: for w =
babccabc, we have k = ι(w) = 2. Then we obtain ι(w2) = 2k + 1 and ι(w3) = 3k + 1
again. This means∇ιw(2) = k + 1, but∇ιw(3) = k. Thus, we seek criteria to determine
whether ∇ιw(s0) is k or k + 1 for a given s0. Having this purpose in mind, we now
look at the arch factorisation of w2: the first k arches of w2 are those of w but the next
arch begins with the remainder r(w) (which may be empty) and ends with a non-empty
prefix p of w. The remaining arches are those of p−1w. Thus ι(w2) = k + 1 + ι(p−1w)
or, equivalently, ∇ιw(2) = 1 + ι(p−1w). Clearly, by increasing the length of p, we de-
crease ι(p−1w). So we get ∇ιw(2) = k + 1 iff p is not too long. Thus, how long does p
have to be, and what is the longest prefix p that we can remove from w without redu-
cing its universality? Answering these questions will yield the characterisation that we
are striving to. Regarding the first question, p must be long enough for the equation
alph(r(w)p) = Σ to hold, since only then r(w)p is an arch of w2. The second question
is answered by the following lemma.

Lemma 12. For w ∈ Σ∗, the word p = r(wR)R is the longest prefix of w such that
ι(p−1w) = ι(w) holds.

Proof. The claim follows from the facts that q = r(wR) is the longest suffix of wR such
that ι(wRq−1) = ι(wR), and that ι(u) = ι(uR) for all u ∈ Σ∗.

For instance, if w = nabananab, we have r(wR)R = an, and indeed, if we remove na

from the beginning of w, ι(bananab) = 2 still holds.
In our considerations above we looked at the arch factorisation of w2. This can be

generalised to the concatenation of two arbitrary words w and u. The answer to the
question, whether ι(wu) equals ι(w) + ι(u) + 1 or ι(w) + ι(u), is given by a slightly
more general version of [1, Proposition 18].

Proposition 13. Let u, w ∈ Σ∗ with k = ι(w) and ` = ι(u). Then ι(wu) = k + `+ 1 if and
only if alph(r(w)r(uR)) = Σ.

Proof. From the arch factorisations of w and uR, respectively, follows immediately that
if alph(r(w)r(uR)) = Σ then ι(wu) = k + `+ 1. Now on the other hand assume that
alph(r(w)r(uR)) 6= Σ. We can factorise wu as wu = w(uR)R =

[
∏k

i=1 ari(w)
]
· r(w) ·

r(uR)R ·
[
∏`

i=1 ar`+1−i(uR)R
]
, i.e., as the product of the arch factorisation of w and the

reversal of the arch factorisation of uR. Then one can see that ι(wu) = k + ι(r(w)u).
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Now it is left to show that ι(r(w)u) < ` + 1. We will determine ι(r(w)u) by looking
as usual at its arch factorisation. First, there exists a prefix p of u such that the first
arch of r(w)u is ar1(r(w)u) = r(w)p. Then it follows from the assumption that p has
to be longer than r(uR)R, i.e. |p| >

∣∣r(uR)R
∣∣. And so, by Lemma 12 ι(p−1u) < ` holds.

Therefore, finally, ι(r(w)u) = ι(r(w)p) + ι(p−1u) < 1 + `.

Proposition 13 implies immediately the desired characterisation of the growth of ιw,
i.e. ∇ιw, using ws = ws−1 · w.

Corollary 14. Let w ∈ Σ∗, k = ι(w) and s ∈ N. Then we have ∇ιw(s) = k + 1 if and
only if alph(r(ws−1)r(wR)) = Σ.

Proof. The claim follows by Proposition 13 applied on on ws−1 and w.

Corollary 14 is fundamental to the remainder of this chapter. It gives us a useful tool
to investigate the universality of repetitions ws. It implies that the growth ∇ιw and the
remainder mapping s 7→ r(ws) of repetitions depend on each other. Thus we can gain
insight into the behaviour of ∇ιw by studying s 7→ r(ws) and vice versa. In particular,
we are interested in the question under which circumstances we gain eventual period-
icity in the growth. Notice that r(ws) depends recursively on r(ws−1) by the equation
r(ws) = r(ws−1 ·w). However, we can slightly refine this notion: since removing whole
arches from a word does not change its remainder, we have the following observation.

Remark 15. Let w ∈ Σ∗ and s ∈ N. Then r(ws) = r(r(ws−1)w). Thus, there is always a
word u ∈ Σ∗ with alph(u) ( Σ such that r(ws) = r(uw).

Now, we investigate when r(uw) and r(w) differ (or more generally r(uw) and
r(vw) for some v ∈ Σ∗\{u} with alph(v) ( Σ). Consider, for motivation, w = (abbc) ·
(caab) · caa. If u ∈ {a, b}∗ then in uw, u simply adds to the first arch of w without
bringing any significant change into the arch factorisation. This happens because c

does not occur in u leading to r(uw) = r(w). Now consider u = c. This time, regarding
uw, u causes the factor bc to get released from w’s first arch and ab gets released from
w’s second arch and binds c, the first letter of w’s remainder, to build a third arch. Thus
by prepending u to w, changes in the arch factorisation get carried through the whole
word. Finally, let u = caa. The arch factorisations of cw and uw do not differ signi-
ficantly from each other since the last letter of ar1(uw) is b and adding any number of
the letter a to c has no effect. Notice that in all cases, we only argued using alph(u)
but neither on the number of letters nor their position. In fact, for any u ∈ Σ∗ with
alph(u) ( Σ, alph(u) is the only relevant information about u for the computation of
r(uw), since we assumed ι(w) > 0.

Lemma 16. If u, v, w ∈ Σ∗ with alph(u) = alph(v) ( Σ then r(uw) = r(vw).

Proof. The first arch of uw is formed by u and the shortest prefix p of w such that
alph(u) ∪ alph(p) = Σ. Thus p depends solely on alph(u). This makes p also the
shortest prefix such that alph(v) ∪ alph(p) = Σ. Hence r(uw) = r(p−1w) = r(vw).
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Now, we return our attention to the equation r(ws0) = r(r(ws0−1)w) for some s0 ∈
N0. If the letters occurring in r(ws0) and r(ws0−1) are the same, Lemma 16 implies
that s 7→ r(ws) stays constant beginning at s0. And even more generally, we get in
the same way that, if for some t0 ∈ N0 the letters occurring in r(ws0) and r(wt0) are
the same, then r(ws0+1) = r(wt0+1), i.e., the mapping s 7→ r(ws) is periodic beginning
at min { s0, t0 }. The following lemma proves this observation. Recall that we defined
R(w) = alph(r(w)).

Lemma 17. Let w ∈ Σ∗ and let s, t ∈ N0. If R(ws) = R(wt) then r(ws+i) = r(wt+i) for
all i ∈N.

Proof. Let R(ws) = R(wt). We show by induction that r(ws+i) = r(wt+i) for all i ∈ N.
For i = 1, we get r(ws+1) = r(r(ws)w) = r(r(wt)w) = r(wt+1) by Lemma 16. For i > 1,
assume that r(ws+i) = r(wt+i). Then we get r(ws+i+1) = r(r(ws+i)w) = r(r(wt+i)w) =
r(wt+i+1).

The converse of Lemma 17 is not necessarily true: considering w = (acab) · b, we
have r(w2) = r(w3) = r(ws) for all s ≥ 2, but R(w) 6= R(w2). Notice also, that
Lemma 17 does not hold for i = 0. For w = (ab) · b we have R(w) = R(w2), but
r(w) 6= r(w2). But indeed, if we only care about the letters in the remainders, then we
can extend Lemma 17 to all i ∈N0 and the converse immediately holds as well.

Lemma 18. Let w ∈ Σ∗ and let s, t ∈ N0. Then we have R(ws+i) = R(wt+i) for all
i ∈N0 if and only ifR(ws) = R(wt).

Proof. LetR(ws) = R(wt). Then Lemma 17 implies that r(ws+i) = r(wt+i) for all i ∈N.
Hence R(ws+i) = R(wt+i) for all i ∈ N0. The other direction follows immediately by
i = 0.

Lemma 18 implies the desired periodicity property of the growth.

Proposition 19. The growth of the universality index, ∇ιw, is eventually periodic.

Proof. Since the mapping s 7→ R(ws) can only have finitely many values (Σ is finite),
there exist s0, t0 ∈ N0 with s0 6= t0 such that R(ws0) = R(wt0) and thus Lemma 18
implies that s 7→ R(ws) is periodic. The claim follows by Corollary 14.

The following lemma shows that s and t can be bound by σ and leads to a theorem
capturing the above considerations.

Lemma 20. For all w ∈ Σ∗ we have |{R(ws) | s ∈N0 }| ≤ σ.

Proof. For all s ∈ N0 the remainder r(ws) is a suffix of w. Therefore these remainders
are pairwise suffix-compatible with each other, and consequently also the sets R(ws)
are pairwise comparable regarding inclusion, i.e. the set {R(ws) | s ∈N0 } is totally
ordered. Thus we can order them by some bijective mapping π : N0 → N0 such that
R(wπ(j)) ⊇ R(wπ(j+1)) for all j ∈ N0. But since also each set contains less than σ
elements, i.e., 0 ≤ |R(ws)| < σ for all s ∈ N0, it follows that s 7→ R(ws) has at most σ
different values.

42



Theorem 21. For all w ∈ Σ∗ there exist s, t ∈ [0, σ] with s < t such that
1. r(ws+i) = r(wt+i) for all i ∈N,
2. R(ws+i) = R(wt+i) for all i ∈N0, and
3. ∇ιw(s + i) = ∇ιw(t + i) for all i ∈N.

Proof. By Lemma 20 there exist s < t ∈ [0, σ] such that R(ws) = R(wt). Then the first
claim follows by Lemma 17 and the second by Proposition 18. The third claim follows
by combining the second claim with Corollary 14.

Theorem 21 states that beginning at s + 1, the quantity∇ιw has the period t− s. So,
given an n ∈ N we can divide [1, n] into [1, s] (before ∇ιw is periodic) and [s + 1, n]
(containing the periodic part). By division with remainder, we obtain `, m ∈ N0 such
that n− s = ` · (t− s) + m and thus, the subinterval [s + 1, s + `(t− s)] contains ` full
periods while [s + `(t− s) + 1, n] is the rest. This observation motivates the following
Proposition.

Proposition 22. Let w ∈ Σ∗ and let n ∈N with n ≥ σ. Then there exist `, m, s, t ∈N0 with
s < t ≤ σ, m < t− s, and n− s = ` · (t− s) + m such that ιw(n) = ιw(s +m) + ` · (ιw(t)−
ιw(s)).

Proof. Let s and t be minimal such that s < t and R(ws) = R(wt). By Theorem 21
we have s, t ≤ σ. Then there are by division with remainder m, ` ∈ N0 such that
n− s = ` · (t− s) + m with m < t− s. It follows by Theorem 21 that

ιw(n) =
n

∑
i=1
∇ιw(i) =

[
s

∑
i=1
∇ιw(i)

]
+ ` ·

[
t

∑
i=s+1

∇ιw(i)

]
+

[
s+m

∑
i=s+1

∇ιw(i)

]

= ιw(s + m) + ` ·
[

t

∑
i=s+1

∇ιw(i)

]
= ιw(s + m) + ` · (ιw(t)− ιw(s)),

which was to be shown.

Proposition 23. Given w ∈ Σ∗, we can compute ιw(n) for all n ∈N0 in constant time with a
preprocessing time of O(σ|w|).
Proof. We only have to compute the minimal s, t ∈ N0 with R(ws) = R(wt) and ιw(i)
for all i ∈ [0, σ] once, taking in total O(σ|w|) time. Afterwards, by Proposition 22, we
can compute ιw(n) for all n ∈N0 in constant time.

In the rest of this work we will usually only need the notion of constancy and not of
periodicity. Thus we restate Lemma 17 and Proposition 18 for the case s = t− 1. The
claims follow directly by the lemma and the proposition.

Lemma 24. Let w ∈ Σ∗ and s0 ∈ N. If R(ws0−1) = R(ws0) then r(ws) = r(ws0) for all
s ≥ s0.

Proposition 25. Let w ∈ Σ∗and s0 ∈ N. Then we have R(ws) = R(ws0) for all s ≥ s0 − 1
if and only ifR(ws0−1) = R(ws0).

Hence, if R(ws0−1) = R(ws0) holds for any s0 ∈ N then the mappings s 7→ r(ws)
and s 7→ R(ws) are both eventually constant.
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4 Chaining the Remainder

Section 3 established by Corollary 14 a correspondence between the growth ∇ιw and
the remainder mapping s 7→ r(ws). We achieved this corollary by interpreting ws re-
cursively as ws−1 · w. But if we interpret it as w · ws−1 instead then we find another
useful relationship that we capture in the following lemma.

Lemma 26. Let w ∈ Σ∗ and s ∈N0. Then the following two statements hold:
1. If ∇ιw(s + 1) = ι(w) then r(ws) is a suffix of r(ws+1).
2. If ∇ιw(s + 1) = ι(w) + 1 then r(ws+1) is a suffix of r(ws).

Proof. Set k = ι(w). First note that r(ws+1) = r(r(w)ws) holds. Second, let ` = ι(ws)
be the universality of ws. Now we examine the arch factorisation of r(w)ws = r(w) ·
∏`

i=1 ari(ws). For all i ∈ [1, `] there exist factors xi, yi ∈ Σ∗ such that the arches of
ws are factorised by ari(ws) = xiyi and such the arches of r(w)ws are factorised by
ari(r(w)ws) = r(w)x1, if i = 1 and ari(r(w)ws) = yi−1xi, if i ≥ 2. Now the question is
whether the remaining factor y`r(ws) contains yet another arch or whether it is already
the remainder of r(w)ws.
Case 1: Assume that it is already the remainder, i.e., that r(r(w)ws) = y`r(ws) holds.
Then r(w)ws has exactly ` arches and hence ws+1 has k + ` arches. In other words,
∇ιw(s + 1) = k. But, since r(ws+1) = r(w)ws, it also follows that r(ws) is a suffix of
r(ws+1).
Case 2: Now assume that y`r(ws) contains yet another arch. Then there exist factors
x`+1, y`+1 ∈ Σ∗ such that r(ws) = x`+1y`+1, ar`+1(r(w)ws) = y`x`+1 and r(r(w)ws) =
y`+1. Then with similar arguments as in the previous case it follows that ∇ιw(s + 1) =
k + 1 and also that r(ws+1) = y`+1 is a suffix of r(ws). Thus, so we have either the case
that ∇ιw(s + 1) = k and r(ws) is a suffix of r(ws+1), or the case that ∇ιw(s + 1) = k + 1
and r(ws+1) is a suffix of r(ws).

Combining Corollary 14 and Lemma 26 implies that if r(ws) is long enough then
∇ιw(s + 1) = k + 1, which implies that r(ws+1) is a suffix of r(ws). Thus, now r(ws+1)
may have become so short that in the next step we get ∇ιw(s + 2) = k. This is exactly
what happens for w = (babc) · (caab) · c. The other case is symmetrical: if r(ws) is not
long enough then ∇ιw(s + 1) = k, which implies that r(ws) is a suffix of r(ws+1). Thus,
now r(ws+1) may have become long enough for ∇ιw(s + 2) = k + 1. Also note, that
the converses of Lemma 26 do not necessarily hold if r(ws) = r(ws+1). Considering
w = (ab) · a, we get ∇ιw(2) = 1 and r(w) = a = r(w2). On the other hand, if w =
(aab) · b then ι(w) = 1, but ∇ιw(2) = 2 and r(w) = b = r(w2). But as soon as two
successive remainders are equal or even if only their set of occurring letters are equal,
then s 7→ r(ws) is eventually constant. Thus, it seems useful to consider the cases,
where these conditions are excluded, explicitly. We state them in the following two
corollaries.

Corollary 27. Let w ∈ Σ∗ and s ∈N0. If r(ws) 6= r(ws+1), then
1. ∇ιw(s + 1) = k iff r(ws) is a (proper) suffix of r(ws+1) and
2. ∇ιw(s + 1) = k + 1 iff r(ws+1) is a (proper) suffix of r(ws).
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Corollary 28. Let w ∈ Σ∗ and s ∈N0 withR(ws) 6= R(ws+1). Then we obtain
1. ∇ιw(s + 1) = k iff r(ws) is a (proper) suffix of r(ws+1) iff R(ws) ( R(ws+1) and 2.
∇ιw(s + 1) = k + 1 iff r(ws+1) is a (proper) suffix of r(ws) iffR(ws) ) R(ws+1).

However, usually we do not know whether s 7→ r(ws) is eventually constant, i.e.
whether Corollary 28 is applicable. So now the following lemma gives a criterion to
decide whether this condition is satisfied.

Lemma 29. For all w ∈ Σ∗, s 7→ r(ws) is eventually constant iff ∇ιw is.

Proof. From Corollary 14 follows immediately that if s 7→ r(ws) is eventually constant
then ∇ιw is, too. Thus, assume that ∇ιw is eventually constant. Then there is s0 ∈ N

such that ∇ιw(s) = ` for all s ≥ s0, where ` is either k or k + 1.
Case ` = k: Then Lemma 26 implies that there is an infinite ascending chain R(ws0) ⊆
R(ws0+1) ⊆ . . .. But since R(ws) ⊆ Σ for all s ∈ N and Σ is finite, it follows that the
chain is not strictly increasing. Hence, there is some t ≥ s0 such thatR(wt) = R(wt+1)
and thus s 7→ r(ws) is eventually constant.
Case ` = k + 1: This case is analogous to the previous one.

Applying Lemma 29 gives a new insight regarding the characterisation when ζ(w) =
ι(w) + 1 holds.

Corollary 30. Let w ∈ Σ∗ and k = ι(w). If ζ(w) = k + 1 then s 7→ r(ws) is eventually
constant.

We will usually apply Lemma 26 and Corollary 28 in the following way: an inter-
val [`+ 1, n] on which we have ∇ιw(s) = k implies that there is an ascending chain
R(w`) ⊆ R(w`+1) ⊆ . . . ⊆ R(wn). Notice that we cannot conclude that ∇ιw(s) = k
holds on [`+ 1, n] by the existence of such a chain since there may be equality in some
steps. However, if we exclude R(ws) = R(wn) for all s ≥ n− 1, i.e., s 7→ R(ws) is not
yet constant, then we know that the chain from R(w`) to R(wn) is strict, and such a
strictly ascending chain implies∇ιw(s) = k on [`+ 1, n] (the case where∇ιw(s) = k + 1
on [`+ 1, n] is symmetrical with descending chains). This way Lemma 26 and Corol-
lary 28 can be used to translate questions about ιw and ζw into questions about chains
of sets.

In the following two subsections we investigate ascending and descending chains
in more detail. By improvements of Lemma 29, we are able to generalise the two afore-
mentioned results from [1].

4.1 Ascending Chains. So far, we established that an interval [`+ 1, n] on which∇ι(ws) =
k holds implies an ascending chainR(w`) ⊆ . . . ⊆ R(wn) and if that chain is strict then
the implication holds also in the other direction. The following lemma gives us a struc-
tural property about a strictly ascending chain of length exactly σ, where σ is the size
of the alphabet.

Lemma 31. Let w ∈ Σ∗ and ` ∈N0. IfR(w`) ( . . . ( R(w`+σ−1) is a strictly ascending
chain of length σ then we have |R(ws)| = s− ` for all s ∈ [`, `+ σ− 1].
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Proof. By the definition of the remainder we have 0 ≤ |R(u)| < σ for all u ∈ Σ∗. Thus,
the claim follows by 0 ≤

∣∣R(w`)
∣∣ < . . . <

∣∣R(w`+σ−1)
∣∣ < σ.

By Lemma 31, strictly ascending chains of length σ + 1 cannot exist.

Corollary 32. Let w ∈ Σ∗, `, n ∈ N0, and R(w`) ( . . . ( R(w`+n−1) be a strictly
ascending chain of length n. Then n ≤ σ.

Proof. If there was a strictly ascending chain with length σ + 1 then Lemma 31 would
imply σ− 1 =

∣∣R(w`+σ−1)
∣∣ <

∣∣R(w`+σ)
∣∣ and thus

∣∣R(w`+σ)
∣∣ = σ. This is a contradic-

tion since not all letters can occur in the remainder.

Remark 33. In fact, there actually exists a strictly ascending chain of length σ. For Σ =
{ a1, . . . , aσ } set w = ∏σ

i=1 a
2
i . Then we have ι(w) = 1, ∇ιw(s) = 1 for all s ∈ [1, σ− 1]

and ∇ιw(σ) = 2. Furthermore R(w0) ( . . . ( R(wσ−1) is a strictly ascending chain of
length σ.

Corollary 32 leads to the following proposition, which states that if we have∇ιw(s) =
k for the first σ− 1 repetitions then ∇ιw is already constant.

Proposition 34. Let w ∈ Σ∗, k = ι(w). If ∇ιw(s) = k for all s ∈ [1, σ] then ∇ιw(s) = k for
all s ∈N.

Proof. Let ∇ιw(s) = k for all s ∈ [1, σ]. Then Lemma 26 gives us the ascending chain
R(w0) ⊆ . . . ⊆ R(wσ). By Corollary 32 this chain is not strict. Therefore there exists an
s0 ∈ [1, σ] such thatR(ws0−1) = R(ws0). Then Proposition 25 implies that s 7→ R(ws) is
eventually constant with R(ws) = R(ws0−1) for all s ≥ s0 − 1. Consequently it follows
from Corollary 14 that ∇ιw(s) = ∇ιw(s0) = k for all s ≥ s0.

Even though the bound σ in Proposition 34 is tight, we can still improve the state-
ment in another way. If we consider the circular universality ζw instead of the plain
universality ιw then we can lower the bound to σ − 1. Before we present the corres-
ponding proposition, we prove two auxiliary lemmata.

Lemma 35. Let w ∈ Σ∗ and k = ι(w). If each letter a ∈ Σ occurs only once in each arch
of w and at most once in the remainder r(w) then ∇ζw(s) = k for all s ∈N.

Proof. Let a ∈ Σ such that a does not occur in r(w). Then by assumption a occurs k
times in w and therefore sk times in ws. So ζw(s) is bounded by sk. However, it is also
at least sk. Hence ζw(s) = sk.

Lemma 36. Let w ∈ Σ∗, k = ι(w). Let there be a word y ∈ Σ∗ and a letter a ∈ Σ
such that |alph(y)| ≤ σ − 2 and such that aya is a factor of some conjugate v of w. If
∇ζw(s) = k holds for all s ∈ [1, σ− 1] then we have ∇ιw(s) = k for all s ∈N.

Proof. Because aya is a factor of v, there exist factors x, z ∈ Σ∗ such that v = xayaz. Then
u = azxay is a conjugate of w, too. Now suppose that∇ιw grew in the σth step by k + 1,
i.e., ∇ιw(σ) = k + 1. Then the same holds for the circular universality of u in at least
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some step, i.e.,∇ζu(t) = k + 1 for some t ∈N. This now implies by Lemma 11 that the
same must hold for its plain universality, i.e., we have∇ιu(t′) = k + 1 for some t′ ∈N.
However, Proposition 34 states that any such growth must have already occurred in the
interval [1, σ], i.e., there is some t′′ ∈ [1, σ] with that property. But since by assumption
∇ζw(s) = k for all s ∈ [1, σ− 1], the only possible value is t′′ = σ. Thus far we have
shown that ∇ιu(s) = k if s ∈ [1, σ− 1] and ∇ιu(s) = k + 1 if s = σ. The first case gives
us by Lemma 26 the ascending chain R(u0) ⊆ . . . ⊆ R(uσ−1) and the second case
implies that this chain is strict. Then Lemma 31 is applicable, resulting in |R(us)| = s
for all s ∈ [1, σ− 1]. Now note that by Lemma 8 these arguments can be analogously
applied to uR as well. Consequently we can follow that

∣∣R((uR)s)
∣∣ = s for all s ∈

[1, σ− 1]. And so we have in particular
∣∣R(uσ−1)

∣∣ = σ− 1 and
∣∣R(uR)

∣∣ = 1. Therefore,
since by assumption |alph(ay)| ≤ σ− 1, it follows from the construction of u that both
a ∈ R(uσ−1) and R(uR) = { a }. However, this implies that alph(r(uσ−1)r(uR)) =
R(uσ−1) 6= Σ and hence we have ∇ιu(σ) = k by Corollary 14. This is a contradiction
and so the supposition ∇ιw(σ) = k + 1 must be false. Thus we have ∇ιw(s) = k not
only on the interval [1, σ− 1], but on [1, σ]. The claim follows by Proposition 34.

Proposition 37. Let w ∈ Σ∗. Then we have∇ιw(s) = k for all s ∈N if and only if∇ζw(s) =
k for all s ∈ [1, σ− 1].

Proof. First let ∇ζw(s) = k for all s ∈ [1, σ− 1]. If each letter occurs only once in each
arch of w and at most once in the remainder r(w), then the claim already follows by
Lemma 35. So now assume that there exists some letter a ∈ Σ that occurs at least twice
in an arch or the remainder of w. Since the last letter of an arch is unique this implies
that the conditions of Lemma 36 are met. Then the claim follows. The other direction
follows immediately by Lemma 11.

With Proposition 37 we can finally achieve our first main goal of generalising The-
orem 10 to alphabets of arbitrary size.

Theorem 38. Let w ∈ Σ∗ with k = ι(w) > 0 and let s ∈N.
1. If ζ(w) = k + 1 then ι(ws) = sk + s− 1.
2. If ∇ζw(t) = k for all t ∈ [1, σ− 1] then ι(ws) = sk.

Proof. The claim follows by combining Theorem 9 and Proposition 37.

Remark 39. Considering again w = ∏σ
i=1 a

2
i shows that the bound σ− 1 in Proposition 37

is tight. The word u = a1
[
∏n

i=2 a
2
i
]
a1 is a conjugate of w with ∇ιu(s) = 1 for all

s ≤ σ − 2 and ∇ιu(σ − 1) = 2. Thus, we have ∇ζw(s) = 1 for all s ≤ σ − 2 and
∇ζw(σ− 1) = 2.

4.2 Descending Chains. Now, we discuss descending chains instead of ascending
chains. We begin by searching for the longest strictly descending chain that is pos-
sible. The following lemma gives us a structural property about such a chain of length
exactly σ and is symmetrical to Lemma 31.
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Lemma 40. Let w ∈ Σ∗ and ` ∈ N0. If R(w`) ) . . . ) R(w`+σ−1) is a strictly descend-
ing chain of length σ then

∣∣R(w`+s)
∣∣ = σ− 1− s for all s ∈ [0, σ− 1].

Proof. The proof is symmetrical to the proof of Lemma 31.

Analogously to Corollary 32, there cannot be a strictly descending chain of length
σ + 1. Surprisingly, such a chain of length σ leads to a contradiction as well. First, we
present an auxiliary lemma.

Lemma 41. Let w ∈ Σ∗ and `, n ∈ N0. If R(w`) ) . . . ) R(w`+σ−1) is a strictly
descending chain of length σ thenR(w) ) . . . ) R(wσ) is one as well.

Proof. We can apply Lemma 40. It implies that R(w`) = σ − 1, and hence ` 6= 0. It
also implies that s 7→ R(ws) assumes σ different values on the interval [`, `+ σ− 1],
i.e., all possible values by Lemma 20. Therefore R(w`−1) is one of them, i.e., we have
R(w`−1) = R(w`+m) for some m ∈ [0, σ− 1]. However, by Corollary 14 their suc-
cessors are also equal, i.e., R(w`) = R(w`+m+1). Hence, since the chain is strict,
m = σ− 1 is the only possible value for m. Thus, since

∣∣R(w`+σ−1)
∣∣ = 0 by Lemma 40,

it follows that R(w`−1) = ∅, and consequently r(w`−1) = ε = r(w0). Then Lemma 17
implies that r(ws) = r(w`−1+s) for all s ∈ N0, and therefore R(w) ) . . . ) R(wσ) is a
strictly descending chain of length σ, too.

Proposition 42. Let w ∈ Σ∗ and `, n ∈ N0. If R(w`) ) . . . ) R(w`+n−1) is a strictly
descending chain of length n then n ≤ σ− 1.

Proof. The structure of this contradiction proof is the following: first we argue that one
can assume ` = 1. Second we argue that the conjugates of w obtained by cyclic shifts of
whole arches give us strictly descending chains, too. Third we follow that each arch and
the remainder end with the same letter. Last we show that this leads to a contradiction.

Suppose that n > σ − 1. Then in particular there is a strictly descending chain
of length σ. By Lemma 41 we can assume w.l.o.g. that ` = 1. So we have that
R(w) ) . . . ) R(wσ) is a strictly descending chain. Now let j ∈ [0, k] and wj =[
∏k

i=j+1 ari(w)
]

r(w)
[
∏

j
i=1 ari(w)

]
. In other words, wj is a conjugate of w obtained by

cyclic shifts of full arches of w and in particular w0 = w. Then for all s ∈ N the arch
factorisation ws

j =
[
∏ι(ws)

i=j+1 ari(ws)
]

r(ws)
[
∏

j
i=1 ari(ws)

]
contains at least ι(ws) arches

and thus ι(ws
j ) ≥ ι(ws). Next, since R(wσ) is empty by Lemma 40, it follows that

∇ιw(σ + 1) = k, and so by Theorem 9 we necessarily have k = ζ(w) ≥ ι(wj). Hence by
Remark 5, we get ι(ws

j ) ≤ sk + s− 1 for all s ∈ N. However, because the chain is strict,
Corollary 28 implies that∇ιw(s) = k+ 1 on the interval [2, σ] and thus ι(ws) = sk+ s− 1
for all s ∈ [1, σ]. Consequently we get for all s ∈ [1, σ] that ι(ws

j ) ≤ ι(ws). But moreover

note that, since r(wσ) = ε, we have ι(wσ+1
j ) = ι(wσ+1) by definition of wj. Thus far we

have shown that ι(ws
j ) = ι(ws) for all s ∈ [1, σ + 1]. This implies for all s ∈ [2, σ] that

∇ι(ws
j ) = k + 1 and∇ι(wσ+1

j ) = k. By Corollary 28 we have thatR(wj) ) . . . ) R(wσ
j )

is also a strictly descending chain. We can apply Lemma 40 on this chain, too, and get
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∣∣R(wj)
∣∣ = σ− 1 and

∣∣∣R(wσ−1
j )

∣∣∣ = 1. Since, moreover, ∇ι(wσ
j ) = k + 1 by Corollary 14

implies alph(r(wσ−1
j )r(wR

j )) = Σ,
∣∣∣R(wR

j )
∣∣∣ = σ− 1 andR(wσ−1

j ) ∩R(wR
j ) = ∅ follow.

Next let aj ∈ R(wσ−1
j ) be the letter that occurs in r(wσ−1

j ). Note that aj is also the last

letter of wj. Then, since R(wσ−1
j ) and R(wR

j ) are disjunct, we have aj /∈ R(wR
j ). And

so, since all letters of Σ except aj occur in r(wR
j )

R and it is also a prefix of the first arch
of wj, i.e. , ar1(wj), the last letter of ar1(wj) has to be aj, because the last letter of an arch
is unique. However, by construction of wj we have that ar1(wj) is a suffix of wj+1 for
all j < k. This implies that aj is the last letter of wj+1 and hence aj = aj+1 for all j < k,
and inductively we get aj = a0 for all j ≤ k. In other words, every arch and also the

remainder of w ends with the same letter a0. Now note that wk = r(w)
[
∏k

i=1 ari(w)
]
.

Then, since r(wR
k )

R and r(w) are both prefixes of wk and in both occur exactly σ − 1
different letters, we getR(wR

k ) = R(w). But we have on the one hand a0 ∈ R(w), since
a0 is the last letter of w, and on the other hand also a0 /∈ R(wR

k ). This is a contradiction,
i.e., n ≤ σ− 1.

Remark 43. The word w = aσ

[
∏σ

i=1 a
2
i
]σ−2

[
∏σ−1

i=1 ai

]
over Σ = { a1, . . . , aσ } witnesses

that a strictly descending chain of length σ − 1 actually exists: we have ι(w) = σ − 1
and ∇ιw(s) = σ for all s ∈ [1, n− 1] as well as ∇ιw(σ) = σ − 1 and ζ(w) = σ − 1.
Furthermore,R(w) ) . . . ) R(wσ−1) is a strictly descending chain of length σ− 1.

With Proposition 42 we can achieve our second main goal: the following theorem is
a reasonable modification of Theorem 9 such that its converse holds.

Theorem 44. For w ∈ Σ∗ the following statements are equivalent:
1. ∇ιw(s) = k + 1 for all s ∈ [2, σ],
2. ∇ιw(s) = k + 1 for all s ∈N≥2,
3. ζ(w) = k + 1.

Proof. Firstly, let ∇ιw(s) = k + 1 for all s ∈ [2, σ]. Then Lemma 26 gives us the
descending chain R(w) ⊇ . . . ⊇ R(wσ). By Lemma 32 this chain is not strict and
thus, ∇ιw(s) = k + 1 for all s ∈ N≥2. This proves the first implication. Now let
∇ιw(s) = k + 1 for all s ≥ 2. Then, again, the chain R(w) ⊇ R(w2)⊇ . . . is not strict.
Hence the mapping s 7→ r(ws) is eventually constant. Thus there exists t ≥ 2 such
that r(wt) = r(wt+1). Therefore, we have r(r(wt)w) = r(wt+1) = r(wt). Note that,
since ∇ιw(t + 1) = k + 1, we have ι(r(wt)w) = k + 1. Since, moreover, removing the
remainder does not change the universality of a word, ι(r(wt) · w · r(wt)−1) = k + 1
follows. Because the word r(wt) ·w · r(wt)−1 is a conjugate of w, we have ζ(w) = k + 1.
This proves the second implication. Finally, let ζ(w) = k + 1. Then Theorem 9 implies
immediately that ∇ιw(s) = k + 1 for all s ∈ [2, σ].

Finally, Theorem 44 provides an algorithm to compute the circular universality of
a word w in O(σ|w|), which is, if σ < |w| holds, better than the naïve approach by
computing ι(v) for every conjugate v of w.
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Theorem 45. Given a word w ∈ Σ∗, we can compute ζ(w) in time O(σ|w|).

Proof. By [1, Proposition 10] we can compute ι(wσ) inO(σ|w|). Let k = ι(w). If ι(wσ) =
σk + σ− 1, then ζ(w) = k + 1, else ζ(w) = k.

5 Conclusion

The main goal of this work was to improve certain results from [1] on the connection
between the universality of repetitions and the circular universality, namely Theorem 9
and Theorem 10.

At first we focused our investigation on repetitions. In Section 3 we showed that the
growth of the universality of repetitions can be characterised by their remainders and
that the growth is eventually periodic beginning its periodicity latest after σ repetitions.
Thus, the universality of all other repetitions can be computed in constant time. In Sec-
tion 4 we found that one can translate questions about the universality of repetitions
into questions about ascending or descending chains of the remainders of those repeti-
tions. The investigation of strictly ascending chains led to a tight bound on the length of
the longest possible strictly ascending chain and the connection of such chains with the
circular universality, gives the extension of Theorem 10 to alphabets of arbitrary size.
On the other hand, on investigating strictly descending chains, we found a tight bound
on the length of such chains, which is surprisingly one step shorter than the ascending
equivalent. This lead to a modification of Theorem 9 such that its converse holds, too,
and also to an efficient algorithm to compute the circular universality of a word.

It remains an interesting open problem to characterise the class of words, for which
the remainder of some proper repetition is the empty word. We propose to call such
words perfect k-universal. Furthermore, one could extend the study of k-universality
from finite words to infinite words, e.g. one could study the universality of the se-
quence of finite prefixes of aperiodic infinite words.
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Abelian Nivat’s conjecture for non-rectangular patterns

Extended abstract

Nikolai Geravker and Svetlana Puzynina
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Abstract

In this paper, we study the relation between periodicity of two-dimensional words
and their abelian pattern complexity. A pattern P in Zn is the set of all translations
of some finite subset F of Zn. An F -factor of an infinite word is a finite word
restricted to F . Then the pattern complexity over a pattern P counts the number of
distinct F -factors of an infinite word. Two finite words are called abelian equivalent
if for each letter of the alphabet, they contain the same numbers of occurrences of this
letter. The abelian pattern complexity counts the number of F -factors up to abelian
equivalence. As the main result of the paper, we characterize two-dimensional convex
patterns with the following property: if abelian pattern complexity over a pattern
P is equal to 1, then the word is fully periodic. Similar result holds for a function
on Z2 instead of a word and for constant sums instead of abelian complexity equal
to 1. In dimensional 1, we get a necessary condition for patterns for which there
exist non-constant functions with constant sums.

1 Introduction

One of the most studied topics in combinatorics on words is complexity of infinite words,
both in the one-dimensional and in the multidimensional case. First steps in complexity
theory of words were made by Morse and Hedlund in 1938. They introduced the notion
of a complexity of an infinite word as a function p(n) which counts, for each integer n,
the number of its distinct factors (i.e., blocks of consecutive letters) of length n. They
proved that if for an infinite word its complexity function is bounded, then the word is
periodic [11]:

Theorem 1 (Morse, Hedlund, 1938). Let w be a one-dimensional infinite word. Then
the following statements are equivalent:

• w is periodic;

• there exists n such that pw(n) 6 n;

• there exist n0 and C such that pw(n) 6 C for all n > n0;

53



Nivat’s conjecture [12] is a generalization of Theorem 1 to two dimensions. A two-
dimensional word w is an element of AZ2

, where A is a finite set called an alphabet. A
word w is called periodic if there exist a vector p ∈ Z2 such that w(x) = w(x + p) for
all x ∈ Z2. A complexity of a two-dimensional word w is a function pw(m,n) counting
for each m,n ∈ N the number of distinct rectangular m× n blocks.

Conjecture 1 (Nivat, 1997). Let w be a two-dimensional word. If there exists m,n
such that pw(m,n) 6 mn then w is periodic.

Nivat’s conjecture remains open despite of efforts of different scientists. It has been
proven is some weak forms, for example, in an asymptotic form by Kari, Szabados [9].
In a series of papers, it was shown that pw(m,n) 6 mn/C is enough to guarantee the
periodicity of w, with the biggest constant C = 2 [3]. Some versions of Nivat’s conjecture
and minimal complexity in two or more dimensions were studied in [1, 2, 4, 8].

The main objective of this paper is finding generalizations of Theorem 1 and Con-
jecture 1 for abelian pattern complexity. We recall that two words u and v in A∗ are
said to be abelian equivalent, denoted by u ∼ab v, if and only if the numbers of occur-
rences of each letter are the same in both words. The abelian complexity aw(n) of a
(one-dimensional) word w is the function counting number of distinct abelian classes of
factors of length n [15, 16]. This definition can be extended to two or more dimensions.

For one-dimensional words an abelian analogue of Theorem 1 is straightforward:
clearly, the condition aw(n) = 1 implies that w is n-periodic. For two-dimensional words,
the abelian modifications of Nivat’s conjecture have been studied in [13]. It was shown
that there exists an aperiodic word w and integers m and n such that aw(m,n) = 1.
However, for an aperiodic recurrent two-dimensional word w there exist infinitely many
pairs of numbers m,n such that aw(m,n) > 3.

A related concept of maximal pattern complexity has been introduced by Kamae
and Zamboni in 2002 [7]. A pattern P can be defined as a finite subset of integers
{i1, . . . , ik}, taken up to a shift. A pattern complexity of a word w over this pattern is
the number of distinct subwords of the form wn+i1 . . .wn+ik , with n ∈ N. The maximal
pattern complexity p∗w(k) of a word w is defined as a function counting, for each k, the
supremum of the pattern complexities for patterns defined by sets of size k. Similarly to
factor complexity and abelian complexity, the maximal pattern complexity also gives a
characterization of periodicity in the one-dimensional case: An infinite one-dimensional
word w is eventually periodic if and only if p∗w(k) < 2k for some integer k [7]. The
abelian pattern complexity also gives a characterization of aperiodicity in terms of so-
called aperiodicity by projection [5, 6].

In this paper, we are interested in a related concept of pattern complexity, when we
fix the pattern instead of taking the maximum among all patterns of a given size. The
main problem we study is the following: find a characterization of patterns such that
for each word w the condition aw(P) = 1 implies that w is a periodic word. We call
such patterns abelian rigid. We also consider a variant of this problem when instead of
a word we consider a function with finitely many values, and instead of unary abelian
pattern complexity we consider constant sums in the figures of the pattern. Clearly,
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such a function can also be considered as a word with letters corresponding to values of
the function, and if we prove under certain conditions periodicity of all functions with
finitely many values, the periodicity of words in these conditions follows immediately.
In dimension 1, it is easy to see that all patterns are abelian rigid. We then find a
necessary condition on a pattern for existence of non-unary words with abelian pattern
complexity 1 over this pattern. This is generalized to a necessary and sufficient condition
for functions. As the main result, we characterize abelian rigid convex patterns for two-
dimensional words.

2 Definitions and notation

In the paper, we mostly follow the usual terminology of combinatorics on words from
[10]. Let A be a finite set and n be an integer. A function from Zn to A is called an
n-dimensional word on the alphabet A. The elements of A are called letters.

Let w be an n-dimensional word and u be a vector in Zn. If w(x) = w(x + u) for
any x ∈ Zn, then w is called u-periodic. A word is periodic if there exists a vector u such
that the word u-periodic. A word is fully periodic if there exist n linearly independent
vectors u1, u2, . . . , un ∈ Zn such that the word is ui-periodic for all i = 1, 2, . . . n.

Let w be an n-dimensional word. Its complexity is defined as a function pw : Nd → N
counting for each (n1, . . . , nd) the number of distinct n1 × · · · × nd-blocks (or factors)
of w. Similarly, its abelian complexity is defined as a function counting the number of
abelian classes of n1 × · · · × nd-factors of w.

A finite subset of Zn is called a figure of Zn. Let F1 and F2 be figures of Zn. If there
exists a translation τ such that τ(F1) = F2, then we say that F1 and F2 are equivalent
and write F1 ∼ F2. An equivalence class under ∼ is called a pattern.

Let F be a figure of Zn. A figure with weights Fw in Zn is a finite set of pairs
{(u, gu)|u ∈ Zn; gu ∈ Z}, where the integer gu is called the weight of a point u. Let Fw1
and Fw2 be figures with weights in Zn. If there exists a translation τ such that

Fw2 = {(τ(u), gu)|(u, gu) ∈ Fw1 },

then we say that Fw1 and Fw2 are equivalent and write Fw1 ∼g Fw2 . An equivalence class
under ∼g is called a pattern with weights.

Definition 1. Let P be a pattern with weights in the n-dimensional space and FP be the
figure of P such that for each i ∈ 1, 2, . . . , n the minimal i’th coordinate of the points of
FP is equal to 0. The figure FP is called the canonical figure of the pattern P.

The polynomial of a pattern P is defined by

PolyP(x) =
∑

(t,gt)∈FP

gtx
t,

where xt = xt11 x
t2
2 · · ·xtnn .
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A natural generalization of the notion of a complexity is the pattern complexity.
Let Fw = {(u1, g1), . . . , (ul, gl)} be a figure with weights, and A = {a1, a2, . . . , ak} be an
alphabet. We can consider the ring Z[a1, a2, . . . , ak] of linear combinations over variables
from A. A linear polynomial

l∑

i=1

w(ui)gi ∈ Z[a1, a2 . . . ak]

is called a linear combination of the word w over Fw and is denoted by Hw
Fw . We say

that Hw
Fw is a P-linear combination if Fw belongs to the pattern (with weights) P.

Essentially, the P-linear combination gives the sum of the elements from F with their
weights.

The abelian pattern complexity aw(P) of w is the function counting the number of
distinct P-linear combinations of w. If all the weights are equal to 1, then we have
the abelian pattern complexity counting the number of abelian equivalence classes of
P-factors, i.e., factors of w restricted to figures from P. When we have weights, the
occurrences of each letter are counted with corresponding multiplicities (which could
also be negative).

Definition 2. A pattern P is called abelian rigid if aw(P) = 1 only for fully periodic
words w.

The main problem we are interested in is the characterization of abelian rigid pat-
terns.

3 Results

In the paper, we obtain a classification of abelian rigid patterns with weights on the
line and classification of abelian rigid convex patterns on the plane. Also, in the one-
dimensional case, we give a necessary condition on a pattern P for existence of a non-
unary word with pattern abelian complexity over P equal to 1 in terms of cyclotomic
polynomials.

3.1 One-dimensional space

In this subsection, all words are one-dimensional. First we remark that in the one-
dimensional case, all patterns are abelian rigid:

Proposition 1. If aw(P) = 1 for some one-dimensional pattern P with weights, then
w is periodic.

The same statement can be also made for functions with finitely many values and
for patterns with weights.

We recall that the n’th cyclotomic polynomial is defined by

Φn(x) =
∏

16k6n;(k,n)=1

(x− e2πi kn ).
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Theorem 2. Let P be a pattern with weights, and let the alphabet A be a finite subset
of complex numbers. Then there exists a non-zero word w such that

∑

x∈F
w(x)gx = 0 for all F ∈ P (1)

if and only if there exists n such that PolyP(x) is divisible by Φn(x) in the ring Q[x].

As a corollary, we get a necessary condition for a pattern for existence of non-constant
words with abelian complexity equal to 1.

Corollary 1. If P is a one-dimensional pattern P with weights such that aw(P) = 1 for
some non-constant word w, then there exists an integer n such that PolyP(x) is divisible
by Φn(x) in the ring Q[x].

This condition is not sufficient. For example, for a pattern corresponding to Φ6 =
x2 − x + 1 there is no non-constant word with abelian complexity equal to 1 over this
pattern. To see it, it is enough to check words up to length 4.

3.2 Two-dimensional space

Throughout this subsection w denotes a two-dimensional word.

Definition 3. A figure F (without weights) is called convex if F = convR2(F ) ∩ Z2,
where convR2(F ) is the convex hull of the set F in the two-dimensional Euclidean space.
A pattern P is called convex if all figures of this pattern are convex.

Let v ∈ Z2 be a vector and n be a natural number. The polynomial of the form
l(v, n) =

∑n
i=0 x

iv is called strongly linear.
The following theorem is the main result in the two-dimensional case.

Theorem 3. Let P be a convex pattern. Then PolyP has a non-trivial strongly linear
divisor if and only if P is not abelian rigid.

Moreover, both directions of the theorem hold in a stronger form. In fact, we proved
that a strongly linear divisor implies the existence of aperiodic words also for arbitrary
patterns with weights. The reversed direction holds not only for words, but also for
integer-valued functions with constant sums.

The proof of existence of a non-periodic word is fairly easy by construction. The
hard part was the proof of abelian rigidity. Here we used a more involved version of a
method of R-prolongable words used e.g. in [14] for particular shapes.

Also, we can reformulate Theorem 3 in terms of relatively prime patterns. Let u
be an integer vector and P be a convex pattern. If a line parallel to u intersects the
pattern in several integer points, the number of such points is called the length of the
intersection. Now consider all lines that are parallel to the vector u and intersect some
figure of P (say, the canonical one). If the greatest common divisor of the lengths of the
intersections of the set of such lines is equal to 1, then the pattern P is called u-relatively
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Figure 1: Example of (2, 1)-relatively prime (on the left) and not relatively prime (not
(1, 0)-relatively prime) pattern (on the right)

prime. It is called relatively prime if P is u-relatively prime for each vector u. On Fig. 3.2
one can see an example of a relatively prime pattern and an example of non-relatively
prime pattern. It is not hard to see that for a pattern being non-relatively prime is
equivalent to the condition of divisibility by a strongly linear divisor. So, Theorem 3 is
equivalent to the following theorem.

Theorem 4. Let P be a convex pattern. Then P is relatively prime if and only if P is
abelian rigid.

4 Conclusions and future research

In this extended abstract, we consider patterns for which abelian complexity is equal to
1 only for fully periodic words. In the two-dimensional case we found a characterization
of convex patterns P satisfying this condition (Theorem 3). An interesting problem is
finding a generalization of this characterization for non-convex patterns, i.e., character-
izing patterns P such that abelian pattern complexity for these pattern equals 1 only
for periodic words. The same question is open in dimensions bigger than 2.
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All the graphs considered in this extended abstract are simple, undirected and con-
nected. For a given graph G, the distance d(u, v) between two vertices u, v ∈ V (G) is
the length of a shortest path between u and v. A set of vertices R ⊆ V (G) is called a
resolving set for G if for any pair of distinct vertices u, v ∈ V (G), there exists a vertex
w ∈ R such that d(w, u) 6= d(w, v). The cardinality of the smallest possible resolving set
for G is the metric dimension of G, denoted by dim(G). A resolving set of cardinality
dim(G) is a metric basis of G. Such concepts were (independently) introduced in [3]
and [2].

It is natural to ask if a graph has vertices belonging to every metric basis. It was
shown in [1], that for every integers k, r with k ≥ 2 and 0 ≤ r ≤ k, there exists a graph
G with metric dimension k having r vertices that belong to every metric basis of G.

Definition 1. A vertex v ∈ V (G) is a basis forced vertex of the graph G if it is contained
in every metric basis of G.

Clearly, all graphs do not have basis forced vertices. Considering basis forced vertices
we can show the following result.

Theorem 2. Any finite graph has a metric basis that does not contain any cut-vertices.

The graph has to be finite for Theorem 2 to hold. For example, the bi-infinite path
consists of only cut-vertices, and thus any resolving set contains only cut-vertices.

The number of basis forced vertices in a graph is bounded by the following theorem.

Theorem 3. If G is a graph with n vertices and k > 0 basis forced vertices, then
k ≤ n− dim(G)− 1. Moreover, we have k ≤ n−1

2 .

If we want to construct connected graphs with, say, k basis forced vertices and as few
edges as possible, then the following construction will be useful. Notice that Pn denotes
a path on n vertices.
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Theorem 4. Let Gi be connected graphs such that Gi 6' Pn for i = 1, . . . , k, and let all
Gi be vertex disjoint. Let gi be a fixed element of V (Gi) such that gi is in some metric
basis of Gi. Let W be the graph with

V (W ) =
k⋃

i=1

V (Gi) and E(W ) = {{gi, gj} | i 6= j} ∪
k⋃

i=1

E(Gi),

i.e. the graph we obtain by connecting every gi with one another. A set R ⊆ V (W ) is a
metric basis of W if and only if

R =

k⋃

i=1

Ri \ {gi}

where Ri is a metric basis of Gi that contains gi for each i = 1, . . . , k. Consequently,

dim(W ) =

k∑

i=1

dim(Gi)− k.

Unicyclic graphs are good candidates for the graphs Gi above. We have the following
result.

Theorem 5. If G is a unicyclic graph, then it can have at most 2 basis forced vertices.

We have found unicyclic graphs with just one basis forced vertex in addition to
unicyclic graphs with two basis forced vertices.
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1 Introduction and preliminaries

Let G = (V,E) be a simple, connected and undirected graph with vertex set V and edge
set E ⊆ {{u, v} | u, v ∈ V, u 6= v}. The (graphic) distance d(u, v) of two vertices u, v ∈ V
of G is the number of edges in some shortest path between u and v.

We call any non-empty subset C ⊆ V of vertices of a graph G = (V,E) a code (in
the graph G). The elements of C are called codewords and the elements of V \ C are
called non-codewords. If there is a codeword of C of distance at most r from any vertex
of G then C is an r-covering code. The r-identifying set IC,r(u) of vertex u ∈ V with
respect to a code C is defined as

IC,r(u) = Br(u) ∩ C

where Br(u) = {v ∈ V | d(v, u) ≤ r} is the ball of radius r centered at u. If C or r are
known from the context we may just write I(u) = IC(u) = Ir(u) = IC,r(u). Note that
C is an r-covering code if and only if IC,r(u) 6= ∅ for every u ∈ V .

We say that an r-covering code C ⊆ V is an r-identifying code if the r-identifying sets
are unique for every vertex of G, i.e., if for every u, v ∈ V, u 6= v we have IC,r(u) 6= IC,r(v).
An r-covering code C ⊆ V is an r-locating-dominating code if the r-identifying sets are
unique for every non-codeword vertex of G, i.e., if for every u, v ∈ V \ C, u 6= v we
have IC,r(u) 6= IC,r(v). The concept of identifying codes was introduced by Karpovsky,
Chakrabarty and Levitin in [11] in 1998 and the concept of locating-dominating codes
was introduced by Slater in [14, 15] in 1980’s. Since their discovery these classes (and
many related classes) of codes have been extensively studied in different graphs over the
years. See the website [13] for a comprehensive list of references around the topic.

We introduce two new classes of covering codes derived from identifying and locating-
dominating codes and some results concerning them (see also [7]). A related concept in

∗Research supported by the Academy of Finland grant 338797
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the context of local metric dimensions has been considered, see e.g. [12]. Two different
vertices of G = (V,E) are neighbours or adjacent if there is an edge between them, that
is, if their distance is 1. We say that an r-covering code C is a local r-identifying code if
IC,r(u) 6= IC,r(v) for all neighbours u, v ∈ V . An r-covering code C is a local r-locating-
dominating code if IC,r(u) 6= IC,r(v) for all neighbours u, v ∈ V \C. There is an hierarchy
between introduced classes of codes: They are all covering codes, locating-dominating
and local identifying codes are both local locating-dominating codes, and identifying
codes are locating-dominating codes and also local identifying codes. Depending on the
graph these inclusions may or may not be strict. For example, it is quite easy to see
that in paths (finite or infinite) and in sufficiently large cycles the classes of identifying
and local identifying codes are the same.

We say that a code in a certain class of covering codes in a finite graph is optimal
if its size is the smallest among every code in the class. We also consider optimality
with respect to densities in certain infinite graphs (for the definitions of the densities see
Section 3). We will study the sizes of optimal local 1-identifying codes in binary hyper-
cubes and the densities of optimal local 1-identifying and local 1-locating-dominating
codes in some infinite grids. In some cases we obtain precise results but in most of the
cases we prove a lower bound for the size (or density) of an optimal code in the graph
in consideration.

Important concept in finding lower bounds for sizes of optimal codes is the concept
of share introduced by Slater in [16]. Let C be an r-covering code in graph G. The
(r-)share s(c) = sr(c) of a codeword c ∈ C is defined as

s(c) =
∑

u∈Br(c)

1

|IC,r(u)|

which is well defined since C is an r-covering code.

Lemma 1. Let C be an r-covering in a finite graph G = (V,E). If s(c) ≤ α for every
c ∈ C then

|C| ≥ |V |
α
.

Thus an upper bound for the share of an arbitrary codeword provides a lower bound for
the size of the code. We have a similar lemma for shares and densities in some infinite
graphs which we will discuss in Section 3.

Finally, we say that a graph G is triangle-free if it does not contain any triangles,
i.e., if it does not contain any 3-cycles as induced subgraphs. It is easy to see that a
code in a triangle-free graph is a local 1-locating-dominating code if and only if it is a
1-covering code.

2 Local 1-identifying codes in binary hypercubes

Let us denote by F = {0, 1} the binary field and let n ≥ 1 be an integer. The set
of length n binary words is denoted by Fn as usual. The Hamming distance dH(x,y)
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of two binary words x,y ∈ Fn is the number of coordinates in which they differ. The
binary n-dimensional hypercube or the binary n-dimensional Hamming space is the graph
G = (V,E) where V = Fn and E = {{x,y} | dH(x,y) = 1}, i.e., two binary words are
adjacent in the binary hypercube if and only if their Hamming distance is 1. In fact it
is easy to see that the Hamming distance between two binary words is the same as their
graphic distance in the binary hypercube. Thus from now on by Fn we mean the graph.

We will study local 1-identifying codes in binary hypercubes which we will from
now on call simply local identifying codes. Let us denote by ML(n) the cardinality of
an optimal local identifying code and by M(n) the cardinality of an optimal identifying
code in the n-dimensional binary hypercube. Even though there have been much research
concerning identifying codes in binary hypercubes the exact value of M(n) is known only
for 2 ≤ n ≤ 7. These known values of M(n) are listed in Table 1. Note that M(1) and
ML(1) are not defined since there are no identifying or local identifying codes in the
binary 1-dimensional hypercube F.

Before stating general bounds for numbers ML(n) let us mention some lemmas which
are useful in many constructions. The direct sum of two codes C1 ⊆ Fn and C2 ⊆ Fm is
the code

C1 ⊕ C2 = {(c1, c2) ∈ Fn+m | c1 ∈ C1, c2 ∈ C2} ⊆ Fn+m.

The following two lemmas have analogous counterparts in the context of identifying
codes. Also the proofs are very similar.

Lemma 2. Let C ⊆ Fn be a local identifying code. Then the code C ′ = F ⊕ C ⊆ Fn+1

is a local identifying code if and only if |I(c)| ≥ 2 for every c ∈ C.

Lemma 3. Let C ⊆ Fn be a local identifying code. Then the code F2 ⊕ C ⊆ Fn+2 is a
local identifying code too and hence ML(n+ 2) ≤ 4ML(n).

Next two lemmas give some sufficient conditions for a code to be a local identifying code.

Lemma 4. Let C ⊆ Fn be a code such that |I(c)| ≥ 3 for every c ∈ C and |I(x)| ≥ 1
for every x ∈ Fn \ C. Then C is a local identifying code.

Lemma 5. Let C ⊆ Fn be a code such that |I(c)| = 1 for every c ∈ C and |I(x)| ≥ 2
for every x ∈ Fn \ C. Then C is a local identifying code.

By proving an upper bound for the share of an arbitrary codeword of an arbitrary
local identifying code we are able to prove the following theorem which provides a lower
bound for ML(n) for every n ≥ 3.

Theorem 6. For every n ≥ 3

ML(n) ≥ 3 · 2n
3n− 2

.

For comparison we have

M(n) ≥ n · 2n
1 + n+

(
n
2

) =
n · 2n+1

2 + n(n+ 1)
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n M(n) ML(n)

2 3 2

3 4 4

4 7 6

5 10 8

6 19 12 - 16

7 32 21 - 32

Table 1: Known values of M(n) (see [2] for references) and our contributions concerning
the values of ML(n) for n ∈ [2, 7].

stated and proved in [11]. By general constructions we obtain the following upper bounds
for ML(n).

Theorem 7. Let m ≥ 3 and n = 2m − 2. Then

ML(n) ≤ 22
m−m−1.

Theorem 8. Let m, k ≥ 2 and n = 2m + k − 1. Then

ML(n) ≤ 22
m+k−m−1.

We see that in binary hypercubes the optimal local identifying codes are (at least in
some cases) much smaller than the optimal identifying codes. For example by Theorems
6 and 8 we are able to conclude that ML(9) ∈ {62, 63, 64} while M(9) ∈ {101, . . . , 112}
([11, 2]). More generally we see that for arbitrarily large n = 2m + k − 1 where k is
”small” the upper bound of Theorem 8 is close to the lower bound of Theorem 6. This
means that the lower bound is quite good and cannot be significantly improved.

3 Local 1-identifying and local 1-locating-dominating codes
in infinite grids

By an infinite grid we mean a graph with vertex set Z2. We study local 1-identifying and
local 1-locating-dominating codes – which we from now on call simply local identifying
and local locating-dominating codes – in four different grids which we will define next.

• Square grid is the graph S = (Z2, ES) where

ES = {{u,v} | u− v ∈ {(±1, 0), (0,±1)}}.

• Hexagonal grid is the graph H = (Z2, EH) where

EH = {{u = (i, j),v} | u− v ∈ {(±1, 0), (0, (−1)i+j+1)}}.
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• Triangular grid is the graph T = (Z2, ET ) where

ET = {{u,v} | u− v ∈ {(±1, 0), (0,±1), (1, 1), (−1,−1)}}.

• King grid is the graph K = (Z2, EK) where

EK = {{u,v} | u− v ∈ {(±1, 0), (0,±1), (±1,±1)}}.

Next we will define the concept of density of a code in these infinite grids. So, let G be
any of these grids and let C ⊆ Z2 be a code in G. The density D(C) of C is then defined
by

D(C) = lim sup
n→∞

|C ∩Qn|
|Qn|

where Qn = {(i, j) ∈ Z2 | |i| ≤ n, |j| ≤ n}. We say that a code in some class is optimal
if it has the smallest density among the codes in the same class. We will denote by
γID(G), γLD(G), γL−ID(G) and γL−LD(G) the densities of optimal identifying, locating-
dominating, local identifying and local locating-dominating codes, respectively, in G.
The numbers γID(G) and γLD(G) are all known when G is the square, triangular or
king grid. The number γLD(H) is also known while the number γID(H) is currently still
unknown. Note that interestingly the exact value of the density of optimal 2-identifying
codes in the hexagonal grid is however known to be 4

19 [10]. In Table 2 the known
values are listed. For the number γID(H) we have given an interval in which we know
it belongs.

G S H T K
γID(G) 7

20 ([1]) 5
12 - 3

7 ([6, 4]) 1
4 ([11]) 2

9 ([3, 5])

γLD(G) 3
10 ([16]) 1

3 ([9]) 13
57 ([8]) 1

5 ([9])

Table 2: Known values for the densities of optimal identifying and locating-dominating
codes in infinite grids.

We will study the densities of optimal local identifying and local locating-dominating
codes in these four grids. Since square and hexagonal grids are triangle-free we have the
following theorem. See Figures 1 and 2 for constructions.

Theorem 9.

γL−LD(S) =
1

5

and

γL−LD(H) =
1

4
.

For the other classes of codes of our interest we will prove lower bounds for the density
of an optimal code in the class. The following lemma is commonly known and used.

Lemma 10. Let G be an infinite grid and let C ⊆ Z2 be an r-covering code in G. If
s(c) ≤ α for every c ∈ C then D(C) ≥ 1

α .
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Figure 1: An optimal local locating-dominating code which is also an optimal 1-covering
code in the square grid.

Thus by finding an upper bound for the share of an arbitrary codeword of a code we
obtain a lower bound for the density of the code. By analyzing the possible shares of
codewords of local identifying and local locating-dominating codes in the grids we get
lower bounds for the numbers γL−ID(G) and γL−LD(G) for different grids G. On the
other hand, since any identifying code is also a local identifying code and any locating-
dominating code is also a local locating-dominating code, the optimal densities (and an
upper bound for optimal density in the case of identifying codes in the hexagonal grid) in
Table 2 give upper bounds for the densities. Moreover in Figure 3 we have constructed
a local identifying code of density 3

11 in the square grid. This is a better upper bound
than 7

20 provided by Table 2. Thus we have the following theorems.

Theorem 11.

γL−ID(S) ∈
[

6

23
,

3

11

]
.

Theorem 12.

γL−ID(H) ∈
[

6

17
,
3

7

]
.

Theorem 13.

γL−LD(T ) ∈
[

2

11
,
13

57

]
.
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Figure 2: An optimal local locating-dominating code which is also an optimal 1-covering
code in the hexagonal grid.

For γL−ID(T ) we get a precise value. This is because the lower bound we observe
using shares is the same than the upper bound from Table 2. This means that optimal
identifying and local identifying codes in the triangular grid have the same densities.

Theorem 14.

γL−ID(T ) =
1

4
= γID(T ).

Theorem 15.

γL−LD(K) ∈
[

3

17
,
1

5

]
.

Theorem 16.

γL−ID(K) ∈
[

4

19
,
2

9

]
.
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(0, 0)

Figure 3: A local identifying code of density 3
11 in the square grid.
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Abstract

Measure-theoretic entropy is an useful invariant for measure-preserving dynam-
ical systems, which tells something about the complexity of the system. In this
paper we develop a new notion of measure-theoretic entropy for endomorphisms
of measure-preserving systems. We require the systems to use actions of amenable
groups as we need properties of those groups to define our entropy. We show that our
entropy has analogous versions of the expected properties of the classical entropy.

Lyapunov exponents were defined for cellular automata three decades ago by
Shereshevsky, although they have existed in the context of differentiable systems for
over a hundred years. We generalize Shereshevsky’s notion of Lyapunov exponents
for endomorphisms of topological dynamical systems over zero-dimensional compact
metric spaces. We show that our entropy and Lyapunov exponents are tied together
by an upper bound relation.

1 Introduction

Measure-theoretic entropy is an important invariant in ergodic theory. Entropy can be
thought of as a measure of complexity of a system, but the notion is also used in definition
of chaos. Measure-theoretic entropy was developed by Kolmogorov in [6] and improved
upon by Sinai in [12] hence it often alternatively goes by the name Kolmogorov-Sinai
entropy as a tribute to its creators.

Measure-theoretic entropy is preserved by taking measure-theoretic conjugacies (iso-
morphisms) and therefore can be used to classify some measure-preserving dynamical
systems. The task of showing whether two systems were isomorphic was difficult prior to
the notion of entropy. For instance the question by von Neumann from 1930s of whether
the two Bernoulli shifts with distributions (12 ,

1
2) and (13 ,

1
3 ,

1
3) were isomorphic remained

open for few decades. Kolmogorov showed that since these systems have different en-
tropies, they can not be isomorphic. The question of whether two Bernoulli shifts with
same entropies were isomorphic gained a lot of attention in the following years. The
celebrated article [10] by Ornstein gave a positive answer to the question. For a great
historical account on this development see [4].
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Our interest lies in the study of G-equivariant measure-preserving functions; espe-
cially cellular automata (CA). When G = Z, the classical measure-theoretic entropy can
be used to tell many non-conjugate systems apart. But when G has more complex struc-
ture the same doesn’t necessarily hold. For instance according to [8] it was conjectured
by Shereshevsky that the topological entropies for multidimensional cellular automata
are always either zero or infinite. The conjecture was later shown false by Meyerovitch
in [7] and in the same paper the author also described a method of constructing a cellu-
lar automaton with finite measure-theoretic entropy. While multidimensional CA with
finite non-zero entropies exist, the fact that the problem remained open for more than
a decade indicates that such CA are at least somewhat rare. Furthermore the problem
is still open in a more general setting. In addition there exists classes of CA, such that
each of its members have zero or infinite topological entropy. For example in [2] D’amico
et al. proved that the class of multidimensional linear CA have such property. Therefore
we would like to have an invariant that gives a more refined classification.

In this paper we define a measure-theoretic entropy for G-equivariant measure-
preserving functions with respect to a given subgroup H ≤ G. We show that this
entropy is invariant under a stronger notion of conjugacy and it is finite if the subgroup
H is suitably selected. Similar efforts in defining such an entropy have been already
made in [1] by Blanchard and Tisseur for CA over Z2. But while their definition can
be generalized for Zd, where d > 1, something else is required if we want to consider
more general groups. We take these steps in the more general direction and define a
measure-theoretic entropy for endomorphisms of measure-preserving dynamical systems
over groups that are countable, discrete and amenable.

Lyapunov exponents tell the rate of divergence of close points in a dynamical sys-
tem. For one dimensional cellular automata they were first introduced in [11] and an
upper bound relation between them and measure-theoretic entropy was proven. Tisseur
generalized the notion for two dimensional cellular automata in [13] and showed a sim-
ilar relation between their two-dimensional entropy. We generalize Shereshevsky’s and
Tisseur’s definitions for topological dynamical systems over zero-dimensional compact
metric spaces, which are G-equivariant for some group action. In this context the group
does not have to be amenable. We show that the Lyapunov exponents can be used
to compute an upper bound for our entropy, when the group we are considering has a
normal subgroup, such that the set of left cosets forms a group isomorphic to Z.

2 Preliminaries

Let G be a group and X be a set. We denote the identity element of G by 1G, where
we omit the subscript if the group it belongs to to is clear from context. A (left) group
action is a mapping ϕ : G×X → X, such that ϕ(g, ϕ(h, x)) = ϕ(gh, x) and ϕ(1, x) = x,
for each g ∈ G, h ∈ G and x ∈ X. If we are considering only a single group action, we
omit the notation of ϕ entirely and instead use the shorthand notation gx = ϕ(g, x). We
will use the notation Gx = {gx | g ∈ G} for the orbit of each point x ∈ X. It is clear
from the definition that the function fg : X → X, such that fg(x) = gx for each x ∈ X
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is a bijection for each g ∈ G. We will use the notation g for both the group element and
the function fg, whenever doing so does not lead to ambiguities.
Let X be a set. A σ-algebra of a set X, is such a collection of subsets of X, that empty
set belongs to it and it is closed under taking countable unions and complements. If Y
is a collection of subsets of X, then the smallest σ-algebra containing Y is called the
σ-algebra generated by Y, which is denoted as σ(Y) and Y is called a generator of σ(Y).
A measure µ is a function µ : B → [0,∞], such that µ(∅) = 0 and µ(

⋃
i∈I

Ai) =
∑
i∈I

µ(Ai),

where B is a σ-algebra, I is a countable index set and Ai ∩Aj = ∅ for each disjoint i ∈ I
and j ∈ I. The sets A ∈ B are called measurable. A measure µ is a probability measure
if its codomain is the interval [0, 1] and µ(X) = 1. A triple (X,B, µ) is a measure space
if µ is an arbitrary measure and furthermore it is a probability space if µ is a probability
measure.
Let (Xi,Bi, µi) be two measure spaces, where i ∈ {0, 1}. A function f : X0 → X1 is called
measurable, if f−1(A) ∈ B0 for each A ∈ B1, where naturally f−1(A) = {x | f(x) ∈ A)}.
A measurable function is called measure-preserving if furthermore µ0(f

−1(A)) = µ1(A)
for every A ∈ B1. If f is a measure-preserving function, then we call the measure µ
f -invariant. Let (X,B, µ) be a probability space and let G be a group acting on X. We
call µ G-invariant if the function g : X → X, is measure-preserving for each g ∈ G and
we call such G measure-preserving. A measure-preserving dynamical system is a tuple
(X,B, µ, κ), where (X,B, µ) is a probability space and κ is either a measure-preserving
function or a group.
A partition α of a set X is such a collection of pairwise disjoint subsets of X, that the
union of all elements in the partition equals X. If α and β are such partitions of the set
X, that for each A ∈ α, there exists B ∈ β, such that A ⊆ B, then α is a refinement of
β. We denote the join of two partitions α and β as α ∨ β = {A ∩ B | A ∈ α,B ∈ β},
which is clearly a refinement of both partitions. A join of n+ 1 partitions is denoted as
n∨
i=0

αi = αn ∨
n−1∨
i=0

αi, where αi is a partition of X for each i ∈ N, such that 0 ≤ i ≤ n.

More generally a join over a finite index set F is denoted as αF =
∨
g∈F

αg and furthermore

if F is a subset of a group, then each αg = g−1(α). A partition is a finite partition, if it
contains finitely many elements and it is a measurable partition if each of its elements are
measurable. For each x ∈ X we will denote α(x) = A, where A ∈ α is such that x ∈ A.
Let B be a σ-algebra of a set X. A sequence (αi) of partitions of X is a generating
partition of B if for each i ∈ N, αi+1 is a refinement of αi and σ(

⋃
i∈N

αi) = B.
Let (X,B, µ, f) be a measure-preserving dynamical system. A measure-theoretic entropy
of a partition α is defined as Hµ(α) =

∑
A∈α
−µ(A) log(µ(A)) and a conditional measure-

theoretic entropy of a finite partition β, given α is defined as Hµ(β|α) =
∑
A∈α

∑
B∈β
−µ(A∩

B) log(µ(A∩B)
µ(A) ). For convenience we will define 0 log 0 = 0. The measure-theoretic en-

tropy of a system with respect to a partition α is defined as hµ(f, α) = lim
n→∞

Hµ(αn)
n , where
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αn =
n−1∨
i=0

f−i(α) and f−1(α) = {f−1(A) | A ∈ α}. Finally a measure-theoretic entropy

of a system is hµ(f) = supα{hµ(f, α) | α is a finite and measurable partition of X}.

2.1 Measure-Theoretic Entropy

The basic facts contained in the following two lemmas and their proofs can be found in
many introductory texts to ergodic theory, for example in [14]. We use them in the next
section without explicitly referring to them.

Lemma 1. The following properties hold for the (conditional) measure-theoretic entropy:

Hµ(α ∨ β) ≤ Hµ(α) +Hµ(β|α)
Hµ(α ∨ β|γ) ≤ Hµ(α|γ) +Hµ(β|α ∨ γ)
Hµ(β|α) ≤ Hµ(β)
Hµ(β) ≤ Hµ(α) if α is a refinement of β
Hµ(β|α) ≤ Hµ(β′|α) if β′ is a refinement of β
Hµ(β|α′) ≤ Hµ(β|α) if α′ is a refinement of α
hµ(β) ≤ hµ(α) +Hµ(β|α)
hµ(α) = hµ(αn) for each n ∈ N

Lemma 2. Let X be a set and B be a σ-algebra. Let (αi) be a generating sequence of
partitions. Then for any partition β we have that for every ε there exist such nε, that

Hµ(β|αn) < ε,

whenever n > nε

2.2 Amenable Groups

There are several equivalent ways to define amenable groups. We will use the definition
given by Følner, as we will use his sequences in the definition of our entropy.

Definition 1. Let G be a group. If there exists a sequence (Fn) of finite subsets of G,
such that for each g ∈ G and ε > 0, there exists nε, such that |gFn 4 Fn| ≤ ε|Fn|,
whenever n > nε, then the sequence (Fn) is called a Følner sequence. If a group admits
a Følner sequence it is called amenable.

Lemma 3. Let G be a group and (Fn) be a Følner sequence. Let (Hn) be a sequence of
finite subsets of G. Then there exists a subsequence (Fni), such that (HiFni) is a Følner
sequence.

Lemma 4. Let G be a group, such that G/N and N are amenable groups. Let T =
{t1, t2, ..., tk} be such that < t1N, t2N, ..., tkN > is a minimal generator of G/N . Then

for any Følner sequence (F
G/N
n ) of G/N , there exists a Følner sequence (FNn ) of N ,
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such that (TnF
N
n ) is a Følner sequence of G, where Tn is a finite subset of < T > and

ϕ(Tn) = (F
G/N
n ), where ϕ : G→ G/N is the canonical epimorphism.

Denote by Fin(G) the set of finite subsets of a group G. Let f : Fin (G)→ R.

f is called non-decreasing if f(F ) ≤ f(E) for each F ⊆ E.
f is called non-negative if 0 ≤ f(F ) for each F 6= ∅.
f is called shift invariant if f(F ) = f(Fg) for each g ∈ G.
f is called sub-additive if f(F ∪ E) ≤ f(F ) + f(E) for each E,F ∈ Fin(G).

The following theorem, which we will need in our definition is due to Ornstein and
Weiss and can be found in [9].

Theorem 1 (Ornstein - Weiss). Let G be an amenable group. Let f : Fin(G) → R be
non-negative, non-decreasing, shift invariant and sub-additive and let (Fn) be a Følner
sequence. Then a limit

lim
n→∞

f(Fn)

|Fn|
exists and is independent of the choice of the Følner sequence.

Ornstein and Weiss used their theorem in their generalization of measure-theoretic
entropy for actions of amenable groups.

Definition 2. Let (X,B, µ,G) be a measure-preserving dynamical system. The measure-
theoretic entropy of the group action with respect to a partition α is defined as

h̄Gµ,α = lim
n→∞

Hµ(αFn)

|Fn|
,

where (Fn) is an arbitrary Følner sequence. Furthermore the measure-theoretic entropy
of the group action is defined as

h̄Gµ = sup{h̄Gµ,α [ α is a partition of X}.

2.3 Topological Dynamical Systems and Cellular Automata

Definition 3. A pair (X, f) is a dynamical system, where X is a compact metric space
and f is either a continuous group action f : G × X → X or a continuous function
f : X → X.

Definition 4. A cellular automaton is a 4-tuple (G,Σ, w, V ), where G is a finitely
generated group, Σ is a finite set of symbols, w : Σk → Σ is a local rule and V =
(g1, g2, . . . , gk) ∈ Gk is a neighbourhood. A global rule is a function f : ΣG → ΣG, such
that f(c)g = w(cgg1 , cgg2 , . . . cggk), where c ∈ ΣG and cg = c(g).

Definition 5. A cellular automaton (G,Σ, w, V ) is called gi-permutive if a function
ϕ : Σ → Σ defined as ϕ(x) = w(cg1 , cg2 , . . . cgi−1 , x, cgi+1 . . . cgk) is permutive for each
c ∈ ΣG.
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3 Entropy

In this section we define a new type of measure-theoretic entropy for measure-preserving
dynamical systems. Our definition generalizes the usual definition of measure-theoretic
entropy for G-equivariant functions of measure-preserving dynamical systems.

We start by defining an auxiliary function from the collection of finite subsets of a
given group to the set of real numbers. After that we show that the function has the
properties defined in the beginning of the section, when it is an endomorphism.

Definition 6. Let (X,B, µ,G) be a measure-preserving dynamical system. Let f : X →
X be a measure-preserving endomorphism. Define hµ,α : Fin(G)→ R, such that

hµ,α(F ) = lim
n→∞

Hµ((αF )n)

n
.

Definition 7. Let X and Y be sets such that a group G acts on them. A mapping
f : X → Y is G-equivariant, if f commutes with every group element, i.e. f ◦ g = g ◦ f
for every g ∈ G. If Y = X, then f is an endomorphism.

Lemma 5. Let (X,B, µ,G) be a measure-preserving dynamical system and f a measure-
preserving endomorphism, then the function hµ,α is non-decreasing, non-negative, shift
invariant and sub-additive.

Combining the above lemma together with the theorem of Ornstein and Weiss we
are able to define our entropy in Definition 8.

Definition 8. Let (X,B, µ,G) be a measure-preserving dynamical system, where G is
amenable and let f be a measure-preserving endomorphism. Let H ≤ G and (Fn) be
a Følner sequence of H. We define a (H, f)-entropy of the system with respect to a
partition α to be

hHµ,α = lim
n→∞

hµ,α(Fn)

|Fn|
.

By Lemma 5 and Theorem 1 the limit exists and is independent of the choice of the
Følner sequence.

We define a (H, f)-entropy of the system to be

hHµ = sup{hHµ,α | α is a partition of X.}

Notice that letting H = {1} gives the usual definition of the measure-theoretic en-
tropy. In this sense our entropy is a generalization of the classical measure-theoretic
entropy.

In the next lemma we show that just like in the usual measure-theoretic entropy, one
can calculate the entropy as the limit of of a generating sequence of partitions.
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Lemma 6. Let (X,B, µ,G) be a measure-preserving dynamical system, where G is
amenable and let f be a measure-preserving endomorphism. Let H ≤ G. If (αn) is
a generating sequence, then

lim
n→∞

hHµ,αn = hHµ .

Lemma 7. Let (X,B, µ,G) be a measure-preserving dynamical system, where G is
amenable and let f be a measure-preserving endomorphism. Let H ≤ G. Let (Fn) be a
Følner sequence of H and m ≥ 0. Then for any partition α, we have that hHµ,α = hHµ,αmF

.

From the above lemma we get the following corollary, which is analogous to the
property of having a dynamically generating sequence in the setting of the usual measure-
theoretic entropy.

Corollary 1. Let (X,B, µ,G) be a measure-preserving dynamical system, where G is
amenable and let f be a measure-preserving endomorphism. If (αi) is such a generating
sequence, that for every i ∈ N, there exists such mi ∈ N and a finite subset Hi of H,
that αi = αmiHi , then hHµ,α = hHµ .

The following lemma shows that a strong factor of a given measure-preserving dy-
namical system, cannot have a larger entropy, than the original system. As an obvious
corollary, we get that strongly isomorphic systems have the same entropy.

Lemma 8. Let i ∈ {1, 2} and (Xi,Bi, µi, G) be two measure-preserving dynamical sys-
tems, where G is amenable and let fi be measure-preserving endomorphisms of their
respective systems. Let H ≤ G. If there exists a measure-preserving G-equivariant map-
ping T : X1 → X2, such that T ◦ f1 = f2 ◦ T , then hHµ1 ≥ hHµ2 .

Example 1. Let H3 be the Heisenberg group generated by x, y, z, where x = (1, 0, 0),
y = (0, 1, 0) and z = (0, 0, 1). The product of two elements (u, v, w) and (u′, v′, w′) of
the group is defined as (u+ u′, v + v′ + uw′, w + w′). Let H =< y, z >, then

(F−1n ) = {(a, b, c) ∈ H3 | a = 0, 0 ≤ b < n and 0 ≤ c < n}

is a Følner sequence of H. Let us consider a probability space (FH3
2 ,B, µ), where F2 is

the Galois field of two elements, B is the Borel σ-algebra of FH3
2 and µ is the uniform

measure. Let α be a partition containing the sets

{c ∈ FH3
2 | c(1H3) = a},

for every a ∈ F2. Let us consider the group action (H3,FH3
2 ) → FH3

2 , such that
hc(h′) = c(h−1h′) i.e. the left shift.

Let f : FH3
2 → FH3

2 be a CA, such that f(c)(h) = c(hx) + c(hy) + c(h) mod 2. For
a partition α let α(c) denote the element A of α, such that c ∈ A. Now αF−1

n
is a

partition containing the sets

{c′ ∈ FH3
2 | c|Fn = c′|Fn},
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for every c ∈ FH3
2 .

It is easy to show that hµ(f) = ∞. On the other hand we can show with a straight-
forward, albeit cumbersome computation that hHµ,α = log(2), which gives a lower bound

for the entropy hHµ . Next lemma applies to the situation of this example as our CA was
x-permutive, H EH3 and H3/H ∼= Z and gives us a much quicker way to estimate the
entropy.

Lemma 9. Let G be such an amenable group that there exists NEG, such that G/N ∼= Z
and let g ∈ G be such that < gN >= G/N . Let A = (G,Σ, w, V ) be a cellular automaton
and let µ be the uniform measure. The following three implications hold:

If there exists k1 ∈ Z+, such that A is gk1-permutive, then hNµ ≥ k1 log(|Σ|).
If there exists k2 ∈ Z+, such that A is g−k2-permutive, then hNµ ≥ k2 log(|Σ|).
If there exists k1 ∈ Z+ and k2 ∈ Z+, such that A is gk1-permutive and g−k2-

permutive, then hNµ ≥ (k1 + k2) log(|Σ|).

Combining the above lemma with Theorem 3, we get a large class of CA that we can
compute the hNµ entropy of.

4 Lyapunov exponent

In this section we generalize the notion of Lyapunov exponents by Shereshevsky in [11] of
one-dimensional cellular automata to endomorphisms of topological dynamical systems
over zero-dimensional compact metric spaces. The zero-dimensionality comes to play
when we require the existence of topologically generating open partitions. Notice that
in this section we do not require groups to be amenable. In the context of cellular
automata our definition of λHα can be thought of as the maximum speed of which a
difference in the cells far from H propagates to the cells of H.

Definition 9. Let X be a metric space. Then for a subset Y ⊆ X the diameter of Y is
defined as diam(Y ) = sup{d(x, y) | x ∈ Y and y ∈ Y }. For a family α of subsets of X
the diameter of α is defined as diam(α) = sup{diam(A) | A ∈ α}.

Definition 10. Let X be a metric space. Let α be a cover of X. Then α is topologically
G-generating if lim

n→∞
diam(αBn) = 0 and topologically f -generating if lim

n→∞
diam(αn) = 0.

Definition 11. Let X be a set, G be a group acting on it and f be a self-map with
domain X. Let α be a partition of X and H ⊆ G and denote HC = (G \H)−1. Define

LHα,n(x) = inf{k ∈ N | f i(αBkHC (x)) ⊆ αHC (f i(x)) for each i < n}.

Furthermore for Y ⊆ X, we define

LHα,n(Y ) = sup{LHα,n(x) | x ∈ Y }.
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For LHα,n(X), we will use the shorthand notation LHα,n. Finally we define

λHα (Y ) = lim sup
n→∞

LHα,n(Y )

n
,

and give it the name Lyapunov exponent of the set Y , with respect to α and H. If Y is a
singleton {x}, we call it the Lyapunov exponent of the point x and denote it as λHα,n(x)

and if Y = X, we call it just the Lyapunov exponent and denote it by λHα .

While our definition above is for more general setting than what was stated in the
beginning of this section, we require the additional structure for the Lyapunov exponents
to have several desired properties.

Lemma 10. Let (X,G) be a dynamical system and f its endomorphism. Let α be a
topologically G-generating open partition of X. Let H ⊆ G and denote HC = (G\H)−1.
Then

LHα,n(Y ) = min{k ∈ N | f i(αBkHC (x)) ⊆ αHC (f i(x)) for each i < n and x ∈ Y }

exists for any Y ⊆ X and n ∈ N.

The following lemma is by Fekete in [3].

Lemma 11 (Fekete’s subadditive lemma). Let (xn) be a sequence of real numbers. If
the inequality xn+m ≤ xn + xm holds for every n and m in N, then

lim
n→∞

xn
n

= inf{xn
n
| n ∈ N}.

Lemma 12. Let (X,G) be a dynamical system and f its endomorphism. Let α be a
topologically G-generating open partition of X. Let H ⊆ G be such that HCBi = BiH

C

for each i ∈ N, where HC = (G \H)−1. If Y ⊆ X is such that the implication if x ∈ Y ,
then gx ∈ Y , holds for each g ∈ G, then

LHα,i+j(Y ) ≤ LHα,i(Y ) + LHα,j(f
i(Y )).

Proof. Denote I = LHα,i(Y ) and J = LHα,j(f
i(Y )). Let x ∈ Y , then for every g ∈ BJ , we

have that
f i+j(αBI+JHC (x)) = f i+j(αBIHCBJ (x))

⊆ f i+j(αBIHCg(x))
= f i+j(αBIHC (gx))
⊆ f j(αHC (f i(gx)))
= f j(αHCg(g

−1g(f i(x))))
= f j(αHCg(f

i(x))).

Therefore
f i+j(αBI+JHC (x)) ⊆ f j(αHCBJ (f i(x)))

= f j(αBJHC (f i(x)))
⊆ αHC (f i+j(x)),

which means that LHα,i+j(Y ) ≤ LHα,i(Y ) + LHα,j(f
i(Y )).
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Corollary 2. Let (X,G) be a dynamical system and f its endomorphism. Let αG be a
topologically G-generating open partition of X. Let H ⊆ G be such that HCBi = BiH

C

for each i ∈ N, where HC = (G \H)−1. If Y ⊆ X is such that if x ∈ Y , then gx ∈ Y
and f i(x) ∈ y, for every g ∈ G and i ∈ N, then

λHα (Y ) = lim
n→∞

LHα,n(Y )

n
.

Proof. By Lemma 12, we have that LHα,i+j(Y ) ≤ LHα,i(Y )+LHα,j(f
i(Y )) and since f i(Y ) ⊆

Y the claim follows from Fekete’s subadditive lemma 11.

We can analogously prove a measure-theoretic version of the above by using King-
man’s Theorem from [5].

Theorem 2 (Kingman’s subadditive ergodic theorem). Let (X,B, µ) be a probability
space. If f is a measure-preserving function and (gn) is a sequence of L1 functions such
that

gi+j(x) ≤ gi(x) + gj(f
i(x)),

then there exists a function g : X → R∪{−∞,∞}, such that almost everywhere we have
that

lim
n→∞

gn(x)

n
= g(x) ≥ −∞

and g is µ-invariant. If furthermore f is µ-ergodic, then g is constant almost everywhere.

Corollary 3. Let (X,B, µ,G) be a measure-preserving dynamical system, where X is
a compact metric space and let f be a measure-preserving endomorphism. Let αG be a
topologically G-generating open partition of X. Let H ⊆ G be such that HCBi = BiH

C

for each i ∈ N, where HC = (G \H)−1. Then we have that

λHα (Gx) = lim
n→∞

LHα,n(Gx)

n
.

The following splitting property allows us to consider several Lyapunov exponents on
their own. We can then guarantee that a difference does not propagate to the intersection
of our selected subsets.

Definition 12. Let (X,G) be a dynamical system and f its endomorphism. A partition
α is called strongly irreducible if whenever x ∈ X, y ∈ X, H ⊆ G and H ′ ⊆ G such that
H ∩H ′ = ∅ implies that αH(x) ∩ αH′(y) 6= ∅.
Lemma 13. Let X be a compact metric space, G a group acting on it, f an endo-
morphism, α a partition of X and Y ⊆ X. Let H be such a collection of subsets of
G, that for each H ∈ H, there exists BH ⊆ G, such that y ∈ αBHH(x) implies that
f(y) ∈ αH(f(x)), for every x ∈ Y . If α is strongly irreducible then y ∈ αA(x) implies
that f(y) ∈ αK(f(x)), for every x ∈ Y , where

A =
⋂

H∈H
BHH
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and
K =

⋂

H∈H
H.

5 Upper Bound

Theorem 3. Let (X,B, µ,G) be a measure-preserving, strongly irreducible dynamical
system, where B is the Borel σ-algebra of X and let f be a measure-preserving endomor-
phism. Let N EG, such that G/N ∼= Z. Let g ∈ G be such that < gN >= G/N . Let α
be G-generating. Then

hNµ ≤ h̄Gµ (λH+
α + λH−α ),

where H−1± = J±N and J± = {gi | i > 0}±1

Using the above theorem we can show that the lower bounds established in Lemma 9
are actually the exact values of the entropies. Therefore we have a large class of cellular
automata for which we can compute our entropy.

6 Conclusion

In this work we defined a new kind of measure-theoretic entropy for G-equivariant
measure-preserving functions. We also generalized the notion of Lyapunov exponents
for G-equivariant functions. We showed that these concepts are especially useful when
G has a normal subgroup N , such that G/N ∼= Z. In such a situation the entropy is finite
and can be used to show that two systems are not strongly conjugate. Our entropy may
turn out useful in the study of cellular automata over Heisenberg group or Lamplighter
group for example, as both have a coset isomorphic to Z.

Future directions of this work could include defining the analogous topological en-
tropy and consider their connections. For instance does the variational principle hold?
A lot is still unknown about connections of entropy and Lyapunov exponents to different
dynamical properties of one-dimensional cellular automata. It would be interesting to
show if all the known connections hold in the more general setting. For instance what
can we say about the values of our entropy and Lyapunov exponents in context of linear
cellular automata? We were able to compute entropies for a class of permutive CA in
a fairly general setting. We would also like to know if there is a class of G-equivariant
functions that can be classified in terms of our entropy analogous to the classification of
Bernoulli shifts.
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[3] M. Fekete. Über die verteilung der wurzeln bei gewissen algebraischen gleichungen
mit ganzzahligen koeffizienten. Mathematische Zeitschrift, 17:228–249.

[4] Anatole Katok. Fifty years of entropy in dynamics: 1958 – 2007. Journal of Modern
Dynamics, 1, 10 2007.

[5] J. F. C. Kingman. The ergodic theory of subadditive stochastic processes. Journal
of the Royal Statistical Society: Series B (Methodological), 30(3):499–510, 1968.

[6] A. N. Kolmogorov. New metric invariant of transitive dynamical systems and
endomorphisms of lebesgue spaces. Doklady of Russian Academy of Sciences,
119(N5):851–864, 1958.

[7] Tom Meyerovitch. Finite entropy for multidimensional cellular automata. Ergodic
Theory and Dynamical Systems, 28(4):1243–1260, 2008.

[8] G. Morris and T. Ward. Entropy bounds for endomorphisms commuting with k
actions. Israel J. Math, 106:1–12, 1997.

[9] D. Ornstein and B. Weiss. Entropy and isomorphism theorems for actions of
amenable groups. Journal d’Analyse Mathématique, 48:1–141, 1987.
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In this paper, we study the following discrete time optimal stopping problem connected
with the job allocation problem.

We consider the process where jobs arrive randomly one at a time to servers. There
are N periods of time. In each period with probability p only one new server can be
added in the system. We want to select the time moment to stop the process. If we stop
then we obtain the gain according to load of the system. We obtain 1 for every server
with exactly one job and loses 1/2 for every server with two or more jobs. The aim is to
maximize the expected payoff.

This problem can be modelled using the balls-and-bins problem ([1, 2]). The balls-
and-bins problem is a classic problem in probability theory that has many applications
in computer science: shared-memory emulations, efficient hashing schemes, randomized
load balancing of tasks on servers, and routing of packets within parallel networks and
data centers.

State (i0, i1; k) means that there are k bins in the game: i0 empty bins, i1 bins with
exactly one ball, and k − i0 − i1 bins with two or more balls.

The optimal value function vn(i0, i1; k) at step n being the maximum expected payoff
you can achieve starting from state (i0, i1; k) can be obtained from the optimality equation

vn(i0, i1; k) = max

{
i1 −

1

2
(k − i0 − i1); v̄n(i0, i1; k)

}
, n = 1, ..., N − 1, k = 1, ..., n+ 1;

vN (i0, i1; k) = i1 −
1

2
(k − i0 − i1), k = 1, ..., N + 1;

i0 + i1 ≤ k,

where
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v̄n(i0, i1; k) = p

[
i0 + 1

k + 1
vn+1(i0, i1 + 1; k + 1) +

i1
k + 1

vn+1(i0 + 1, i1 − 1; k + 1)

+
k − i0 − i1
k + 1

vn+1(i0 + 1, i1; k + 1)

]

+(1− p)
[
i0
k
vn+1(i0 − 1, i1 + 1; k) +

i1
k
vn+1(i0, i1 − 1; k) +

k − i0 − i1
k

vn+1(i0, i1; k)

]
,

The optimal value function at the beginning of the process has the form

v0(1, 0; 1) = pv1(1, 1; 2) + (1− p)v1(0, 1; 1).

For this problem, the construction of optimal payoffs was described. Optimal payoffs
and strategies were numerically modeled for different parameters of the problem. A
simple-form strategy approximated to the optimal one was suggested.
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Abstract

We present the quantum algorithm for the Longest Trail Problem. The problem
is to search the longest edge-simple path for a graph with n vertexes and m edges.
Here edge-simple means no edge occurs in the path twice, but vertexes can occur
several times. The running time of our algorithm is O∗(1.728m).

1 Introduction

Quantum computing [17, 2, 1] is one of the hot topics in computer science of the last
decades. There are many problems where quantum algorithms outperform the best-
known classical algorithms. Some of them can be founded here [8, 13]. Problems for
graphs are examples of such problems [15, 14, 3, 10]. One of the most important per-
formance metrics in this regard is query complexity ; and we investigate problems using
this metric for complexity.

In this paper, we consider the Longest Trail Problem (LTP). The problem is the
following one. Let us consider a graph with n vertexes and m edges. The problem is
to search the longest edge-simple path. Here edge-simple means no edge occurs in the
path twice, but vertexes can occur several times. The longest means the path has the
maximal possible number of edges.

The problem is strongly related to the longest path problem (LPP) that is searching
the longest vertex-simple path. Here vertex-simple means no vertex occurs in the path
twice.

There are many practical applications of these problems, for example, [6, 18].
Both problems are NP-hard [16]. The NP-hardness of LTP problem was discussed

in [7].
The simple classical solution for the problem can be a brute force algorithm that

checks all possible paths and searching the required one. Such solution works in O(m!) =
O(mm) running time. This solution can be used as a base of a quantum algorithm
because the classical algorithm solves a search problem. Therefore, we can use Grover
Search algorithm [11, 5] and obtain a quantum algorithm that works in O(

√
m!) =

O(m0.5m). At the same time, there is a better classical algorithm that is based on the
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Dynamic programming approach [4, 12]. This classical algorithm for the LTP problem
works in O∗(2m) running time, where O∗ hides polylog factors. The algorithm is not a
simple search algorithm. That is why we cannot directly use the Grover Search algorithm
for quantum speed-up, and we cannot obtain a complexity O∗(1.4m) using this way. We
present a quantum algorithm that works in O∗(1.728m) running time. The algorithm
on Grover Search algorithm [11, 5], quantum minimum finding algorithm [9, 10] and
quantum ideas for dynamic programming on Boolean cube [3].

The structure of the paper is the following. Section 2 contains preliminaries. Then,
we discuss algorithm in Section 3.

2 Preliminaries

2.1 The Longest Trail Problem

Let G = (V,E) be an unweighted, underacted graph, where V is a set of vertexes, and
E is a set of edges. Let m = |E| be the number of edges and n = |V | be the number of
vertexes.

Let a sequence of edges P = (ei1 , . . . , ei`) be a path if each sequentially pair of edges
eij and eij+1 has common vertex, for j ∈ {1, . . . , ` − 1}. A path is edge-simple if the
sequence has no duplicates i.e., for any j 6= j′ we have eij 6= eij′ . Let |P | = ` be the
length of a path P . Let P(G) be the set of all possible paths for a graph G.

The problem is to the longest path i.e., any path Plong such that |Plong| = max{|P | :
P ∈ P(G)}.

2.2 Quantum Query Model

We use the standard form of the quantum query model. Let f : D → {0, 1}, D ⊆ {0, 1}N
be an N variable function. An input for the function is x = (x1, . . . , xN ) ∈ D where
xi ∈ {0, 1} for i ∈ {1, . . . , N}.

We are given oracle access to the input x, i.e. it is realized by a specific unitary
transformation usually defined as |i〉|z〉|w〉 → |i〉|z + xi (mod 2)〉|w〉 where the |i〉 reg-
ister indicates the index of the variable we are querying, |z〉 is the output register, and
|w〉 is some auxiliary work-space. It can be interpreted as a sequence of control-not
transformations such that we apply inversion operation (X-gate) to the second register
that contains |z〉 in a case of the first register equals i and the variable xi = 1. We
interpret the oracle access transformation as N such controlled transformations for each
i ∈ {1, . . . , N}.

An algorithm in the query model consists of alternating applications of arbitrary
unitaries independent of the input and the query unitary, and a measurement in the end.
The smallest number of queries for an algorithm that outputs f(x) with a probability
that is at least 2

3 on all x is called the quantum query complexity of the function f
and is denoted by Q(f). We refer the readers to [17, 2, 1] for more details on quantum
computing.
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In this paper’s quantum algorithms, we refer to the quantum query complexity as
the quantum running time. We use modifications of Grover’s search algorithm [11, 5]
as quantum subroutines. For these subroutines, time complexity is more than query
complexity for additional log factor.

3 Algorithm

We discuss our algorithm in this section. Let us consider a function L : 2E×E×E → R
where 2E is the set of all subsets of E. The function L is such that L(S, v, u) is the
length of the longest path that uses only edges from the set S, starts from the edge v,
and finishes in the edge u.

Let the function F : 2E×E×E → R be such that F (S, v, u) is the longest path that
uses only edges from the set S, starts from the edge v, and finishes in the edge u.

It is easy to see that L({v}, v, v) = 1 and F ({v}, v, v) = (v) for any v ∈ E because
the set has only one edge and it is the only path in the set.

Another property of these functions is

Property 1 Suppose S ∈ 2E , v, u ∈ E, an integer k ≤ |S|. The function L is such that

L(S, v, u) = max
S′⊂S,|S′|=k,y∈S′

(
L(S′, v, y) + L((S\S′) ∪ {y}, y, u)

)

and F (S, u, v) is the path that is concatenation of corresponding paths.

Proof. Let P 1 = F (S′, v, y) and P 2 = F ((S\S′) ∪ {y}, y, u). The path P = P 1 ◦
P 2 belongs to S′, starts from v and finishes in u, where ◦ means concatenation of
paths excluding the duplication of common edge y. Because of definition of L, we have
L(S, v, u) ≥ |P |.

Assume that there is T = (e1, . . . , e`) such that ` = |T | = L(S, v, u) and |T | > |P |.
Let us select S′′ such that |S′′| = k, S′′ ⊂ S and there is j < |T | such that R1 =
e1, . . . , ej ∈ S′′ and R2 = ej , ej+1, . . . , e` 6∈ S′′\{ej}. Then |R1| ≤ |P 1| and |R2| ≤ |P 2|
by definition of F and L. Therefore, |R| = |R1|+ |R2| − 1 ≤ |P 1|+ |P 2| − 1 = |P |. We
obtain a contradiction with assumption. �

As a corollary we obtain the following result:

Corollary 1 Suppose S ∈ 2E , v, u ∈ E, I(u) is the set of all edges that has common
vertex with u. The function L is such that

L(S, v, u) = max
y∈S\{u},y∈I(u)

(L(S\{u}, v, y) + 1)

and F (S, u, v) is the path that is the corresponding path.

Using this idea, we construct the following algorithm.
Step 1. Let α = 0.055. We classically. compute L(s, v, u) and F (S, v, u) for |S| =

(1− α)m4 and v, u ∈ E
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Step 2. Let E4 ⊂ E be such that |E4| = m
4 . Then, we have

L(E4, u, v) = max
Eα⊂E4,|Eα|=(1−α)m/4,y∈Eα

(L(Eα, v, y) + L((E4\Eα) ∪ {y}, y, u)) .

Let E2 ⊂ E be such that |E2| = m
2 . Then, we have

L(E2, u, v) = max
E4⊂E2,|E4|=m/4,y∈E4

(L(E4, v, y) + L((E2\E4) ∪ {y}, y, u)) .

Finally,

L(E, u, v) = max
E2⊂E,|E2|=m/2,y∈E2

(L(E2, v, y) + L((E\E2) ∪ {y}, y, u)) .

We can compute L(E, u, v) and corresponding F (E, u, v) using three nested proce-
dures for maximum finding. As such procedure, we use Durr-Hoyer [9, 10] quantum
minimum finding algorithm.

Note that the error probability for the Durr-Hoyer algorithm is at most 0.1. So, we
use the standard boosting technique to decrease the total error probability to constant
by O(m) repetition of the maximum finding algorithm in each level.

Let us present the implementation of Step 1. Assume that I(u) is the sequence of
edges that have a common vertex with the edge u. Let us present a recursive func-
tion GetLen(S, v, u) for S ∈ 2E , u, v ∈ E with cashing that is Dynamic Programming
approach in fact. The function is based on Corollary 1.

Algorithm 1 GetLen(S, v, u).

if v = u and S = {v} then . Initialization
L({v}, v, v)← 1
F ({v}, v, v)← (v)

end if
if L(S, v, u) is not computed then

len← −1
path← ()
for y ∈ I(u) do

if y ∈ S\{u} and GetLen(S\{u}, v, y) + 1 > len then
len← L(S\{u}, v, y) + 1
path← F (S\{u}, v, y) ∪ u

end if
end for
L(S, v, u)← len
F (S, v, u)← path

end if
return L(S, v, u)
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Algorithm 2 Step1.

for S ∈ 2E such that |S| = (1− α)m4 do
for v ∈ E do

for u ∈ E do
if v ∈ S and u ∈ S then

GetLen(S, v, u) . We are computing L(S, v, u) and F (S, v, u) but we
are not needing this results at the moment. We need it for Step 2.

end if
end for

end for
end for

Let QMax((x1, . . . , xN )) be the implementation of the quantum maximum finding
algorithm [9] for a sequence x1, . . . , xN .

The most nested quantum maximum finding algorithm for some E4 ⊂ E, |E4| = m
4

and u, v ∈ E is

QMax((L(Eα, v, y) + L((E4\Eα) ∪ {y}, y, u) : Eα ⊂ E4, |Eα| = (1− α)
m

4
, y ∈ Eα))

The middle quantum maximum finding algorithm for some E2 ⊂ E, |E2| = m
2 and

u, v ∈ E is

QMax((L(E4, v, y) + L((E2\E4) ∪ {y}, y, u) : E4 ⊂ E2, |E4| = n/4, y ∈ E4))

Note that |E4| = m/4 and |E2\E4| = m/4. We use the invocation of QMax (the most
nested quantum maximum finding algorithm) instead of L(E4, v, y) and L(E2\E4, y, u).

The final quantum maximum finding algorithm for some u, v ∈ E is

QMax((L(E2, v, y) + L((E\E2) ∪ {y}, y, u) : E2 ⊂ E, |E2| = m/2, y ∈ E2))

Note that |E2| = m/2 and |E\E2| = m/2. We use the invocation of QMax (the
middle quantum maximum finding algorithm) instead of L(E2, v, y) and L((E\E2) ∪
{y}, y, u).

The procedure QMax returns not only the maximal value, but the index of the target
element. Therefore, by the “index” we can obtain the target paths using F function. So
the result path is P = P 1 ◦P 2, where P 1 is the result path for L(E2, v, y) and P 2 is the
result path for L((E\E2) ∪ {y}, y, u).

P 1 = P 1,1 ◦ P 1,2, where P 1,1 is the result path for L(E4, v, y) and P 1,2 is the result
path for L((E2\E4) ∪ {y}, y, u). By the same way we can construct P 2 = P 2,1 ◦ P 2,2.

P 1,1 = P 1,1,1 ◦ P 1,1,2, where P 1,1,1 is the result path for L(Eα, v, y) and P 1,1,2 is
the result path for L((E4\Eα) ∪ {y}, y, u). Note, that this values were precomputed
classically, and were stored in F (Eα, v, y) and F ((E4\Eα) ∪ {y}, y, u) respectively.
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By the same way we can construct

P 1,2 = P 1,2,1 ◦ P 1,2,2,

P 2,1 = P 2,1,1 ◦ P 2,1,2,

P 2,2 = P 2,2,1 ◦ P 2,2,2.

The final Path is

P = P 1 ◦ P 2 = (P 1,1 ◦ P 1,2) ◦ (P 2,1 ◦ P 2,2) =

(
(P 1,1,1 ◦ P 1,1,2) ◦ (P 1,2,1 ◦ P 1,2,2)

)
◦
(

(P 2,1,1 ◦ P 2,1,2) ◦ (P 2,2,1 ◦ P 2,2,2)
)

Let us present the final algorithm as Algorithm 3.

Algorithm 3 Algorithm for LTP.

Step1()
len← −1
path← ()
for v ∈ E do

for u ∈ E do
currentLen ← QMax((L(E2, v, y) + L((E\E2) ∪ {y}, y, u) : E2 ⊂ E, |E2| =

m/2, y ∈ E2))
if len < currentLen then

len← currentLen
path←

(
(P 1,1,1◦P 1,1,2)◦(P 1,2,1◦P 1,2,2)

)
◦
(

(P 2,1,1◦P 2,1,2)◦(P 2,2,1◦P 2,2,2)
)

end if
end for

end for
return path

The complexity of the algorithm is presented in the next theorem.

Theorem 1 Algorithm 3 solves LTP with O∗ (1.728m) running time and constant bounded
error.

Proof. The correctness of the algorithm follows from the above discussion. Let us present
an analysis of running time.

Complexity of Step 1 (Classical preprocessing) is

O∗
((

m

(1− α)m4

))
= O∗(1.728m).

Complexity of Step 2 (Quantum part) is complexity of three nested Durr-Hoyer
maximum finding algorithms. Due to [9, 11, 10, 1], the complexity is

90



O∗
(√(

m

m/2

)
·
√(

m/2

m/4

)
·
√(

m/4

αm/4

))
= O∗(1.728m).

We invoke Step 1 and Step 2 sequentially. Therefore the total complexity is the sum
of complexities for these steps. So, the total complexity is O∗(1.728m).

Only Step 2 has an error probability. The most nested invocation of the Durr-Hoyer
algorithm has an error probability 0.1. Let us repeat it 2m times and choose the maximal
value among all invocations. The algorithm has an error only if all invocations have an
error. Therefore, the error probability is 0.12m = 100−m.

Let us consider the middle Durr-Hoyer algorithm’s invocation. The probability of
success is the probability of correctness of maximum finding and the probability of input
correctness, i.e., the correctness of all the nested Durr-Hoyer algorithm’s invocations. It
is

0.9 · (1− 100−m)γ , where γ =

(
m/2

m/4

)

≥ 0.8, for enough big m.

So, the error probability is at most 0.2.
Let us repeat the middle Durr-Hoyer algorithm 2m times and choose the maximal

value among all invocations. Similar to the previous analysis, the error probability is
0.22m = 25−m.

Therefore, the total success probability that is the final Durr-Hoyer algorithm’s suc-
cess probability is the following one.

0.9 · (1− 25−m)β, where β =

(
m

m/2

)

> 0.8, for enough big m.

Therefore, the total error probability is at most 0.2. �
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Abstract

For a given graph G and a set W ⊆ V (G), the Steiner distance of W is the small-
est possible size among all connected subgraph of G containing W . Such subgraph is
indeed a tree, that is frequently called a Steiner W -tree. A set of vertices A ⊆ V (G)
is called a k-Steiner general position set for G if every set B ⊆ A having cardinality
k, and every Steiner B-tree TB satisfy that V (TB) ∩A = B. In relation to this, the
k-Steiner general position number sgpk(G) of the graph G stands for the cardinality
of a largest possible k-Steiner general position set in G. Several contributions on
the k-Steiner general position number of graphs are given in this work.

AMS Subject Classification (2010): 05C12.

1 Introduction

The Steiner general position problem on graphs raised up in [2], in connection with
the lastly intensively studied general position problem on graphs, which in turns has its
roots in some older problems arising in computational geometry. That is for instance, the
problem to finding the maximum number of points that can be placed in the n×n grid so
that no three points lie on a line is known as the no-three-in-line problem and was posed
back in 1917 by Dudeney [1]. Recently, several studies on the standard general position
problem on graphs have been published, by taking the starting points independently
introduced in [3, 4]. In this work, a new approach of the general position problem is
studied.

We now formally define the necessary concepts, and for any other basic terminology,
the reader can use any basic graph theory book. The distance dG(u, v) between two
vertices u and v of G is the minimum number of edges on a u, v-path in G. If there is

∗Corr. author email: dorota.kuziak@uca.es
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no such path, then we set dG(u, v) =∞. A general position set of a graph G is a set of
vertices S ⊆ V (G) such that no three vertices from S lie on a common geodesic. The
cardinality of a largest possible general position set is the general position number gp(G)
of G.

For a nonempty set W ⊆ V (G), the Steiner distance of W , denoted by dG(W ), is the
minimum size of a connected subgraph of G containing W . Such a subgraph is clearly a
tree called a Steiner W -tree. If G is not connected and the vertices of W lie in at least
two components of G, then no Steiner W -tree exists and we set dG(W ) =∞.

Let k ∈ N and let G be a graph. Then A ⊆ V (G) is a k-Steiner general position
set if for every set B ⊆ A of cardinality k (from now on a k-set), and for every Steiner
B-tree TB, it follows that V (TB) ∩ A = B. In other words, A is a k-Steiner general
position set if no k + 1 distinct vertices from A lie on a common Steiner B-tree, where
B ⊆ A and |B| = k. Clearly, if |A| ≤ k, then A is k-Steiner general position set. Hence
we may define the k-Steiner general position number of G, denoted by sgpk(G), as the
cardinality of a largest k-Steiner general position set in G. A k-Steiner general position
set of cardinality sgpk(G) will be called a k-sgp-code. Note that sgp2(G) = gp(G).

2 Main results

We next make a resume of the most significant known contributions concerning the
Steiner general position problem on graphs. For their proofs, we suggest the reader the
recent published article [2].

We introduce first k-Steiner cliques, a concept that might be of interest also elsewhere.
If k ≥ 2 is a fixed integer, then A ⊆ V (G) is a k-Steiner clique if G[B] (subgraph induced
by B) is connected for every k-set B ⊆ A. The cardinality of a largest k-Steiner clique
will be denoted by sωk(G). Note that sω2(G) = ω(G) (where ω(G) is the clique number
of G).

Remark 2.1 [2] If G is a connected graph and k ∈ [2 : n(G)− 1], then

max{k, ω(G)} ≤ sωk(G) ≤ sgpk(G) ≤ n(G) .

If n > k, then sωk(Pn) = k, hence the first inequality in Remark 2.1 is sharp. If
n > k ≥ 3, then sωk(Kn −M) = n, where M is a matching of Kn.

Proposition 2.2 [2] Let G be a graph and let k ∈ [2 : n(G)−1]. Then, sgpk(G) = n(G)
if and only if G is (n(G)− k + 1)-connected.

Corollary 2.3 [2] The equality chain sgp2(G) = · · · = sgpn(G)−1(G) = n(G) holds if
and only if G is a complete graph.

We next show that, a bit surprisingly, it is in general not true that a k-Steiner general
position set is also a k′-Steiner general position set for some k′ > k.
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Proposition 2.4 [2] For every k ≥ 3 there exist a graph G(k) and a set Ak ⊆ V (G(k))
such that Ak is a (k − 1)-Steiner general position set and is not a k-Steiner general
position set of G(k).

We now center our attention into the k-Steiner general position number of several
graph classes.

Theorem 2.5 [2] If T is a tree with n(T ) ≥ 3, `(T ) leaves, and k ∈ [2 : n(T )− 1], then

sgpk(T ) =

{
`(T ); k ≤ `(T ),

k; k > `(T ).

Theorem 2.6 [2] If n ≥ 3 and k ∈ [2 : n−1], then sgpk(Cn) =

{
k; k ∈

[⌊
2n
3

⌋
: n− 2

]
,

k + 1; otherwise.

The join G∨H of disjoint graphs G and H is the graph with vertex set V (G∨H) =
V (G) ∪ V (H) and edge set

E(G ∨H) = E(G) ∪ E(H) ∪ {gh : g ∈ V (G), h ∈ V (H)}.

Let G be a graph and let A ⊆ V (G) be a set of vertices of cardinality at least k.
Then we say that A is a k-Steiner join-critical set of G if for each k-subset B of A we
have dG[A](B) 6= k. That is, A is a k-Steiner join-critical set if there exists no k-set
B ⊆ A such that a Steiner B-tree in G[A] contains k+ 1 vertices. By sjck(G) we denote
the cardinality of a largest k-Steiner join-critical set. For a given set D ⊆ V (G), if every
connected component of G[D] is of order at most k, then D is k-Steiner join-critical.
For the particular case in which D = V (G), if every connected component of G has
order at most k, then sjck(G) = n(G). Note also that, by definition, if k ≥ n(G), then
sjck(G) = n(G).

Theorem 2.7 [2] If G and H are graphs and k ∈ [2 : n(G ∨H)− 1], then

sgpk(G ∨H) = max{sωk(G ∨H), sjck(G), sjck(H)}.

We next give some applications of Theorem 2.7.

Corollary 2.8 [2] The following assertions hold for positive integers k, n, r, s.

(i) If k ∈ [2 : r + s− 1], then sgpk(Kr+s) = sgpk(Kr ∨Ks) = r + s.

(ii) If n ≥ 6 and k ∈ [2 : n− 1], then sgpk(Wn) = sgpk(K1 ∨ Cn−1) = max{k + 1, n−
2−

⌊
n−2
k+1

⌋
}.

(iii) If n ≥ 4 and k ∈ [2 : n − 1], then sgpk(Fn) = sgpk(K1 ∨ Pn−1) = max{k + 1, n −
1−

⌊
n−1
k+1

⌋
}.
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(iv) If r ≤ s and k ∈ [2 : r + s− 1], then

sgpk(Kr,s) = sgpk(Kr ∨Ks) =

{
max{s,min{k − 1, r}+ k − 1}; k ≤ s,
r + s; k > s.

(v) If k ∈ [2 : r+ s− 1], then sgpk(Kr ∨Ks) =

{
r + min{s, k − 1}; k > min{r, s},
max{r + k − 1, s}; k ≤ min{r, s}.

Let G and H be two graphs. The lexicographic product G ◦ H is a graph with
V (G ◦H) = V (G)×V (H). Two vertices (g, h) and (g′, h′) are adjacent if gg′ ∈ E(G) or
(g = g′ and hh′ ∈ E(H)).

Let k and ` be two positive integers with k ≤ `. A set A ⊆ V (G) is a [k : `]-Steiner
general position set of a graph G, or a [k : `]-sgp set for short, if it is a j-Steiner general
position set for every j ∈ [k : `]. The cardinality of a largest [k : `]-sgp set for G is
represented as sgp[k:`](G). The family of all [k : `]-sgp sets of a graph G is denoted by
Gk,`. For every k-general Steiner position set S, we partition S into two sets IS and JS ,
where IS contains all isolated vertices in the subgraph of G[S] and JS = S \ IS . Every
set of vertices of cardinality at most k is a [k : `]-sgp set.

Theorem 2.9 [2] Let G and H be nontrivial graphs, let G be connected, and let k ∈ [2 :

n(G) · n(H)− 1]. If j =
⌈

k
n(H)

⌉
and ` = min{k, n(G)}, then

sgpk(G ◦H) ≥
{

maxS∈G2,k{|IS |sjck(H) + |JS |sωk(H)}; k ≤ n(H),

sgp[j:`](G)n(H); n(H) < k < n(G) · n(H).

Moreover, the equality holds if k > (n(G)− 1)n(H).

An interesting particular case of the result above is the next one, where an equality
can be reached.

Theorem 2.10 [2] If G and H are nontrivial graphs where G is connected, then

gp(G ◦H) = max
S∈G2,2

{|IS |sjc2(H) + |JS |ω(H)}.

With P∞ we denote the two ways infinite path. Let V (P∞) = {. . . ,−2,−1, 0, 1, 2, . . . }
where i is adjacent to j if and only if |i − j| = 1. The infinite grid P∞2P∞ is the
Cartesian product of two infinite paths, that is V (P∞2P∞) = {(i, j) : i, j ∈ Z} and
(i, j)(k, `) ∈ E(P∞2P∞) when |i− j|+ |k − `| = 1.

Theorem 2.11 [2] sgpk(P∞2P∞) ≥ 2k.
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The Hats game. The power of constructors

Aleksei Latyshev, joint with Konstantin Kokhas

The Hats game: Several sages wearing colored hats occupy the vertices of a graph.
Each sage can have a hat of one of k colors. Each sage tries to guess the color of his
own hat merely on the basis of observing the hats of his neighbors without exchanging
any information. A predetermined guessing strategy is winning if it guarantees at least
one correct individual guess for every assignment of colors.

Let HG(G) be the maximum k for which the sages have a deterministic winning
strategy. Usually relations of HG(G) with other graph parameters (such as maximal
degree, diameter, clique number, etc) are studied. And one of the interesting question
is whether the planarity of graph imposes any constraint on HG(G).

Currently boundness of HG(G) for planar graphs is an open question. Bradshaw [2]
showed that for outerplanar graphs HG(G) < 2125000. On the other hand little is known
about the lower bound either: Alon and Chizewer [1] proved the existence of a planar
graph G with HG(G) = 12.

In this presentation, based on [4], we propose recipes of building an outerplanar graph
G with HG(G) = 6 and a planar graph G with HG(G) = 14. This recipe widely uses a
“constructors” machinery, proposed in papers [3] and [5]. Thus, it shows once again that
“constructor”-theorems are useful not only for investigate more general problem with a
variable number of hats, but also for obtaining state of the art results in the classical
Hats game.
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Abstract

We consider (1,≤ `)-locating-dominating codes of typeB, multiple intruder locating-
dominating codes (MILD codes) and open-irredundant sets. In particular, we show
that the two first mentioned are equivalent with each other when ` ≥ ∆(G) + 1 and
they are also equivalent with the complement of open irredundant set. With these
equivalences we expand results between these concepts. Moreover, we show that the
maximum irredundance number IR(G) is a general lower bound for these codes. It
has been shown that these codes contain at least half of vertices in any graph. We
discuss how to attain this bound in some graph classes. Moreover, we show that
deciding whether there exists a MILD code containing exactly half of vertices in a
graph, is an NP-complete problem.

Keywords: Graph theory; domination; location-domination; open-irredundant; irredun-
dancy

Let G = (V,E) be an undirected, simple and finite graph and N [v] be the closed neigh-
bourhood of the vertex v ∈ V , that is, the set of vertices adjacent to v and v itself.
Moreover, for a set of vertices C ⊆ V , we denote the I-set of v by

IG(C; v) = I(v) = N [v] ∩ C.

If the set C is non-empty, we will call it code and its members codewords.
Slater and Rall have introduced in the 1980s locating-dominating codes [16]. A set of

vertices C is a locating-dominating code in G if C is dominating, that is, each vertex has a
non-empty I-set, and if each non-codeword has a unique I-set among the non-codewords,
that is, for each u, v ∈ V \ C, we have

I(u) 6= I(v). (1)
∗Research supported by the Jenny and Antti Wihuri Foundation and the Finnish Cultural Foundation.
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We extend the notation of I-sets for sets of vertices in a natural way, for X ⊆ V , we say
that

I(X) =
⋃

v∈X
I(v).

One of the major motivations to study location-domination has been sensor networks.
In them, the vertices of a graph represent locations and edges connections between loca-
tions. Now, a codeword c ∈ C represents a location with a sensor and if c ∈ I(u), then
the location at vertex u is monitored by a sensor at a location depicted by codeword ver-
tex c. If the sensors are placed according to the locating-dominating code and we have
an intruder in a location without a sensor (non-codeword vertex), then we can recognize
the location just by comparing the I-sets due to Definition (1).

However, this approach is problematic if there can be multiple intruders in the net-
work. To solve that problem, Honkala et al. [10] introduced (1,≤ `)-locating-dominating
codes of types A and B (for short (1,≤ `)-LDA and -LDB codes). These are locating-
dominating codes which have capability to locate at most ` intruders in the network
simultaneously. In general, the (1,≤ `)-LDA codes are larger and more demanding than
the (1,≤ `)-LDB codes. The reader may find more information about these codes in
[3, 12, 13, 14].

In this paper, we are especially interested in a situation where ` is very large. Let
∆(G) (δ(G)) denote the maximum (minimum) degree of the graph G. It is possible
to show that if ` ≥ ∆(G) + 1, then all (1,≤ `)-LDA codes contain every vertex in G.
Moreover, another related class of dominating codes, (1,≤ `)-identifying codes, do not
even exist in a graph G when ` ≥ δ(G) + 1, [11, Theorem 8]. However, the same is not
true for (1,≤ `)-LDB codes. The (1,≤ `)-LDB code C is defined in the following way,
for any two distinct sets X,Y ⊆ V \ C with |X|, |Y | ≤ ` we have

I(X) 6= I(Y ).

When ` = 1, these codes are just normal locating-dominating codes. Moreover, each
(1,≤ `+ 1)-LDB code is also a (1,≤ `)-LDB code.

We can show that, in any graph G each (1,≤ `)-LDB code is also a (1,≤ `+ 1)-LDB
code if ` ≥ ∆(G) + 1, and vice versa. Moreover, this lower bound for ` is tight in some
graphs; there are graphs for which some (1,≤ ∆(G))-LDB codes are not (1,≤ ∆(G)+1)-
LDB codes. Furthermore, there exists a family of graphs G, for which there exists a (1,≤
`)-LDB code which is not a (1,≤ `+ 1)-LDB code for each 1 ≤ ` ≤ ∆(G) when G ∈ G.
In Figure 1, we give an example graph for ∆(G) = 4. Due to this, we will concentrate
on the (1,≤ ∆(G) + 1)-LDB codes. The cardinality of the smallest possible, optimal,
(1,≤ `)-LDB code in the graph G is denoted by γLDB

` (G). Now, our considerations give
the following chain of inequalities and equalities:

γLD(G) ≤ γLDB
2 (G) ≤ · · · ≤ γLDB

∆(G)+1(G) = γLDB
∆(G)+2(G).

Besides LDB-codes, we need to define open-irredundant sets, they were originally
introduced by Farley and Shacham [5] and have been since studied in, for example,
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Figure 1: Gray vertices form the smallest possible (1,≤ ∆(G) + 1)-LDB code.

[1, 2, 4, 6, 7, 15]. We say that S is an open-irredundant set if for each v ∈ S we have

N(v) \N [S \ {v}] 6= ∅.

This set is also called external private neighbourhood of v or epn[v, S]. We link this
concept to LDB-codes with the following lemma:

Lemma 1. A set of vertices S ⊆ V is open irredundant if and only if V \ S is a
(1,≤ ∆(G) + 1)-LDB code.

Besides open-irredundancy, we are also interested in recently introduced [17, 18] mul-
tiple intruder locating-dominating codes (MILD codes). A code C ⊆ V is a MILD code
if for each non-codeword u ∈ V \ C there exists a codeword c ∈ C such that

N(c) ∩ (V \ C) = {u}.

The cardinality of a maximum open-irredundant set in graph G is denoted by OIR(G)
and the cardinality of a minimum MILD code by γML(G).

Interestingly, also MILD codes are equivalent with the two previous sets.

Theorem 2. Let G be a graph and C ⊆ V be a code in G. Then the following three
conditions are equivalent:

1. C is a (1,≤ ∆(G) + 1)-LDB code;

2. C is a MILD code and

3. V \ C is an open-irredundant set.

Theorem 2 immediately gives the following equality for an n-vertex graph G:

γLDB
∆(G)+1(G) = γML(G) = n−OIR(G). (2)
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Although these concepts have been studied in multiple articles, there are surprisingly
many open questions left to study. For (1,≤ `)-LDB codes this is probably due to
the existence of the two parameters and many results acquired for MILD codes already
existed for open-irredundant sets. Moreover, since these three properties are equivalent,
any new result for one of them increases our understanding for all of them.

A well-known property of complements of open-irredundant sets and MILD codes is
that they contain at least half of the vertices in any graph. Thus, a trivial lower bound
for these codes has been presented as

γML(G) ≥ n/2
for an n-vertex graph G. Interestingly, this lower bound can also be achieved. If C is a
MILD code in G with γML(G) = n/2, then every codeword in C has exactly one adjacent
non-codeword and each non-codeword has exactly one adjacent codewords. Thus, we par-
tition the graph into two equal parts which are connected exactly by a perfect matching.
This, raises a natural question, which graphs admit a MILD code with γML(G) = n/2?

For a tree T , Golumbic and Laskar [7] have mentioned that OIR(T ) = m(T ) where
m(T ) is the matching number of T . Since m(T ) + α(T ) = n for any tree T , where α(T )
is the independence number of T , we have

γML(T ) = α(T ).

Hence, we have γML(T ) = n/2 in a tree T if and only if we have a perfect matching in
T . However, using (k, δ, ρ) graph partitions defined by Heggernes and Telle [9], we can
give following result showing that the question is hard in the case of general graphs.

Theorem 3. Let G be a graph on n vertices. Then it is an NP-complete problem to
decide whether G admits a MILD code with cardinality n/2.

However, as we have seen for trees, for some graph classes the problem is easy to
solve. We give following result for Cartesian products of graphs.

Theorem 4. Let G = (V,E1) and G′ = (U,E2) be connected graphs and let D =
G�G′ = (V × U,E) be a graph on n vertices. Then graph D admits a MILD code with
cardinality n/2 if and only if G (or G′) admits a MILD code with cardinality |V (G)|/2
(or |V (G′)|/2).

Besides γML(G) ≥ n/2, the MILD codes are lacking in (good) known general bounds
and the same is true for (1,≤ ∆(G) + 1)-LDB codes. However, we know something for
open-irredundant sets. Farley and Shacham have shown in [5] for any graph G with
δ(G) ≥ 1 that

γ(G) ≤ OIR(G) ≤ IR(G),

where γ(G) is the cardinality of the minimum dominating set in G and IR(G) is the
cardinality of the maximum irredundant set in G. A set of vertices S is irredundant in
G if we have N [v] \N [S \ {v}] 6= ∅ for each v ∈ S. Thus, we have

n− γ(G) ≥ γML(G) ≥ n− IR(G).

We present a new (tight) general lower bound in the following theorem.
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Theorem 5. Let G be a graph, then γML(G) ≥ IR(G).

When we append this inequality to the well-known domination chain [8], we get that

ir(G) ≤ γ(G) ≤ i(G) ≤ α(G) ≤ Γ(G) ≤ IR(G) ≤ γML(G),

where ir(G) is the minimum size of any maximum irredundant set, i(G) is the minimum
size of any maximal independent set and Γ(G) is the maximum size of any minimal
dominating set in G.
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Abstract

The methods of cooperative game theory are used for the analysis of the network
structure. First, a cooperative game and its characteristic function associated with
the graph is determined. Then the solution of the cooperative game is derived. The
solution can be in the form of the core, the Shapley value, the Myerson value, the
Owen value, etc. Depending on the type of characteristic function, the value of the
cooperative game can be interpreted as the measure of centrality of vertices and
edges, or it can be a measure of communicability. The use of cooperative game
theory methods can help in graph clustering problems. In this case, the method of
finding Nash-stable coalition partitions in a cooperative game is used.

We demonstrate how this approach can be used for ranking the corpus of texts
of a news portal. Each text is assigned a vertex of a certain graph, and its structure
is determined based on the semantic connectivity of the texts. As a measure of
centrality, the Myerson value is used in a cooperative game on a graph, where the
number of simple paths in a subgraph of a certain length is chosen as a characteristic
function. The operation of the ranking algorithm is illustrated by numerical examples
related to a specific news portal.

References

Avrachenkov, K.E.; Kondratev, A.Y.; Mazalov, V.V.; Rubanov, D.G. Network parti-
tioning algorithm as cooperative games. Computational Social Networks, 5, 2018, pp.
1–28.

106



Aspects of stability in multiobjective integer linear

programming problem with objective partitioning

Yury Nikulin1 and Vladimir Emelichev2

1University of Turku, Department of Mathematics and Statistics, FIN-20014
Turku, Finland, yurnik@utu.fi

2Belarusian State University, Faculty of Mechanics and Mathematics,
BLR-220030 Minsk, Belarus, vemelichev@gmail.com

Abstract

In a multiobjective problem of integer linear programming, parametriza-
tion of optimality principle is introduced by dividing a set of objectives into
a family of disjoint subsets. The introduction of this principle makes possible
to connect two classical optimality sets, namely, extreme and Pareto. The
admissible independent perturbations in such problem is formed by a set
of additive matrices, with arbitrary Hölder’s norms specified in the solution
and criterion spaces. The lower and upper bounds for the radius of stabil-
ity are obtained. The main result is complemented with several important
corollaries.

Keywords: Multiobjective integer programming, a set of extreme solutions, stability
radius, Hölder’s norms, post-optimal analysis.

1 Introduction

This work continues research started in [1], where stability aspects of the multiobjective
ILP with the set of extreme solutions problem were scrutinized. In this work we gen-
eralize some of the results for the case of parametrized optimality. The parametrized
optimality principle that was first introduced in [2] by dividing a set of objectives into a
family of disjoint subsets. While [2] deals with the type of stability known as quasistabil-
ity, the recent paper tackles the classical concept of stability. The paper is organized as
follows. In section 2, we formulate parametric optimality and introduce basic concepts.
In section 3, we formulate and prove the main result regarding the lower and upper
bounds for the stability radius. Section 4 lists most important corollaries.
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2 Main definitions and problem formulation

Consider a multicriteria integer linear programming problem (ILP) in the follow-
ing formulation. Let C= [cij ] ∈ Rm×n be a matrix whose rows are denoted by

Ci= (ci1, ci2, ..., cin) ∈ Rn, i ∈ Nm={1, 2, ...,m}, m ≥ 1. Let x= (x1, x2, ..., xn)T ∈ X ⊂
Zn, n ≥ 2, and the number of elements of the set X is finite and greater than one. On
the set of (admissible) solutions X, we define a vector linear criterion

Cx = (C1x,C2x, . . . , Cmx)T −→ min
x∈X

. (1)

In the space Rk of arbitrary dimension k ∈ N, we introduce a binary relation that
generates the Pareto optimality principle [3]:

y � y′ ⇒ y ≥ y′ & y 6= y′,

where y = (y1, y2, . . . , yk)T ∈ Rk, y′ = (y′1, y
′
2, . . . , y

′
k)T ∈ Rk. The symbol � denotes the

negation of the relation �.
Let ∅ 6= I ⊆ Nm, |I| =v, and let CI denote the submatrix of the matrix C ∈ Rm×n

consisting of rows of this matrix with the numbers from I, i.e.

CI= (Ci1 , Ci2 , ..., Civ)T , I={i1, i2, ..., iv},

1 ≤ i1<i2< ... <iv ≤ m, CI ∈ Rv×n.

Let s ∈ Nm, and let Nm=∪k∈Ns Ik be a partition of the set Nm into s nonempty sets,
i.e. Ik 6= ∅, k ∈ Ns, and i 6= j ⇒ Ii ∩ Ij=∅. For this partition, we introduce a set of
(I1, I2, ..., Is)-efficient solutions according to the formula:

Gm(C, I1, I2, ..., Is) =

{x ∈ X : ∃k ∈ Ns (X(x,CIk) = ∅)}, (2)

where
X(x,CI) = {x′ ∈ X : CIx � CIx

′}.
Sometimes for brevity we denote this set by Gm(C).
Obviously, any Nm-efficient solution x ∈ Gm(C,Nm) (s= 1) is Pareto optimal, i.e.

efficient solution to problem (1). Therefore, the set Gm(C,Nm) is the Pareto set [3]:
Denote

X(x,C) ={x′ ∈ X : Cx ≥ Cx′ & Cx 6= Cx′},
which is a set of solutions x′ ∈ X such that x′ dominates x in Pareto sense in problem
(1). Therefore, we have

Pm(C) ={x ∈ X : X(x,C) =∅}.

In the other extreme case, when s=m, Gm(C, {1},{2}, ...,{m}) is a set of extreme solu-
tions (see e.g. [4]). This set is denoted by Em(C). Thereby, we have:

Em(C) ={x ∈ X : ∃k ∈ Nm ∀x′ ∈ X (Ckx � Ckx
′)}=
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{x ∈ X : ∃k ∈ Nm ∀x′ ∈ X (Ckx ≤ Ckx
′)}.

It is easy to see that the set of extreme solutions is composed of the best solutions for
each of the m criteria. So, in this context, the parametrization of the optimality principle
refers to the introduction of such a characteristic of the binary preference relation that
allows us to connect the well-known choice functions, parameterizing them from the
Pareto to the extreme.

Denoted by Zm(C, I1, I2, . . . , Is), the multicriteria ILP problem consists in finding
the set Gm(C, I1, I2, . . . , Is). Sometimes, for the sake of brevity, we use the notation
Zm(C) for this problem. Denote Zm

B (C) the problem with Boolean variables.
It is easy to see that the set P 1(C) =E1(C) is the set of optimal solutions to the

scalar (single-criterion) problem Z1(C,N1), where C ∈ Rn.
For any nonempty subset I ⊆ Nm we introduce the notation

P (CI) ={x ∈ X : ∀x′ ∈ X (CIx � CIx
′)},

i.e.
P (CI) ={x ∈ X : X(x,CI) =∅}.

Then, by virtue of (2), we obtain

Gm(C, I1, I2, . . . , Is) = {x ∈ X : ∃k ∈ Ns (x ∈ P (CIk))} . (3)

Therefore, we have

Gm(C, I1, I2, . . . , Is) = ∪
k∈Ns

P (CIk), Nm= ∪
k∈Ns

Ik.

It is obvious that all the sets given here are nonempty for any matrix C ∈ Rm×n.
Before formulating the main result regarding the stability radius bounds in the next

section, we need to prove five supplementary statements presented in this section as
lemmas.

From (3), we get the following straightforward statement.

Lemma 1. A solution x 6∈ Gm (C, I1, I2, . . . , Is) if and only if for any index k ∈ Ns the
solution x 6∈ P (CIk).

In the space of solutions Rn, we define an arbitrary Hölder’s norm lp, p ∈ [1,∞], i.e.

by the norm of a vector a= (a1, a2, ..., an)T ∈ Rn we mean the number

‖a‖p=
{ (∑

j∈Nn
|aj |p

)1/p
if 1 ≤ p<∞,

max{|aj | : j ∈ Nn} if p=∞.

In the space of criteria Rm, we define an arbitrary Hölder’s norm lq, q ∈ [1,∞], and
lp 6= lq. By the norm of the matrix C ∈ Rm×n with the rows Ci, i ∈ Nm, we mean the
norm of a vector whose components are the norms of the rows of the matrix. By that,
we have

‖C‖pq=‖(‖C1‖p,‖C2‖p, . . . ,‖Cm‖p)‖q.
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Obviously,
‖Ci‖p ≤ ‖CI‖pq ≤ ‖C‖pq, i ∈ I ⊆ Nm. (4)

So, it is easy to see that for any a= (a1, a2, . . . , an)T ∈ Rn with

|aj | =α, j ∈ Nn,

the following equality holds
‖a‖p=αn1/p (5)

for any p ∈ [1,∞].
In the solution space Rn along with the norm lp, p ∈ [1,∞], we will use the conjugate

norm lp∗ , where the numbers p and p∗ are related, as usual, by the equality

1

p
+

1

p∗
= 1,

assuming p∗= 1 if p=∞, and p∗=∞ if p= 1. Therefore, we further suppose that the range
of variation of the numbers p and p∗ is the closed interval [1,∞], and the numbers are
related by the conditions above.

Further we use the well-known Hölder’s inequality (see [5])

|aT b| ≤ ‖a‖p‖b‖p∗ (6)

that is true for any two vectors a= (a1, a2, . . . , an)T ∈ Rn and b= (b1, b2, . . . , bn)T ∈ Rn

and for any p ∈ [1,∞].
Perturbation of the elements of the matrix C is imposed by adding matrices C ′ of

Rm×n. Thus, the perturbed problem Zm(C + C ′) has the form

(C + C ′)x→ min
x∈X

,

and the set of its (I1, I2, ..., Is)-efficient solutions is denoted by Gm(C+C ′, I1, I2, . . . , Is).
For an arbitrary number ε> 0, we define the set of perturbing matrices

Ωpq (ε) =
{
C ′ ∈ Rm×n : ‖C ′‖pq<ε

}

with rows C ′i, i ∈ Nm.
Following [6,7], the stability radius of the ILP problem Zm(C, I1, I2, . . . , Is), m ∈ N,

(called T3-stability radius in the terminology of [8, 9]) is the number

ρ=ρms (p, q)=

{
sup Ξ if Ξ 6= ∅,
0 if Ξ=∅,

where
Ξ=
{
ε> 0 : ∀C ′ ∈ Ωpq(ε) (Gm(C + C ′) ⊆ Gm(C))

}
.

Thus, the stability radius of the problem Zm(C) determines the limit level of pertur-
bations of the elements of the matrix C that no new optima appear in the perturbed prob-
lem Zm(C+C ′). For any C ′ ∈ Ωpq (ε) and ε> 0, it is obvious that Gm(C+C ′) ⊆ Gm(C)
if Gm(C) = X. Therefore, the problem Zm(C) with Ḡm(C) = Gm(C)\X 6= ∅ is called
non-trivial.
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3 Main result

Given the multicriteria non-trivial ILP problem Zm(C, I1, I2, . . . , Is), m ∈ N considered,
for any p, q ∈ [1,∞] and s ∈ Nm we define:

ϕm
s (p) = min

k∈Ns

min
x 6∈Gm(C)

max
x′∈P (x,CIk

)
min
i∈Ik

Ci(x− x′)
‖x− x′‖p∗

,

ψm
s (p, q)=n

1
p min

k∈Ns

min
x 6∈Gm(C)

max
x′∈P (x,CIk

)
min
i∈Ik

Ci(x− x′)
‖x− x′‖1

|Ik|
1
q ,

γs(p, q)= min{‖CIk‖pq : k ∈ Ns},
σm(p)= min{‖Ci‖p : i ∈ Nm},

where
P (x,CIk) = P (CIk) ∩X(x,CIk).

It is obvious that ϕm
s (p) ≥ 0 and ψm

s (p, q) ≥ 0.
We are now ready to formulate the main result.

Theorem 1. For any m ∈ N , p, q ∈ [1,∞] and s ∈ Nm, the stability radius of the
multicriteria non-trivial ILP problem Zm(C, I1, I2, . . . , Is) has the following lower and
upper bounds:

ϕm
s (p) ≤ ρms (p, q) ≤ γs(p, q). (7)

If the problem is Boolean i.e. Zm(C) = Zm
B (C), then

ϕm
s (p) ≤ ρms (p, q) ≤ min{ψm

s (p, q), σm(p)}. (8)

Proof. The scheme of the proof is the following. We start with proving bounds for
integer case, i.e. for Zm(C). Afterwards, we prove bounds for Boolean case, i.e. for
Zm
B (C).

Firstly, we prove that ϕm
s (p) ≤ ρms (p, q). We assume ϕm

s (p) > 0 otherwise the
inequality is evident. We chose an arbitrary perturbing matrix C ′ ∈ Rm×n with rows
C ′i, i ∈ Nm such that the matrix C ′ belongs to Ωpq (ϕm

s (p)). Then according to the
definition of ϕm

s (p) and due to (4), for any k ∈ Ns and x 6∈ Gm(C) there exists a solution
x0 ∈ P (x,CIk) such that

Ci(x− x0)
‖x− x0‖p∗

≥ ϕm (p) ≥ ‖C ′‖pq ≥ ‖C ′i‖p, i ∈ Ik.

Using Hölder’s inequality (6) we get

(Ci + C ′i)(x− x0) ≥ Ci(x− x0)− ‖C ′i‖p‖x− x0‖p∗ > 0.

This directly implies that x 6∈ P (CIk + C ′i) for any k ∈ Ns, i.e. due to lemma 1

x 6∈ Gm(C + C ′).
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Summarizing, any non-efficient solution of Zm(C) remains so in any perturbed problem
Zm(C + C ′). Hence, we have Gm(C + C ′) ⊆ Gm(C) for any perturbing matrix C ′ ∈
Ωpq(ϕ

m
s (p)), i.e ρms (p, q) ≥ ϕm

s (p).
Secondly, we prove that ρms (p, q) ≤ γs(p, q). In order to do this, it suffices to show that

for any k ∈ Ns the inequality ρms (p, q) ≤ ‖CIk‖pq. Assuming k ∈ Ns and ε > ‖CIk‖pq,
we consider a perturbing matrix C0 = (C0

I1
, C0

I2
, . . . , C0

Is
)T with components

C0
Ii =

{ −CIi if i = k;

0|Ii|×n if i ∈ Ns\{k},

where 0|Ii|×n is zero matrix of dimension |Ii| × n. Then we obtain

‖C0‖pq = ‖C0
Ik
‖pq = ‖CIk‖pq, C0 ∈ Ωpq(ε),

and
P (CIk + C0

Ik
) = Gm(C + C0) = X 6⊆ Gm(C).

Summarizing, we get

∀k ∈ Ns ∀ε > ‖CIk‖pq ∃C0 ∈ Ωpq(ε) (Gm(C + C0) 6⊆ Gm(C)),

i.e. the stability radius cannot be larger than any of numbers ‖CIk‖pq, k ∈ Ns, and
hence

ρms (p, q) ≤ γs(p, q) = min{‖CIk‖pq : k ∈ Ns}.
Now we prove bounds for the Boolean problem Zm

B (C).
The inequality ϕm

s (p) ≤ ρms (p, q) has been proven above for Zm(C), so the same
lower bound is valid for the Boolean problem Zm

B (C).
Now we continue with showing correctness of the upper bound for the stability radius

ρms (p, q) of the Boolean problem Zm
B (C). Firstly, we prove that ρms (p, q) ≤ ψm

s (p, q).
According to the definition of ψm

s (p, q), there exist r ∈ Ns and x0 6∈ Gm(C) such that
for any x ∈ P (x0, CIr) one can find an index l = l(x) ∈ Ir satisfying the condition

n
1
p |Ir|

1
qCl(x

0 − x) ≤ ψm
s (p, q)‖x0 − x‖1. (9)

Assuming ε > ψm
s (p, q), we consider a perturbing matrix C0 = [c0ij ] ∈ Rm×n with rows

C0
i ∈ Rn, i ∈ Nm and elements c0ij defined as:

c0ij =





−δ if i ∈ Ir, x0j = 1,

δ if i ∈ Ir, x0j = 0,

0 if (i, j) 6∈ Ir ×Nn,

where δ satisfies the condition below

ψm
s (p, q) < δn

1
p |Ir|

1
q < ε. (10)

So, using (5) we continue

‖C0
i ‖p = δn

1
p , i ∈ Ir,
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‖C0
Ir‖pq = δn

1
p |Ir|

1
q < ε,

C0 ∈ Ωpq(ε),

C0
i (x0 − x) = −δ‖x0 − x‖1 < 0, i ∈ Ir. (11)

Using (9) and (10), for any solution x ∈ P (x0, CIr) the inequalities hold

(Cl + C0
l )(x0 − x) ≤ (ψm

s (p, q)(n
1
p |Ir|

1
q )−1 − δ)‖x0 − x‖1 < 0,

i.e. the following formula holds:

∀x ∈ P (x0, CIr) (x 6∈ X(x0, CIr + C0
Ir)) (12)

If X(x0, CIr + C0
Ir

) = ∅, then x0 ∈ Gm(C + C0). Assume X(x0, CIr + C0
Ir

) 6= ∅. Then
due to the property of external stability of the Pareto set P (CIr + C0

Ir
) (see e.g. [10])

there exists a solution x∗ ∈ P (x0, CIr + C0
Ir

), and hence x∗ ∈ Gm(C + C0).
Further, by contradiction we prove that x∗ 6∈ P (CIr). Suppose x∗ ∈ P (CIr). Then

due to (12) we have
x∗ ∈ P (CIr)\P (x0, CIr).

Therefore, either the equality
CIrx

∗ = CIrx
0

holds or the inequalities
CIrx

∗ ≤ CIrx
0

do not hold. In the first case, due to (11) we derive

(Ci + C0
i )(x0 − x∗) < 0, i ∈ Ir.

In the second case, the exists an index h ∈ Ir such that

Chx
∗ > Chx

0.

Now again due to (11) we derive

(Ch + C0
h)(x0 − x∗) < 0.

Thus, in both cases we get contradiction to the inclusion

x∗ ∈ P (x0, CIr + C0
Ir).

Summarizing, for any ε > ψm
s (p, q) we guarantee the existence of the perturbing matrix

C0 ∈ Ωpq(ε) such that there exists a solution (x0 or x∗) preserving non-efficiency in the
perturbed problem Zm(C + C0). So, the following formula is valid:

∀ε > ψm
s (p, q) ∃C0 ∈ Ωpq(ε) (Gm(C + C0) 6⊆ Gm(C)).

Hence, we conclude that ρms (p, q) ≤ ψm
s (p, q).

113



Secondly and finally, we prove that ρms (p, q) ≤ σm(p). Let x0 6∈ Gm(C), and let
indices l ∈ Nm and k ∈ Ns be such that

σm(p) = ‖Cl‖p, l ∈ Ik. (13)

Setting ε > σm(p), we introduce δ such that

0 < δn
1
p < ε− σm(p). (14)

Further, we consider a vector η = (η1, η2, . . . , ηn) with

ηi =

{ −δ if x0j = 1

δ if x0j = 0.

Then we derive
‖η‖p = δn

1
p . (15)

Notice that for any x ∈ X\{x0} the inequality

η(x0 − x) = −δ‖x0 − x‖1 < 0 (16)

holds. The rows C0
i ∈ Rn, i ∈ Nm of the perturbing matrix C0 ∈ Rm×n are defined as:

C0
i =

{
η − Ci if i = l

0(n) if i ∈ Nm \ {l},

where 0(n) = (0, 0, . . . , 0) ∈ Rn. Then taking into account (16), we get

C0
l (x0 − x) = (η − Cl)(x

0 − x) = −δ‖x0 − x‖ − Cl(x
0 − x).

Using equalities (13) and inequalities (14) as well as equality (15), we yield

‖C0‖pq = ‖C0
l ‖p = ‖η − Cl‖p ≤ ‖η‖p + ‖Cl‖p = δn

1
p + σm(p) < ε.

Therefore, for any vector x ∈ X\{x0} we have

(Cl + C0
l )(x0 − x) = −δ‖x0 − x‖1 < 0,

i.e. x 6∈ X(x0, CIk + C0
Ik

), where C0 ∈ Ωpq(ε). Since x0 6∈ X(x0, CIk + C0
Ik

), then

X(x0, CIk + C0
Ik

) = ∅. The last implies x0 ∈ Pm(CIk + C0
Ik

), and according to formula
(3) we obtain

x0 ∈ Gm(C + C0).

Taking into consideration that x0 6∈ Gm(C), we conclude ρms (p, q) ≤ ε for any ε > σm(p).
Therefore, ρms (p, q) ≤ σm(p).

Finally, summarizing all the facts proven above, we conclude that the theorem has
now been proven. �
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4 Corollaries

From theorem 1 we get the following known results.

Corollary 1. [11] For any m ∈N , p, q ∈ [1,∞], the stability radius of the multicriteria
non-trivial Boolean problem Zm

B (C,Nm), C ∈ Rm×n of finding the Pareto set Pm (C)
has the following bounds:

ϕm
1 (p) ≤ ρm1 (p, q) ≤ min{n

1
pm

1
qϕm

1 (∞), σm(p)},

where

ϕm
1 (p) = min

x 6∈Pm(C)
max

x′∈P (x,C)
min
i∈Nm

Ci(x− x′)
‖x− x′‖p∗

,

P (x,C) = Pm(C) ∩X(x,C),

σm(p) = min{‖Ci‖p : i ∈ Nm}.

Corollary 2. [12] For any m ∈N , p, q ∈ [1,∞], the stability radius of the multicriteria
non-trivial Boolean problem Zm

B , (C, {1}, {2}, . . . {m}), C ∈ Rm×n consisting in finding
the extreme set Em(C) has the following lower and upper bounds:

0 < ϕm
m(p) ≤ ρmm(p, q) ≤ min{n

1
pϕm

m(∞), σm(p)},

where

ϕm
m(p) = min

i∈Nm

min
x 6∈Em(C)

max
x′∈E(x,Ci)

Ci(x− x′)
‖x− x′‖p∗

,

E(x,Ci) = Em(C) ∩X(x,Ci),

σm(p) = min{‖Ci‖p : i ∈ Nm}.

Notice also that ϕm
m(p) > 0, since it is obvious that the following formula is true:

∀x 6∈ Em(C) ∀i ∈ Nm ∃x0 ∈ X (Cix > Cix
0),

indicating the fact that ρmm(p, q) > 0.

Corollary 3. If every Pareto set P (CIk), k ∈ Ns in the multicriteria non-trivial ILP
problem Zm(C, I1, I2, . . . , Is) consists of unique solution x(k), then

ρms (p, q) = min
k∈Ns

min
x∈X\{x(k)}

min
i∈Ik

Ci(x− x(k))
‖x− x(k)‖p∗

. (17)

Proof. Let Θ denote the right-hand side of (17). According to the definition of Θ,
there exist x̂ ∈ X\{x(k)}, r ∈ Ns, and l ∈ Ir such that the following equality holds:

Cl(x̂− x(r)) = Θ‖x̂− x(r)‖p∗ . (18)
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Notice that here Θ > 0. Set ε > Θ and a number γ satisfying

Θ < γ < ε.

According to formula (17), there exists a vector a ∈ Rn such that

aT (x̂− x(r)) = −γ‖x̂− x(r)‖p∗ ,

‖a‖p = γ.

Further we define a perturbing matrix C0 = [cij ] ∈ Rm×n with rows C0
i ∈ Rn,

i ∈ Nm constructed as follows:

C0
i =

{
aT if i = r,
0T if i ∈ Nm\{r}.

Then we have
‖C0‖pq = γ,

C0 ∈ Ωpq(ε),

C0
l (x̂− x(r)) = −γ‖x̂− x(r)‖p∗ .

From the above using inequality (18) we deduce

(Cl + C0
l )(x̂− x(r)) = Cl(x̂− x(r))− γ‖x̂− x(r))‖p∗ =

(Θ− γ)‖x̂− x(r)‖p∗ < 0.

Summing up, we have that for any ε > Θ there exists the perturbing matrix C0 ∈ Ωpq(ε)
such that one can specify x̂ 6= x(k) such that there exists r ∈ Ns satisfying the condition
x̂ ∈ P (CIr +C0

Ir
), i.e. x̂ ∈ Gm(C+C0). This implies that Gm(C+C0) 6⊆ Gm(C). Hence

ρms (p, q) < ε for any number ε > Θ, i.e. ρms (p, q) ≤ Θ. Taking into consideration the
main result of theorem 1, we conclude that ρms (p, q) = Θ. �

Corollary 4. For any m ∈ N and s ∈ Nn, the stability radius of the multicriteria
non-trivial Boolean problem Zm

B (C, I1, I2, . . . , Is) is expressed by formula:

ρms (∞,∞) = ϕm
s (∞) = ψm

s (∞,∞) =

min
k∈Ns

min
x6∈Gm(C)

max
x′∈P(x,CIk)

min
i∈Ik

Ci(x− x′)
‖x− x′‖1

.

When s = 1, the result was first mentioned in [6].
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Abstract

We consider a dynamic, discrete-time, game model where the players use a com-
mon resource and have different criteria to optimize. To construct a multicriteria
Nash equilibrium the bargaining solution is adopted. To design a multicriteria co-
operative equilibrium, a modified bargaining scheme that guarantees the fulfillment
of rationality conditions is applied. The concept of dynamic stability is adopted
for dynamic multicriteria games. To stabilize the multicriteria cooperative solution
a time-consistent payoff distribution procedure is constructed. The conditions for
rational behavior are defined for dynamic multicriteria games. To illustrate pre-
sented approaches a bi-criteria resource management problem is investigated.

Keywords: dynamic games, multicriteria games, Nash bargaining solution, ratonal
behavior.

1 Introduction

Game-theoretic models that take into account the presence of several objective func-
tions of participants [7] are closer to reality. Players often seek to achieve several goals
simultaneously, which can be incomparable. The multicriteria approach helps to deter-
mine an optimal behavior in such situations. The methods of static multicriteria games
are not applicable to the dynamic statements. Hence, in the series of papers [4, 5, 6],
new approaches to obtain players’ optimal behavior in dynamic multicriteria games were
suggested.

∗This work was supported by the Russian Science Foundation, project no. 17-11-01079.
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We consider a dynamic, discrete-time, game model where the players use a com-
mon resource and have different criteria to optimize. To construct a multicriteria Nash
equilibrium the bargaining solution is adopted. To design a multicriteria cooperative
equilibrium, a modified bargaining scheme [5] that guarantees the fulfillment of ratio-
nality conditions is applied. To stabilize the multicriteria cooperative solution a time-
consistent payoff distribution procedure [6] is constructed. The conditions for rational
behavior, namely irrational-behavior-proofness condition [8] and each step rational be-
havior condition [1, 2] are defined for dynamic multicriteria games. To illustrate the
presented approaches, a dynamic bi-criteria resource management problem with many
players is investigated.

2 Dynamic Multicriteria Game with Finite Horizon

Consider a multicriteria dynamic game with finite horizon in discrete time. Let N =
{1, . . . , n} players exploit a common resource and each of them wishes to optimize k
different criteria. The state dynamics is in the form

xt+1 = f(xt, u1t, . . . , unt) , x0 = x , (1)

where xt ≥ 0 is the resource size at time t ≥ 0, f(xt, u1t, . . . , unt) denotes the natural
growth function, and uit ≥ 0 gives the exploitation rate of player i at time t, i ∈ N .

Denote ut = (u1t, . . . , unt). Each player has k goals to optimize. The players’ payoffs
on finite planning horizon [0,m] are defined as

Ji =




J1
i =

m∑
t=0

δtg1i (ut)

. . .

Jki =
m∑
t=0

δtgki (ut)



, i ∈ N , (2)

where gji (ut) ≥ 0 gives the instantaneous utility, j = 1, . . . , k, i ∈ N , δ ∈ (0, 1) denotes
the discount factor.

First, we construct a multicriteria Nash equilibrium strategies and payoffs J jNi (uNt ),
i ∈ N , j = 1, . . . , k applying the modified bargaining approach [4]. For that we determine
the guaranteed payoffs points Gji , i ∈ N , j = 1, . . . , k applying one of the variants of
their construction.

Then, we determine the cooperative behavior applying the modified bargaining solu-
tion that combines compromise programming and the Nash bargaining scheme. The sta-
tus quo points are the noncooperative payoffs obtained by the players using the multi-
criteria Nash equilibrium strategies uNt :

(J1c
1 (uct)− J1N

1 (uNt )) · . . . · (V kc
1 (uct)− JkN1 (uNt )) + . . .

+(V 1c
n (uct)− J1N

n (uNt )) · . . . · (V kc
n (uct)− JkNn (uNt )) =

= (
m∑

t=0

δtg11(uct)− J1N
1 (uNt )) · . . . · (

m∑

t=0

δtgk1 (uct)− JkN1 (uNt )) + . . .
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+(
m∑

t=0

δtg1n(uct)− J1N
n (uNt )) · . . . · (

m∑

t=0

δtgkn(uct − JkNn (uNt ))→max
uct

. (3)

It was shown [5] that this solution concept guarantees the rationality of coopera-
tive behavior as the cooperative payoffs of the players are greater than or equal to the
multicriteria Nash payoffs.

3 Rationality Conditions

The players’ cooperative payoffs for the whole game can be calculated as

Jci (0) =




J1c
i (0) =

m∑
t=0

δtg1i (u
c
t)

. . .

Jkci (0) =
m∑
t=0

δtgki (uct)



, i ∈ N ,

where uct = (uc1t, . . . , u
c
nt) are the cooperative strategies determined in (3).

Similarly we determine the cooperative payoffs Jci (t), i ∈ N , for every subgame
started from the state xct at a time t.

To stabilize the cooperative solution in multicriteria dynamic games we adopt the
time-consistent payoff distribution procedure [3, 6]. The main idea of this scheme is to
distribute the cooperative gain along the game path to guarantee that the players do
not have any incentives to deviate from the cooperation agreement.

Definition 1. A vector β(t) = (β1(t), . . . , βn(t)), where

β1(t) =




β11(t)
. . .
βk1 (t)


 , . . . , βn(t) =




β1n(t)
. . .
βkn(t)




is a payoff distribution procedure (PDP) for the dynamic multicriteria game (1), (2), if

Jci (0) =
m∑

t=0

δtβi(t) , i ∈ N .

Definition 2. A vector β(t) = (β1(t), . . . , βn(t)) is a time-consistent [3, 6] PDP for
dynamic multicriteria game (1), (2), if for every t ≥ 0

Jci (0) =
t∑

τ=0

δτβi(τ) + δt+1Jci (t+ 1) , i ∈ N .

Theorem 1. A vector β(t) = (β1(t), . . . , βn(t)), where

βi(t) = Jci (t)− δJci (t+ 1) , i ∈ N , (4)

is a time-consistent payoff distribution procedure for dynamic multicriteria game (1),
(2).
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The conditions for rational behavior, namely irrational-behavior-proofness condition
[8] and each step rational behavior condition [1, 2] are defined for dynamic multicriteria
games.

Definition 3. The multicriteria cooperative solution Jc(t) = (Jc1(t), . . . , Jcn(t)) satisfies
the irrational-behavior-proofness condition if

t∑

τ=0

δτβi(τ) + δt+1JNi (t+ 1) ≥ JNi (0) (5)

for all t ≥ 0, where β(t) = (β1(t), . . . , βn(t)) – time-consistent PDP (4) and JNi (t) is the
noncooperative payoff of player i, i ∈ N .

If this condition is satisfied, then each player is irrational-behavior-proof because
irrational actions that break the cooperative agreement will not bring his payoff below
the initial noncooperative payoff.

Definition 4. The multicriteria cooperative solution Jc(t) = (Jc1(t), . . . , Jcn(t)) satisfies
each step rational behavior condition if

βi(t) + δJNi (t+ 1) ≥ JNi (t) (6)

for all t ≥ 0, where β(t) = (β1(t), . . . , βn(t)) – time-consistent PDP (4) and JNi (t) is the
noncooperative payoff of player i, i ∈ N .

The proposed condition offers an incentive to each player to maintain cooperation
because at every step she gains more from cooperation than from noncooperative be-
havior.

To illustrate the presented approaches, a dynamic bi-criteria bioresource management
problem with many players is investigated.
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Abstract

We construct an infinite binary minimal subshift whose words of length n form
a connected subset of the Hamming graph for each n. We show that Sturmian
subshifts (even up to conjugacy) do not give such an example, but that they are
a near miss. We also discuss some stronger connectivity notions for (languages of)
subshifts.

1 Background

We paraphrase a question M. Hochman asked in the conference Current Trends in Dy-
namical Systems and the Mathematical Legacy of Rufus Bowen, organized in Vancouver
in 2017. This question (and many more) can be found on the website of the conference
[1].

Question 1.1. Does there exist an infinite minimal subshift X such that for some k and
all n, the set of words of length n in X is connected in the kth power of the Hamming
graph? Is such X necessarily topologically mixing?

We give two solutions: In Section 4, for k = 1, we construct such a minimal subshift
with the inductive word-building method.1 In Section 3, for k = 2, we prove Sturmian
subshifts are an example. This arose in discussions with Nishant Chandgotia, who gave
an independent (but basically equivalent) proof of this latter result in [4]. We also show
that Sturmian subshifts do not give k = 1 even up to conjugacy. We do not solve the
second question of Hochman for k = 1.

Hochman’s motivation for this question comes from the rigidity theory of dynamical
systems: the question is meant as a subshift analog of the question of whether every
rigid ergodic system has a rigid minimal topological model, which is still open. The
existence of (not necessarily minimal) rigid topological models was shown in [5]. See the
website of [1] for more information.

We find that the study of possible shapes of the language of a minimal subshift is
interesting enough in its own right, and outline some possible directions where this study
could be continued.

1See [6] for an early use of such a method for constructing subshifts. Contemporary applications of
the method are probably too many to list.
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2 Conventions

An alphabet is a finite set Σ of symbols. A (formal) language (over Σ) is a subset of Σ∗,
where Σ∗ is the set of all (possibly empty) words. We write ε for the empty word. Words
over Σ form a free monoid with basis Σ and identity element ε. The monoid operation
is concatenation, and is written as u · v or simply uv.

The Hamming distance H(u, v) between two words of the same length u, v ∈ Σk is
|{i | ui 6= vi}|. The Hamming graph (of words of length k over alphabet Σ) has vertices
Σk and edges (u, v) for all u, v ∈ Σk having Hamming distance H(u, v) = 1. We say a set
of words W ⊂ Σn is connected if it induces a connected subgraph of the Hamming graph.
The kth power of an undirected graph represented by its Boolean incidence matrix M
is
∨

`≤kM
`, so the kth power of the Hamming has edges (u, v) where H(u, v) ≤ k.

Question 1.1 asks about the connectedness of the graph induced by the words of length
n in the kth power of the Hamming graph.

The set ΣZ with the product topology and the action of the shift map σ(x)i = xi+1

is called the full shift, and x ∈ ΣZ is a configuration. A subshift is a closed shift-invariant
set X ⊂ ΣZ, and we write L(X) ⊂ Σ∗ for its language (set of words that appear in its
configurations) and Ln(X) = L(X)∩Σn. We say X is language-connected if for every n
the language Ln(X) is connected. A subshift is minimal if it has no nontrivial subshifts,
equivalently every word in the language appears as a subword of every long enough word
in the language. A subshift X is topologically mixing if for any two words u, v in the
language of X, there exists n such that

m ≥ n =⇒ ∃w : |w| = m ∧ uwv ∈ L(X).

A subshift X is Sturmian if |Ln(X)| = n+ 1 for all n ∈ N.
If L ⊂ Σ∗ is a language which is extendable in the sense that

w ∈ L =⇒ ∃u, v : |u|, |v| > 0 ∧ uwv ∈ L,

then we write L−1(L) for the subshift X ⊂ ΣZ whose language is the closure of L under
taking subwords, that is,

L(X) = {w ∈ Σ∗ | ∃u, v : uwv ∈ L}

We use the usual semiring structure for languages, in particular L ·K = {u · v | u ∈
L, v ∈ K}. We also use the Kleene star operation for A ⊂ Σ∗:

A∗ = {w1w2 · · ·wk | k ≥ 0,∀i ∈ {1, . . . , k} : wi ∈ A}.

A recoding, or topological conjugacy, is a homeomorphism φ : X → Y between
two subshifts which commutes with the shift maps. The existence of a topological
conjugacy is an equivalence relation, and this is usually taken to be the natural notion
of isomorphism between two subshifts. A topological conjugacy always has a radius
r ∈ N, meaning the symbol φ(x)i only depends on the word x[i−r,i+r].
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3 Sturmian subshifts

It turns out that for Sturmian subshifts (which are minimal and not topologically mix-
ing), the subshift has a connected language when two changes are allowed at once, and
we can even make the two changes next to each other.

Definition 3.1. The k-change graph of a language L ⊂ Σn has nodes L and edge (u, v)
whenever

u = wu′w′, v = wv′w′

where u, u′ ∈ Σk′ for some k′ ≤ k and w,w′ ∈ Σ∗.

Such k-changes are sometimes referred to as pivoting. We show that the 2-change
graph of Ln(X) is connected for all n for a Sturmian X, which clearly implies that Ln(X)
induces a connected subgraph in the second power of the Hamming graph of words of
length n. It is well-known that Sturmian subshifts are not topologically mixing, therefore
they completely solve Question 1.1 (as stated).

Theorem 3.2. Let X be a Sturmian subshift. Then for every n ≥ 2, the 2-change graph
of Ln(X) is connected.

Proof. Configurations in a Sturmian subshift can be characterized with cutting sequences
[8], i.e. for a Sturmian subshift there exists an irrational slope α > 0 such that words of
length n in the language of the subshift are obtained by starting a line that contains no
elements of Z2 from some point on

A = ([0, 1]× {0}) ∪ ({0} × [0, 1]),

following it until it crosses n horizontal or vertical lines of the grid, and writing 1
whenever the line crosses a horizontal line and 0 whenever it crosses a vertical line. The
resulting word is the associated cutting sequence. We think of the line as crossing the
horizontal or vertical line of A that it begins on by an infinitesimal amount, giving on
the first symbol of u, and similarly the line on which it ends is crossed infinitesimally,
giving the last symbol. This is illustrated in Figure 1.

Thus if u, v ∈ Ln(X) and X is Sturmian, then both u and v have corresponding
finite line segments that start on some points xa, xb ∈ A and end on some horizontal or
vertical line of the grid.

Now slide xa towards xb along A and have the path cross exactly n lines at all times.
The cutting sequence does not change as long as the line does not hit an element of
Z2, though one may visualize the 1-labels as moving around (following the intersection
points) in Figure 1. There are finitely many points where the line would hit an element
of Z2, and we jump over them. By the irrationality of α, a line of that slope cannot hit
two lattice points at once, so we see that when a central point of the line hits an element
of Z2, we will only change 01 to 10 or vice versa in the cutting sequence (the 1 jumps
over the 0).

When we move from the horizontal piece [0, 1]×{0} of A to the vertical piece {0}×
[0, 1] or vice versa, we only flip the initial symbol of the cutting sequence. When the
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A

B

0 10 0 1 0 0 1 0 10 0

Figure 1: A cutting sequence in the language of the Fibonacci subshift; α = φ−1 (the
inverse golden ratio), n = 12. The set A is highlighted on the bottom left corner, and
B = ([4φ, 7] × {5}) ∪ ({7} × [4, 5]) ∪ ([7, 4φ + 1] × {4}) is also highlighted. Sliding the
starting point on A (and the endpoint on B) gives all words of length n.

endpoint of the line crosses an integer point (which happens exactly twice), either only
the last symbol changes or the last two symbols change. In each case, the change
corresponds to an edge in the 2-change graph.

We do not know whether it is possible to somehow turn a Sturmian subshift into
a language-connected minimal subshift. However, at least a simple recoding does not
work.

Theorem 3.3. Let Y ⊂ ΣZ be topologically conjugate to a Sturmian subshift. Then
there do not exist configurations x′, y′ ∈ Y such that x′ and y′ differ in exactly one
position. In particular, Y is not language-connected.

Proof. For the “In particular” claim, if Y is language-connected, then the 1-change
graph of Ln(Y ) is connected for all n. Since Y has at least two configurations, an easy
compactness argment shows there exist configurations x′, y′ which differ in exactly one
position.

Suppose now that such a pair (x′, y′) exists, say x′0 = a 6= b = y′0. Suppose now that Y
is topologically conjugate to a Sturmian subshift X. It is clear from the characterization
by cutting sequences and the minimality of irrational rotations that a Sturmian subshift
has a unique asymptotic pair (x, y), corresponding to a crossing of a lattice point. Up to
shifting we have x[0,1] = 01, y[0,1] = 10 and the configurations agree in other positions.
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The pair (x′, y′) must correspond to this unique asymptotic pair in X, say φ(x) =
x′, φ(y) = y′.

We argue as in the previous proof, but it is now helpful to consider cutting sequences
which extend r symbols below and left of the starting point, and n+ r steps above and
right, where r is the radius of the topological conjugacy φ : X → Y . We can take the
cutting sequences to be functions [−r, n+r−1]→ Σ. Again, we move the starting point
of the line on ([0, 1] × {0}) ∪ ({0} × [0, 1]), but now we move it in only one direction,
first left, then upward. At the corner point (0, 1), we turn to the left and continue on
(−1, 0)×{1}. Extending this, one can visualize the starting point as following a zig-zag
path moving alternately upward and to the left. The transition where the starting point
starts moving left amounts to changing the subword of length 2 at coordinates {0, 1}
from to 10 to 01 in the associated cutting sequence.

Now, observe that as we move the starting point around a full zig-zag, the cutting
sequence of length n+ 2r around the starting point only changes by rewriting 01s to 10s
(some of these rewrites being degenerate, i.e. touching only one symbol on the boundary).
Now extend these words to configurations in an arbitrary way, apply φ to this sequence
of words and take the subwords at [0, n− 1].

We claim that, inside [0, n− 1], each of the changes modifies at most one symbol in
the φ-images, and in fact turns it from b to a. To see this, observe that due to the way
the cutting sequence is defined, whenever a change from 01 to 10 happens, this change is
surrounded by a suffix of the word x(−∞,−1] = y(−∞,−1] and a prefix of the word x[2,∞).
The claim then folows from the facts that φ(x) = x′ and φ(y) = y′ and φ has radius r.

Now, since we can reach any cutting sequence of length n + 2r from any other one
by moving along the zig-zag path, and φ is surjective, we in particular obtain that we
can reach any word of length n in Y from any other one, by only changing symbols a to
symbols b. This is of course impossible, and contradicts our assumption that there is an
asymptotic pair in Y with only one difference.

4 Language-connected example

Theorem 4.1. There exists a language-connected minimal subshift.

Proof. Let Σ = {0, 1}. Let w0,0 = 01 and w0,1 = 11, W0 = {w0,0, w0,1}, `0 = 2, n0 = 2.
Assuming Wi has been defined, define

Li,k,g = (Wi{ε, 0, . . . , 0g})k−1Wi.

Note that Li,k,0 = W k
i . If w is a word over this language and we have fixed such a

decomposition into the defining form, then we call the maximal words 0a (more precisely,
the positions of such words) separating words in Wi gaps, and refer to the words taken
from Wi as the Wi-words of w. There may be multiple decompositions of a word of
Li,k,g, but we usually work with, and consistently modify, a fixed such decomposition.
This should not cause confusion.

For each i, we build by induction a set of ni words Wi = {wi,j | j ∈ {0, . . . , ni−1}} ⊂
Σ`i with the following properties:
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• H(wi,j , wi,j+1) = 1 for all j ∈ {0, . . . , ni − 2}.

• H(wi,00, 0wi,ni−1) = 1.

• Every word in Wi has every word of Li−1,2,0 as a subword.

• Every word wi,j with 0 ≤ j ≤ ni − 1 is in Li−1,k,1 · {ε, 0} for the same k, and
wi,0 ∈ Li−1,k,1.

The first two items mean, intuitively, that Wi forms a cycle under Hamming distance,
except that going around the cycle once has a cocyclic effect of moving the word to the
left by one step. This is where the connectedness of the language will come from. The
third item will be important in the proof of minimality. The importance of the fourth
condition is that it prevents the accumulation of zeroes when we perform the inductive
construction.

Suppose these properties hold for i. We build Wi+1 as follows: First, pick

wi+1,0 = wi,0 · 0u · wi,0

where u is any sufficiently generic word in Li,k,0 = W k
i for large enough k. More precisely,

it is sufficient that u = wi,h0wi,h1 · · ·wi,hk−1
satisfies that for all j, j′ ∈ {0, . . . , ni − 1}

there exist |n′ − n| ≥ 2 such that hn = j, hn+1 = j′ and hn′ = j, hn′+1 = j′.
Consider the decomposition wi+1,0 = wi,0 · 0u · wi,0, and rewrite the central

0u = 0wi,h0wi,h1 · · ·wi,hk−1

(where wi,hj
∈Wi for all j ∈ {0, . . . , k − 1}) successively into

0wi,h0+1wi,h1 · · ·wi,hk−1

0wi,h0+2wi,h1 · · ·wi,hk−1

. . .

0wi,ni−1wi,h1 · · ·wi,hk−1

wi,00wi,h1 · · ·wi,hk−1

wi,10wi,h1 · · ·wi,hk−1

. . .

wi,h00wi,h1 · · ·wi,hk−1

and continue by similarly rotating the word wi,h1 ‘around Wi’ to move it to the left in
n rewriting steps, then wi,h2 and so on until 0u has been changed to u0. This rewriting
is done between the two occurrences of wi,0 (the prefix and suffix of the initial word
wi+1,0). Collecting the words we see during this rewriting process into a list, we have
defined wi+1,j for j ∈ {0, 1, . . . , nik}.

128



Next, consider the decomposition wi+1,nik = wi,0 ·u ·0wi,0 and rewrite the prefix wi,0

into wi,ni−1 in ni − 1 steps. Then rewrite the final word 0wi,0 into wi,00 in ni steps.
Letting ni+1 = ni(k + 2), we have defined wi+1,j for all j ∈ {0, 1, . . . , ni+1 − 1}, and the
final word is wi+1,ni+1−1 = wi,ni−1uwi,00.

By construction (and induction) we haveH(wi+1,j , wi+1,j+1) = 1 for all j ∈ {0, . . . , ni+1−
2}. We have H(wi+1,00, 0wi+1,ni+1−1) = 1 because

H(wi,00uwi,0 · 0, 0 · wi,ni−1uwi,00) = H(wi,00, 0wi,ni−1) = 1

by induction.
Every word in Wi+1 has every word in Li,2,0 as a subword because u has at least two

copies of each such word, and at any time during the construction of the words wi+1,j

we are modifying only one Wi-subword of u (and the rest have only been shifted, as they
have been fully cycled through). We have that every word wi+1,j with 0 ≤ j < ni+1 − 1
is in Li,k,1 ·{ε, 0} directly by construction. Similarly have wi+1,0 ∈ Li,k,1 by construction.

This concludes the construction of the sets Wi, and the proof of the inductive prop-
erties listed above.

Next, we prove by induction a property which we call Property A:2 for any i and
m ≥ i+1, we have Wm ⊂ Li,k,2 ·{ε, 0} for some k, and further wm,0 ∈ Li,k,2. For m = i+1
this is direct from the last condition in the list of properties already proved, because
Li,k,1 ⊂ Li,k,2. Now suppose the assumptions hold for m. Then when building the words
in the next stage, note that we always have a decomposition into a concatenation of
words in Wm with either ε or 0 between them. The words in Wm have a decomposition
into Wi-words and ε, 0 or 00 between them by induction. Thus, we immediately see that
every word w ∈ Wm+1 has a decomposition into Wi-words and (a priori) gaps ε, 0, 00
or 000 between them. To show property A, we need to consider this decomposition in
more detail and show that 000 does not appear, the gap at the end is of length at most
one, and there is no gap at the end of the decomposition if w = wm+1,0.

First, any gap in the decomposition of w which occurs inside the decomposition of a
Wm-word is, by induction, of length at most 2. Any gap properly inside w and between
two Wm-words has length at most 2 since the Wi-decomposition of a word in Wm begins
with a word of Wi and ends in a gap of length at most 1.

If w 6= wm+1,nm+1−1, then the gap at the end of w in its Wi-decomposition is pre-
cisely as long as the gap in the last Wm-word, since the Wm-decomposition of w does
not end in 0. Thus in these cases the gap at the end is of length at most one by induc-
tion. In wm+1,nm+1−1 the gap is one longer than the gap after the last Wi-word in the
decomposition of wm,0. By induction, the gap is of length 1 in this case. We have shown
that w ∈ Li,k,2 · {ε, 0} for all w ∈ Wm+1. Finally, in the decomposition of wm+1,0, the
last word is wm,0, and thus by induction there is no gap in the Wi-decomposition. This
shows wm+1,0 ∈ Li,k,2, concluding the proof of Property A.

We define our subshift to be X = L−1(⋃iWi), where we note that by construction
the language

⋃
iWi is extendable. Note that for any i, the subshift X is contained in

2The letter A stands for “no accumulAtion of zeroes”.
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the SFT Xi = L−1((Wi{ε, 0, 00})∗) by property A. Note also that it is nonempty since
W0 6= ∅ and since L ⊂ L(L−1(L)) for an extendable language L.

We claim that X is minimal. To see this, let w occur in some configuration in X.
Then w is a subword of some wi,j by definition. Observe that wi,j is a subword of every
word in Wi+1. Since X ⊂ Xi+1, actually every configuration in X contains wi,j with
bounded gaps, thus w also.

To see that X is language-connected, it is enough to show that for arbitrarily large
n, the language Ln(X) is connected, as paths between shorter words are obtained as
projections of paths between arbitrary extensions into longer words. Let n = ni for any
i and consider any word w ∈ Ln(X).

We first show that there is a path from w to some word in Wi. To see this, observe
that by the definition of X, w appears as a subword of some Wm. Thus, it appears as a
subword of the u-part of wm+1,0 ∈ Wm+1, at distance at least `m from the boundaries
of u (since u contains at least two copies of each word in Lm,2,0; see the definition of
Wm+1). The path from wm+1,0 to wm+1,nm+1−1 gives a path from 0u to u0 by projection.

Consider now the splitting of wm+1,0 into a word of Li,k,2 · (ε, 0) given by property A.
In this splitting, w appears between some two Wi-words in the u-part of wm+1,0. Thus is
it a subword of u which is contained in some v0av′ for some v, v′ ∈Wi and a ∈ {0, 1, 2}.
Suppose this subword begins in coordinate c, that is, w = (v0av′)[c,c+n−1]. If w is not the
suffix of v0av′, then the path from 0u to u0 restricts to a path from w to (v0av′)[c+1,c+n],
then from (v0av′)[c+1,c+n] to (v0av′)[c+2,c+n+1], and so on, and finally we connect w to
v′ ∈Wi.

The set Wi is connected by construction, so we have shown that the language is
connected.

In the construction, we have more or less complete freedom in the choice of u, and
it is easy to add some additional nice properties, in particular the subshift can be made
uniquely ergodic, to have positive entropy or to have zero entropy. However, we do not
know whether we can control the topological mixing property.

5 How connected can the language be?

One can come up with infinitely many interesting (and perhaps also some non-interesting)
questions by restricting to subshifts X with some dynamical property, and asking what
the sets Ln(X) can look like, as subgraphs of the Hamming graph, a power of it, or the
k-change graph. Here, we restrict to minimal X and notions of connectibity, and state
three questions related to the connectivity of these finite graphs.

5.1 Higher connectedness

One standard notion for higher connectedness of graphs is the following: a graph is
`-vertex-connected if it has more than ` vertices and it stays connected even if ` vertices
are removed.
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Question 5.1. Does there exist an infinite minimal subshift X such that

∃k : ∀` : ∃n0 : ∀n ≥ n0 :

Ln(X) is `-vertex-connected in the kth power of the Hamming graph.

5.2 A combinatorial notion of contractibility

We suggest a notion of “contractibility” that strengthens connectedness (and holds in
the full shift), inspired by the intuition that in both our main construction and Sturmian
subshifts, connectedness is based on the words forming some type of cycle.

Definition 5.2. If δ ∈ N and ∆ : N → N, we say a metric space (M,d) is (δ,∆)-
contractible if there exists a finite sequence of functions f0, f1, . . . , f` : M → M such
that f0 is the identity map and |f`(M)| = 1, and for all applicable i and x, y ∈ M we
have d(fi(x), fi+1(x)) ≤ δ, and ∀k ∈ N : d(x, y) ≤ k =⇒ d(fi(x), fi(y)) ≤ ∆(k).

Definition 5.3. Let M = (Mn, dn)n∈D be a net of metric spaces, where D is a directed
set. We say M is (δ,∆)-contractible if there exists n0 ∈ D such that for all n ≥ n0, Mn

is δ-contractible. We say it is contractible if it is (δ,∆)-contractible for some δ.

Question 5.4. Is there a minimal infinite subshift X such that (Ln(X), H)n∈N is con-
tractible?

Here, H is the Hamming distance (for any word length). Combinatorially, this means
the following: for each large enough n (and then for any n by possibly changing δ and
∆), there is a sequence of functions f1, f2, ..., f` ∈ Ln(X)Ln(X) where f1 is the identity
function and f` a constant function, between adjacent functions the image of no word
changes in more than δ coordinates, and two words that differ in k coordinates in Ln(X)
differ in at most ∆(k) coordinates in their fi-images. Paths in the kth power of the
Hamming graph are mapped to paths in the ∆(k)th power of the Hamming graph, so
since the d(fi(x), fi+1(x)) ≤ δ condition in the definition of contractibility means that
the δth power of the Hamming graph is connected, one cannot trivially “cheat” the last
condition for k = δ. Making a requirement for all k seems more natural, however (one
could imagine that the words form a path for δ = 1 but a circle for δ = 2, for example).

It seems that the natural cycle in the 2-change graph of a Sturmian subshift (see the
proof of Theorem 3.3) is always an induced cycle in the second power of the Hamming
graph. This would mean that Sturmian subshifts at least do not give an example of
contractibility with δ = 2, and we suspect that they are not contractible for any δ.

It might be natural to require the conditions to be “compatible” for different n, i.e.
that the sequence fi somehow “projects” to one on shorter words. We have not explored
how feasible this is. The following section suggests another way to link contractibility
at different lengths.

For any n and any set of words W ⊂ Σn, the largest subshift X ⊂ ΣZ such that
Ln(X)∩W = ∅ is called a subshift of finite type. A mixing sofic shift is a subshift which
is the image of a topologically mixing subshift of finite type under a continuous shift-
commuting function (possibly over a different alphabet). See [7] for the basic theory.
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Proposition 5.5. If X is a mixing sofic shift, then (Ln(X), H)n∈N is contractible.

Proof. We can take n0 = 0. If X is a full shift, one can take δ = 1 and simply flip the
coordinates one by one to a fixed symbol a ∈ Σ, from left to right. For a general mixing
sofic shift one can similarly pick a word wn of length n for each n and for each fixed n,
flip coordinates one by one to those of wn, but one needs to write down a mixing segment
of some bounded length s between the segments that have been changed, and ones that
have not. This leads to (δ,∆)-contractibility with δ = s+ 1 and ∆(k) = k + s.

More generally, one may wonder what can be said about the structure of languages
of minimal subshifts as induced subgraphs of powers of the Hamming graph (or the
k-change graph), when they are not “contractible”. For instance, given that there is
a reasonably natural contractibility notion for our graph sequences (the one defined
above), presumably there is a natural way to discuss coarse structures of sequences of
metric spaces more generally, though we do not aware of a framework where this directly
fits.

5.3 Homotopy types in global topologies

The Besicovitch pseudometric on a subshift X is defined by

dB(x, y) = lim sup
n

H(x[−n,n], y[−n,n])

2n+ 1
,

and the Weyl pseudometric by

dB(x, y) = lim sup
n

sup
i

H(x[i−n,i+n], y[i−n,i+n])

2n+ 1
.

Each of these can be used to topologize a subshifts. These pseudometrics arise from the
study of almost periodic functions [2], see e.g [3] for a symbolic dynamical take.

Proposition 5.6. Every Sturmian subshift is path-connected in the Besicovitch and
Weyl topologies.

Proof. Consider again the characterization by cutting sequences as in Theorem 3.2 and
Theorem 3.3. Let us now associate to each starting point on the set A a full configuration,
by continuing the line infinitely in both directions. We can also associate configurations
to lines that hit a lattice point, by making an arbitrary choice of which side the line
bypasses the point (“move it by an infinitesimal amount”). This choice changes the point
by Besicovitch/Weyl distance zero, thus the map from A to the metric identification of
the subshift is well-defined and surjective. It is easy to see that the map to the subshift
is in fact continuous, thus the subshift is path-connected as a continuous image of the
circle.

It is less obvious whether the subshift constructed in Theorem 4.1 is path-connected
in these topologies.
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Question 5.7. What can be said about the homotopy equivalence classes of minimal
subshifts in these topologies? Is there a minimal subshift that is simply connected (or
contractible) in the Besicovitch (resp. Weyl) topology?

We suspect that every Sturmian subshift is homeomorphic to a circle in both topolo-
gies, thus would not be simply connected (or contractible). We note that, by a simple
argument, a minimal subshift with at least two configurations is never homeomorphic
to a single point in the Besicovitch (resp. Weyl) topology, thus cannot be trivially con-
tractible. It is easy to show that the full shift is contractible in both topologies, see [9] for
a proof, and more information on homotopy equivalence of sofic shifts in the Besicovitch
topology.
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Abstract

For any graph G of order n with degree sequence d1 ≥ · · · ≥ dn, we define the
double Slater number s`×2(G) as the smallest integer t such that t+d1+ · · ·+dt−e ≥
2n− p in which e and p are the number of end-vertices and penultimate vertices of
G, respectively. We show that γ×2(G) ≥ s`×2(G), where γ×2(G) is the well-known
double domination number of a graph G with no isolated vertices. We prove that the
problem of deciding whether the equality holds for a given graph is NP-complete
even when restricted to 4-partite graphs. Finally, some lower and upper bounds
on the double domination number in this paper improve the previous ones in the
literature.

Keywords: Double domination number, double Slater number, NP-complete, tree.

MSC 2010: 05C69.

1 Introduction and preliminaries

Throughout this paper, we consider G as a finite simple graph with vertex set V (G) and
edge set E(G). We use [16] as a reference for terminology and notation which are not
explicitly defined here. The open neighborhood of a vertex v is denoted by N(v), and its
closed neighborhood is N [v] = N(v) ∪ {v}. We denote the degree of vertex v by deg(v),
and let degS(v) = |N(v) ∩ S| in which S ⊆ V (G). The minimum and maximum degrees
of G are denoted by δ(G) and ∆(G), respectively. An end-vertex is a vertex of degree
one and a penultimate vertex is a vertex adjacent to an end-vertex (they are called leaf
and support vertex in the case of trees). Given the subsets A,B ⊆ V (G), by [A,B] we
mean the set of all edges with one end point in A and the other in B. The corona of
two graphs G1 and G2 is the graph G1 ◦ G2 formed from one copy of G1 and |V (G1)|

∗Speaker

135



copies of G2 where the ith vertex of G1 is adjacent to every vertex in the ith copy of
G2. Finally, for a given set S ⊆ V (G), by G[S] we represent the subgraph induced by S
in G.

A set S ⊆ V (G) is a dominating set if each vertex in V (G)\S has at least one neighbor
in S. The domination number γ(G) is the minimum cardinality of a dominating set in
G. For more information about domination and its related parameters the reader can
consult [10] and [11].

Slater [15] showed that the domination number of a graph of order n with non-
increasing degree sequence d1 ≥ · · · ≥ dn can be bound from below by the smallest
integer t such that t added to the sum of the first t terms of the above-mentioned
sequence is at least n. This parameter was first called the Slater number and denoted
by s`(G) in [4]. This parameter and its properties have been investigated in [6] and [7].

A vertex subset S of a graph G is said a double dominating set, adrreviated DDS, if
|N [v]∩S| ≥ 2 for each vertex v of G. The double domination number γ×2(G) of the graph
G is the minimum cardinality of a DDS in G. A DDS in G of the minimum cardinality
is called a γ×2(G)-set. This parameter was introduced by Harary and Haynes in [9].

For a given graph G of order n with e end-vertices, p penultimate vertices and non-
increasing degree sequence d1 ≥ · · · ≥ dn, we define the double Slater number s`×2(G)
as follows:

s`×2(G) = min{t | t+ d1 + · · ·+ dt−e ≥ 2n− p}.
This paper is organized as follows. We first present some properties of the Slater

number s`×2(G) of graphs G. In particular, we observe that s`×2(G) is a lower bound
on γ×2(G) for all graphs with no isolated vertices. We than prove that the problem
of characterizing the extremal graphs for this inequality is NP-hard (even for 4-partite
graphs) despite that fact that s`×2(G) can be computed in linear-time. Some bounds on
the double domination number in this paper improve the main results in [3] and [8]. We
also give a much shorter proof for the upper bound γ×2(T ) ≤ (2n+ `+ s)/3 for a non-
trivial tree T of order n with ` leaves and s support vertices ([2]) with characterization
of the extremal trees for this inequality.

Note that for some other domination parameters, lower bounds similar to the dou-
ble Slater number can be obtained. The reader can consult [1], [5] and [7] for more
information about them.

2 Preliminary properties of double Slater number

In this section, we give some results on γ×2(G) and s`×2(G) and discuss their relationship
for general graphs G. For any graph G of order n with δ(G) ≥ 2, we have

γ×2(G) ≥ s`×2(G) = min{t | t+ d1 + · · ·+ dt ≥ 2n}. (1)

In spite of the fact that the lower bound given in (1) and its proof are simple, the
family of graphs for which the equality holds cannot be characterized in polynomial-time
(even if we restrict the problem to some special families of graphs) unless P=NP. We
will prove this in Theorem 3.1.
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In the next two propositions we discuss some properties of the double Slater number.

Proposition 2.1. Let G be a graph of order n with minimum degree δ ≥ 2 and maximum
degree ∆. Then,

d 2n

1 + ∆
e ≤ s`×2(G) ≤ d 2n

1 + δ
e.

As an immediate consequence of Theorem 2.1, we have s`×2(G) = d2n/(1 + r)e for
any r-regular graph G.

Proposition 2.2. Let G be a graph of order n and size m with minimum degree δ ≥ 2.
The following statements hold.

(i) 1 ≤ s`×2(G)− s`(G) ≤ dn/(δ + 1)e. There bounds are sharp.

(ii) 2 ≤ s`×2(G) ≤ n. Moreover, s`×2(G) = 2 if and only if G has at least two vertices
of degree n− 1, and s`×2(G) = n if and only if m ≤ b(n+ δ)/2c.
(iii) s`×2(G) = 2n/(1 + ∆) if and only if 2n ≡ 0 (mod 1 + ∆) and d2n/(1+∆) = ∆.

3 Complexity results

Note that the non-increasing degree sequence of a graph G of order n can be made in
linear-time by the counting sort algorithm. Therefore sum of the first t degrees, and
hence s`×2(G), can be computed in linear-time. In spite of this fact, the following
theorem shows that the problem of determining whether the lower bound (1) holds with
equality for a given graph G is NP-complete even if we restrict our attention to some
special families of graphs.

Theorem 3.1. The problem of deciding whether γ×2(G) = s`×2(G) for a given graph G
is NP-complete even when restricted to 4-partite graphs.

4 Bounding the double domination number

Let H be a bipartite graph with partite sets X and Y such that every vertex in X has
degree two. We make a matching M whose edges join some vertices in Y which have
neighbors in X. We also join at least one end-vertex to the vertices in Y which are not
saturated by M . Let G be the constructed graph and let Ω be the family of such graphs
G (see Figure 1 in the case of a tree T ).

Theorem 4.1. Let G be a graph of order n and size m with no isolated vertices. Let e
and p be the number of end-vertices and penultimate vertices in G, respectively. Then,

γ×2(G) ≥ 4n− 2m+ e− p
3

.

Furthermore, the equality holds if and only if G ∈ Ω.
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x4x3x2x1

Figure 1: A tree T ∈ Ω with X = {x1, x2, x3, x4} and |M | = 3.

Note that Theorem 4.4 implies the lower bound given in Theorem 4.1. In spite of
this, we proved it by a different method so as to give the characterization of graphs
attaining the lower bound.

As an immediate consequence of Theorem 4.1 for trees we have the following result
of Chellali in 2006.

Theorem 4.2. ([3]) If T is a nontrivial tree of order n with ` leaves and s support
vertices, then γ×2(T ) ≥ (2n+ `− s+ 2)/3.

Note that the whole of paper [3] is devoted to the bound given in Theorem 4.2 and
a constructive characterization of all trees attaining it.

In order to characterize all trees for which the equality holds in the bound given in
Theorem 4.2, it suffices to restrict the family Ω to trees. Let us denote the resulting
family by Ω′. In what follows, we describe a typical member of Ω′. We begin with a
copies of P2 and s copies of stars Ti with partite sets Xi and Yi such that |Xi| = 1. We
then add r = a+ s−1 new vertices and join any any of them to precisely two vertices in
the P2-copies and Xi’s such that all vertices of P2-copies are incident with at least one
of them. Note that m = a+

∑
i |Yi|+ 2r = n− 1 guarantees that the resulting graph is

a tree (see Figure 1 for (a, s, |Y1|, |Y2|) = (3, 2, 3, 2)).
Hajian and Jafari Rad in 2019 generalized Theorem 4.2 to connected graphs as

follows. Note that they used the words “leaf” and “support vertex” instead of “end-
vertex” and “penultimate vertex”, respectively.

Theorem 4.3. ([8]) If G is a connected graph of order n ≥ 2 with k ≥ 0 cycles, e
end-vertices and p penultimate vertices, then γ×2(G) ≥ (2n+ e− p+ 2)/3− 2k/3.

They also characterized the family of all graphs achieving the equality in the above
bound by extending the characterization given in [3].

Let G be a graph of size m given in Theorem 4.3 and let T be a spanning tree of
it. Clearly, all end-vertices and penultimate vertices of G belong to V (T ). Let k′ be the
number of edges of G which are not in T . So, m = n − 1 + k′. It is well-known that
for such an edge xy, T + xy contains a unique cycle Cxy containing xy. Moreover, for
any two such edges xy and x′y′, Cxy = Cx′y′ implies that xy = x′y′. This shows that
xy −→ Cxy is a one-to-one function. Therefore, k′ ≤ k. We then have

4n− 2m+ e− p
3

=
2n+ e− p+ 2

3
− 2k′

3
≥ 2n+ e− p+ 2

3
− 2k

3
.
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In fact, Theorem 4.1 is an improvement of Theorem 4.3.

Theorem 4.4. For any graph G of order n and size m with e end-vertices, p penultimate
vertices and δ(G) ≥ 1,

γ×2(G) ≥ s`×2(G) ≥ (4n− 2m+ e− p)/3.

Furthermore, s`×2(T ) = (4n− 2m+ e− p)/3 if and only if n+m+ e− p ≡ 0 (mod 3)
and one of the following conditions hold:
(i) If δ(G) ≥ 2, then dq = 2, where q = (4n− 2m+ 3)/3.
(ii) If δ(G) = 1, then

(
n = 2m − e + p

)
or
(
n < 2m − e + p and dq = 2, where

q = (4n− 2m− 2e− p+ 3)/3
)
.

Remark 4.5. Note that the gap between s`×2(T ) and (2n+`−s+2)/3 can be arbitrarily
large in the case of nontrivial trees T of order n with ` leaves and s support vertices.
In fact, we claim that for any integer b ≥ 1, there exists a tree T for which s`×2(T ) −
(2n + ` − s + 2)/3 = b. To see this, consider T = P6b+4 ◦ K1. Then n = 12b + 8 and
` = s = 6b+ 4. Then, (2n+ `− s+ 2)/3 = 8b+ 6. On the other hand,

9b+6+d1 +· · ·+d9b+6−` = 9b+6+d1 +· · ·+d3b+2 = 9b+6+3(3b+2) = 18b+12 = 2n−s

shows that s`×2(T ) = 9b+ 6 = (2n+ `− s+ 2)/3 + b, as desired.

The following theorem was proved by Blidia et al. in 2006.

Theorem 4.6. ([2]) For any tree T of order n ≥ 2 with ` leaves and s support vertices,
γ×2(T ) ≤ (2n+ `+ s)/3.

They also gave a characterization of the trees attaining the upper bound.
In what follows, we give a much shorter proof for this bound and its extremal trees.

To do so, we introduce some notations. Let T be a tree and let L(T ) and S(T ) be the sets
of its leaves and support vertices, respectively. Suppose that T ′ is a tree as a component
of the forest F = T − (L(T )∪S(T )). Let v, as a root, be a leaf of T ′. Label each vertex
of T ′ with its distance from v (mod 3). We set Ai(T

′) = {u | d(u, v) ≡ i (mod 3)}, for
0 ≤ i ≤ 2. Note that {L(T ), S(T )} ∪ {A0(T ′), A1(T ′), A2(T ′)}T ′ is a partition of V (T )
(although some Ai(T

′) may be empty). Finally, we set Ai(T ) = ∪T ′Ai(T
′) for 0 ≤ i ≤ 2.

Let Γ be the family of all trees T satisfying:

(a) |A0(T ′)| = |A1(T ′)| = |A2(T ′)| for each T ′, and

(b) for each u ∈ A1(T ), deg(u) = 2 and it does not have any neighbor in support
vertices.

Theorem 4.7. Let T be a tree of order n ≥ 2 with ` leaves and s support vertices. Then,
γ×2(T ) ≤ (2n+ `+ s)/3. Moreover, the equality holds if and only if T ∈ Γ.

For the sake of convenience, we let Π be the family of trees attaining the lower bound
given in Theorem 4.4, that is, the family of nontrivial trees T of order n with ` leaves
and s support vertices for which “n = `− s+ 2” or “n > `− s+ 2 and dq = 2 in which
q = (2n− 2`− s+ 5)/3”.
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Corollary 4.8. For any tree T of order n ≥ 2 with s support vertices,

γ×2(T )− s`×2(T ) ≤ 2(s− 1)/3

with equality if and only if T ∈ Π ∩ Γ.

A double outer-independent dominating set (DOIDS) of G is a double dominating set
D in G such that V (G)\D is independent. Moreover, the double outer-independent dom-
ination number γoid (G) of G is the smallest possible cardinality taken over all DOIDSs of
G. This graph parameter was introduced in [13] and investigated in several papers, for ex-
ample [12] and [14]. Clearly, γ×2(G) ≤ γoid (G) for any graph G with no isolated vertices.
Krzywkowski in [12] proved the same upper bound for the double outer-independent
domination number of a non-trivial tree T of order n with ` leaves and s support ver-
tices, that is, γoid (T ) ≤ (2n+`+s)/3. Notice that the DDS D constructed in the proof of
Theorem 4.7 has the property that V (T ) \D is independent. Therefore, D is a DOIDS
of T and so γoid (T ) ≤ |D| ≤ (2n + ` + s)/3. Indeed, the proof of Theorem 4.7 is much
shorter than that of [12] as well.
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Abstract

We study the generic limit sets of one-dimensional cellular automata, which
intuitively capture their asymptotic dynamics while discarding transient phenomena.
As our main results, we characterize the automata whose generic limit set is a
singleton, and show that this class is Σ0

2-complete. We also prove that given a CA
whose generic limit set is guaranteed to be a singleton, the sole configuration it
contains cannot be algorithmically determined.

1 Introduction

A one-dimensional cellular automaton (CA for short) is a dynamical system whose phase
space consists of bi-infinite sequences x ∈ AZ, where A is a finite alphabet. Every CA
f : AZ → AZ is defined by a local rule that is applied to every coordinate simultaneously.
We consider cellular automata as topological dynamical systems. In general, they are
neither injective nor surjective, and attractors play an important role in the study of
their dynamics. The maximal attractor of a dynamical system is its limit set, or the set
of points that have infinitely long chains of preimages. Limit sets of cellular automata
have been studied since the 80s, see e.g. [4, 17].

Attractors in general, and the limit set in particular, reflect the long-term dynamics
of a system. There are related notions that correspond more strongly to the intuition of
discarding transient phenomena. For a CA f and shift-invariant probability measure µ
on AZ, the µ-limit set of f , defined by Kůrka and Maass in [15], is obtained by forbidding
every word w ∈ A∗ with limn→∞ fnµ([w]0) = 0. It corresponds to observations whose
probability of occurrence does not tend to 0 with time, when the initial condition is drawn
from µ. The generic limit set, defined by Milnor in [18], is the smallest closed subset of
X that attracts a comeager, or topologically large, subset of X. Intuitively, it represents
the eventual fate of all initial conditions save for a negligible set of “pathological” cases.
The generic limit set contains the µ-limit set for sufficiently well-behaved measures µ,
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and it is contained in the limit set. Generic limit sets of cellular automata were first
studied in [8] from the dynamical point of view, and in [22, 6] from the computational
perspective.

In this article we study the problem of determining when the generic limit set of
a CA is trivial, that is, a singleton set containing a uniform configuration aZ for some
a ∈ A. We call such CA generically nilpotent. The name comes from the classical result
that a CA f is nilpotent (satisfies |fk(AZ)| = 1 for some k ∈ N) if and only if its limit set
is such a singleton set [4, Theorem 3.5]. Nilpotency is an important property of cellular
automata, and several variants of it exist in the literature. Determining whether a given
CA is nilpotent is Σ0

1-complete [12], and the analogous problem for µ-limit sets, when
µ is a Bernoulli measure with full support, is Π0

3-complete [1, Proposition 5.6]. We also
mention asymptotic nilpotency, which is the property that limn→∞ fn(x) = aZ for all x ∈
AZ, and unique ergodicity, which is equivalent to limn→∞ 1

n

∣∣{0 ≤ k < n
∣∣ fk(x)0 = a

}∣∣ =
1 for all x ∈ AZ when a is a quiescent state of f . It was proved in [9], and generalized
in [19, 20], that asymptotic nilpotency is equivalent to nilpotency. On the other hand, [21,
Proposition 48] shows that unique ergodicity is Π0

2-complete.
We show that the class of generically nilpotent cellular automata is Σ0

2-complete.
We also prove that even if a given CA is known to be generically nilpotent, its generic
limit set cannot be determined algorithmically. Our proofs are based on a combinatorial
characterization of generic nilpotency that we give in Section 3, and the walls-and-
counters technique introduced in [5] for constructing cellular automata with specific
asymptotic behaviors.

2 Preliminaries

2.1 Definitions

Let A be a finite alphabet, whose elements are often called states. The one-dimensional
full shift is the set AZ of two-way infinite sequences over A, called configurations,
equipped with the prodiscrete topology. The topology is generated by the cylinder
sets [w]i =

{
x ∈ AZ ∣∣ x|[i,i+|w|) = w

}
for w ∈ A∗ and i ∈ Z, which are nonempty and

clopen. For a set of words L ⊂ A∗ of equal lengths, we denote [L]i =
⋃
w∈L[w]i. For

a ∈ A, the all-a configuration is denoted aZ, and such configurations are called uniform.
The left shift σ : AZ → AZ is the homeomorphism defined by σ(x)i = xi+1. A subshift

is a topologically closed set X ⊂ AZ satisfying σ(X) = X. Alternatively, subshifts can
be defined by forbidden words: there is a set F ⊂ A∗ such that X = AZ \⋃w∈F

⋃
i∈Z[w]i

is exactly the set configurations where none of the words in F occur at any position.
For n ∈ N, let Ln(X) =

{
x|[0,n)

∣∣ x ∈ X
}

be the set of length-n words occurring in
configurations of X. The language of X is L(X) =

⋃
n∈N Ln(X). A standard reference

for one-dimensional symbolic dynamics is [16].
A (one-dimensional) cellular automaton, or CA, on AZ is a continuous function f :

AZ → AZ that commutes with the shift: f ◦ σ = σ ◦ f . By the Curtis-Hedlund-Lyndon
theorem [10], CA are also characterized by having a finite neighborhood N ⊂ Z and a
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local rule F : AN → A with f(x)i = F (σi(x)|N ) for all x ∈ AZ and i ∈ Z. If N ⊂ [−r, r],
then r is a radius for f . A state a ∈ A is quiescent for f if f(aZ) = aZ. See [13] for a
survey on one- and multidimensional CA.

A topological dynamical system, or TDS, is a pair (X,T ) where X is a compact metric
space and T : X → X is continuous. If X ⊂ AZ is a subshift and f is a CA on AZ, then
(X,σ|X) and (AZ, f) are examples of topological dynamical systems.

The limit set of a TDS (X,T ) is Ω(T ) =
⋂
n∈N T

n(X). The asymptotic set ωT (x) of
a point x ∈ X is the set of limit points of the forward orbit (Tn(x))n∈N. The realm of
attraction of K ⊂ X is DT (K) = {x ∈ X | ωT (x) ⊂ K}. The generic limit set ω̃(T ) of
(X,T ) is the intersection of all closed subsets K ⊂ X such that DT (K) is comeager in
X. Generic limit sets were first defined in [18].

Let µ be a Borel probability measure on AZ and f : AZ → AZ a CA. We can apply f
to µ and obtain a new probability measure fµ defined by (fµ)(X) = µ(f−1(X)) for each
Borel set X ⊂ AZ. We say µ is shift-invariant if σµ = µ. The µ-limit set Ωµ(f) ⊂ AZ

of f with respect to a shift-invariant measure µ is the subshift obtained by forbidding
each word w ∈ A∗ with limn→∞ fnµ([w]0) = 0. The µ-limit set was first defined in [15].

The support of a measure µ is the unique smallest closed set K ⊂ AZ with µ(K) = 1.
If K = AZ, we say µ has full support. The Bernoulli measure corresponding to a
distribution p : A → [0, 1] with

∑
a∈A p(a) = 1 is the unique Borel probability measure

µp on AZ with µp([w]i) =
∏|w|−1
j=0 p(wj) for all cylinder sets [w]i. It has full support iff

p(a) > 0 for all a ∈ A.
We say that a CA f is nilpotent if |Ω(f)| = 1, generically nilpotent if |ω̃(f)| = 1,

and µ-nilpotent for a measure µ if |Ωµ(f)| = 1. In each case the unique configuration
must be uniform. In other words, f is generically nilpotent if there exists a ∈ AZ and
a comeager set U ⊂ AZ such that limn→∞ fn(x) = aZ for all x ∈ U . It is µ-nilpotent
if limn→∞ fnµ([b]0) = 0 for all b ∈ A \ {a}. An alternative (and the more common)
definition of nilpotency is that there exists n ∈ N such that fn(AZ) is a singleton [4].

2.2 Auxiliary results

We list some properties of generic limit sets of cellular automata that are not evident
from the definition. The following is Proposition 4.10 from [8].

Lemma 1. Let f be a CA on AZ. Then ω̃(f) is a nonempty f -invariant subshift.

The following two results are from [22]. The first is a combinatorial characterization
of the language of the generic limit set, and the second is a tool for proving structural
properties of generic limit sets.

Lemma 2. Let f be a CA on AZ. A word s ∈ A∗ occurs in ω̃(f) if and only if there
exists a cylinder set [v]i such that for all u,w ∈ A∗ there exist infinitely many t ∈ N with
f t([uvw]i−|u|) ∩ [s]0 6= ∅.

We say that the word v, or the set [v]i, enables s for f .
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Lemma 3. Let f be a CA on AZ, let n ∈ N, and let [v]i ⊂ AZ be a cylinder set.
Then there exists a cylinder set [w]j ⊂ [v]i and T ∈ N such that for all t ≥ T we have
f t([w]j) ⊂ [Ln(ω̃(f))]0.

Words w with the above property are called ω̃(f)-forcing. The lemma states that
every word can be extended into a forcing one.

3 Dynamics of generically nilpotent automata

Example 5.13 of [8] shows that there exist simple non-nilpotent cellular automata that are
generically nilpotent. In particular, nilpotency and generic nilpotency are not equivalent
conditions. We prove this fact for completeness, and to illustrate the use of Lemma 2.
Recall that a ∈ A is a spreading state for a CA f if the local rule F : AN → A satisfies
F (P ) = a whenever Pi = a for some i ∈ N .

Example 4 (Example 5.13 in [8]). Let A = {0, 1} and let f : AZ → AZ be the two-
neighbor minimum CA, defined by f(x)i = min(xi, xi+1). The limit set Ω(f) contains
exactly the configurations where none of the words 10n1 for n ≥ 0 occur. In particular,
Ω(f) is infinite since it contains the configurations ∞0.1n0∞ for all n ≥ 0, and f is not
nilpotent.

Let then s ∈ L(ω̃(f)) be any word occurring in the generic limit set, and let [v]i
enable it as per Lemma 2. We may assume i + |v| ≥ |s| by extending v if necessary.
Choose u = ε (the empty word), w = 0 and t > i + |v| such that [uvw]i−|u| ∩ f−t([s]0)
contains at least one configuration x. Since xi+|v| = 0 and 0 is a spreading state, we have

fn(x)j = 0 for all n ≥ 0 and i+ |v|−n ≤ j ≤ i+ |v|. In particular, s = f t(x)|[0,|s|) = 0|s|.
Since ω̃(f) is a nonempty subshift, it must equal {0Z}.

In [12], Kari proved that the set of nilpotent CA is Σ0
1-complete, even within the

set of CA with neighborhood {0, 1} and a spreading state. By [3, Remark 1], every CA
with a spreading state is µ-nilpotent for every full-support Bernoulli measure µ. Hence
nilpotent CA are Σ0

1-complete among µ-nilpotent CA. With the same proof as Example 4
we can show that every CA with neighborhood {0, 1} and a spreading state is generically
nilpotent. Hence nilpotent CA are Σ0

1-complete among generically nilpotent CA as well.
From Proposition 6.2 and Corollary 6.5 of [8] we deduce that the µ-limit set Ωµ(f)

is contained in the generic limit set ω̃(f) whenever µ has full support and is σ-ergodic.
In particular, this holds when µ is a full-support Bernoulli measure, and then generic
nilpotency implies µ-nilpotency. A simple example shows that the two properties are
distinct.

Example 5 (Example 5.13 in [8]). Let A = {0, 1} and define f : AZ → AZ by f(x)i =
min(xi+1, xi+2). We claim that f is µ-nilpotent for every full-support Bernoulli measure
µ on AZ, but not generically nilpotent. For the first claim, we note that f−n([1]0) =
[1n+1]n for all n ≥ 0, and then f−nµ([1]0) = µ([1]0)

n+1 → 0 as n → ∞. Hence
1 /∈ L(Ωµ(f)), implying Ωµ(f) = {0Z}. Note that this is essentially the argument that
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a spreading state implies µ-nilpotency. On the other hand, we have 1 ∈ L(ω̃(f)) since
the empty word enables it with i = 0: for all words u,w ∈ A∗ and t ≥ |w|, there exists a
configuration x ∈ [uw]−|u| with xj = 1 for all t ≤ j ≤ 2t, which implies f t(x)0 = 1. This
also shows that a spreading state alone does not guarantee generic nilpotency.

In general, the limit set and the µ-limit set are invariant under compositions by
shifts, that is, Ω(f ◦ σ) = Ω(f) and Ωµ(f ◦ σ) = Ωµ(f) always hold. The generic limit
sets of f and f ◦ σ may be distinct. This phenomenon was studied in detail in [8].

We now present a combinatorial characterization of generic nilpotency.

Lemma 6. Let f be a CA with radius r ≥ 0 on AZ, and let a ∈ A. Then ω̃(f) = {aZ}
if and only if there exists a cylinder set [w]i and T ∈ N such that

• for all t ≥ T we have f t([w]i) ⊂ [ar]0, and

• for all n ∈ N we have fT+|A|
n
([w]i ∩ [w]i+r+n) ⊂ [an]r.

The first condition in particular implies that w can be extended into a blocking word
for f , meaning a word v ∈ A∗ with some j ∈ Z that satisfies

∣∣{f t(x)|[0,r)
∣∣ x ∈ [v]j

}∣∣ = 1
for all t ∈ N. The intuition for the second condition is that if we “trap” an interval of
cells between two occurrences of w that force its borders to consist of a-states, then the
deterministic dynamics of f will enter a loop on this interval. The loop must be a fixed
point in which every cell contains an a-state, for otherwise some non-a states would be
found in the generic limit set.

Proof. Suppose that ω̃(f) = {aZ}. By Lemma 3 applied to the empty word v = ε and
n = r, there exists T ∈ N and a cylinder set [w]i such that f t([w]i) ⊂ [ar]0 for all t ≥ T .
This is precisely the first claim.

For the second claim, fix n ∈ N and an arbitrary configuration x ∈ [w]i ∩ [w]i+r+n.
Denote K := max(n + r(T + 2), |i| + |w| + n + r) and v = x|[−K,K]. Then we have
[v]−K ⊂ [w]i ∩ [w]i+r+n. By the definition of [w]i, this implies

f t([v]−K) ⊂ [ar]0 ∩ [ar]n+r (1)

for all t ≥ T . Furthermore, since r is a radius for f , we have

fT (y)|[0,n+2r) = fT (x)|[0,n+2r) (2)

for every y ∈ [v]−K .
We now prove by induction that for each t ≥ T , the word f t(y)|[0,n+2r) ∈ An+2r

is independent of the choice of y ∈ [v]−K . For t = T this follows from (2). Suppose
then that the claim holds for some t ≥ T . For each r ≤ ` < n + r we have f t+1(y)` =
F (f t(y)`−r, . . . , f t(y)`+r), where F is the local function of f . The right hand side is
independent of y by the induction hypothesis. For 0 ≤ ` < r and n+ r ≤ ` < n+ 2r, we
have f t+1(y)` = a by (1). These are clearly independent of y.

The above argument also shows that the sequence s′ := (f t(x)|[r,n+r))t≥T of length-n
words is eventually periodic, and the length of its pre-periodic part is less than |A|n.
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Namely, each s′(t+ 1) is determined from s′(t) by the local rule F and (1). The number
of distinct words s′(t) ∈ An for t ≥ T is at most |A|n, and once a repetition occurs, the
rest of the sequence is periodic.

Again by Lemma 3, there exists a cylinder set C ⊂ [v]−K and T ′ ≥ T with f t(C) ⊂
[an]r for all t ≥ T ′. Let y ∈ C. Then s′(T ′) = fT

′
(y)|[r,n+r) = an, so that the periodic

part of the sequence s′ is (an, an, . . .). Since s′(T + |A|n) is in the periodic part, we
have fT+|A|

n
(x)|[r,n+r) = an. The configuration x ∈ [w]i ∩ [w]i+r+n was arbitrary, so the

second condition holds.
For the converse direction, suppose that there are [w]i and T that satisfy the two

properties. Let s ∈ L(ω̃(f)) be arbitrary, and let [v]j enable it as per Lemma 2. Then
for all large enough n ∈ N, there exist infinitely many t ∈ N with f t([w]i−n ∩ [u]j ∩
[w]i+n) ∩ [s]0 = ∅. But for each n ≥ r we have fT+|A|

2n−r
([w]i−n ∩ [w]i+n) ⊂ [a2n−r]r−n

by assumption, which implies s ∈ a∗. Because ω̃(f) is a nonempty subshift of AZ, we
must have ω̃(f) = {aZ}.

4 Construction with walls and counters

4.1 Overview

Our remaining results rely heavily on the type of construction introduced in [5] and used
to prove various realization results in the measure-theoretic setting [2, 1, 11]. We present
a “prototypical” version of the construction in this section.

The idea is to have a designated initializer state that can only be present in an initial
configuration. In one step, it turns into a somewhat persistent wall state. These walls
divide a configuration into segments. We can achieve a high level of control over the
contents of the segments by ensuring that each pair of initializers starts a process that
formats the segment between them, in particular removing all walls that are not properly
initialized. When the segments are formatted, we allow them to host simulated compu-
tations, and communicate and merge with their neighbors; new walls are never created
after the first time step. In applications, we guarantee that in a typical configuration,
every wall and auxiliary state will eventually disappear, so the only patterns visible in
the generic limit set are those that occur inside the properly formatted segments.

Figure 1 illustrates the roles of the various signals used in the construction. Figure 2
depicts the creation of walls and formatted segments from a typical initial configuration.
The figures and the following presentation are based on [1, Section 3.2], which the reader
may consult for more details. The only major difference is that in our version, wall states
are created directly by initializers instead of colliding counter signals, as this simplifies
some parts of the proofs. The article [11] contains a variant in which wall states are
likewise created by initializers, but the formatting process is more complex.

4.2 The construction

We define a radius-1 CA f on an alphabet A that realizes the prototypical segment
construction. The alphabet A consists of the initializer state I, the wall state W, the
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AP
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B−1
B+1

B+2

B−2

B−4

AP

AA

Figure 1: Comparing the values of two counters, of equal values on the left and unequal
values on the right. The counter with the smaller value survives.

empty state E, as well as states that encode signals of various speeds. When we say that
a cell i ∈ Z of a configuration x ∈ AZ is erased by f , we mean that its next state is the
empty state: f(x)i = E. Initializers cannot be created by f , and every initializer will
immediately turn into a wall, which is the only way a wall can be created. A wall that
originates from an initializer is called properly initialized.

Every initializer also emits four signals: left and right inner signals S±I , which move
at speeds ±1/5, and left and right outer signals S±O, which move at speeds ±1/4. The
outer signals can be either open or closed, and they start as closed. Open signals are
presesented by dashed lines in Figure 1. A pair of inner and outer signals moving in
the same direction, with the outer signal being the leading one, is called a counter. The
idea is that the distance between the signals encodes the common age of the counter in
unary. A counter can appear to be older than the initial configuration, but not younger,
since the signal pairs are only created by initializers and an inner signal cannot cross an
outer one.

A closed outer signal erases all data it encounters, except for a closed outer signal
of the opposite direction. When two closed outer signals meet, they become open, pass
through each other, and emit three new signals: left and right bouncing signals B±i of
speeds ±1, and a stationary passive anchor signal AP. The bouncing signals come in a
few different flavors (i = 1, 2, 3, 4), but all of them erase all data they encounter apart
from inner and outer borders and the few special cases described below. The collision of
two closed outer signals first produces bouncing signals B±1 , which erase all data except
an outer signal, which erases them, or an inner signal, which causes them to “bounce
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back” and become B∓2 , moving in the opposite direction.
The signals B±2 can pass through an open outer signal, and together with other outer

signals, they are the only signals able to do so. When this happens, the open signal
becomes closed.

When two signals B±2 encounter a passive anchor signal simultaneously, the latter is
erased, and two new signals B±3 are emitted. When a signal B±3 collides with a closed
outer signal S±O of the same orientation and an inner signal S∓I of the opposite orientation,
all three are erased. In the case that the signal B±3 is produced by the collision of two
equal counters, the three signals will collide simultaneously (see the left half of Figure 1).

When a signal B±2 encounters a passive anchor signal without its symmetrical coun-
terpart, a signal B∓4 is emitted in the opposite direction and the anchor becomes an
active anchor signal AA. When a signal B±4 encounters a closed outer signal of the same
orientation, both are erased, but an inner signal of the opposite orientation arriving at
the same position is not. If B±4 is produced by the collision of unequal counters, such a
three-way collision does occur (see the right half of Figure 1). The only event that can
erase an outer signal is a collision with B±3 or B±4 as described above. When a signal B±2
encounters AA, both are erased.

The above scheme involves signals with fractional speeds, which can be implemented
using additional states. For example, a right inner signal with speed 1/5 is represented
by five distinct states. They evolve cyclically and one of the transitions moves the
signal by a single step. The bouncing signals also need to remember the phases of the
fractional-speed signals they bounced from, which can likewise be implemented with a
finite number of additional states.

The construction ensures that when two counters collide, if they have equal values
then both are destroyed, and otherwise the one with smaller value survives. The initial
configuration may contain “rogue” signals and walls that are not part of a counter or a
comparison process, but these cannot interfere with properly initialized counters, as they
will be erased by either outer signals or B±1 -signals. Thus f has the following property.

Lemma 7. Let x ∈ AZ be a configuration containing at least one initializer I. For each
i ∈ Z with xi = I, we have fn(x)i = W for all n ≥ 1. For each i ∈ Z with xi 6= I, we
have fn(x)i = E for all n > 5d, where d = min {|i− j| | xj = I}.

In a configuration, the space between two initializers or properly initialized walls is
called a segment. Lemma 7 states that all segments will eventually consist of empty
cells. See Figure 2.

In our applications, we simulate computations of Turing machines inside the seg-
ments. A simulated machine head is created to the right of each initializer (unless that
cell also contains an I), and the E-states inside the segment are interpreted as blank
tape cells. We do not give the details of this simulation since they are standard in the
literature and unimportant for our constructions, except that we must guarantee that it
takes at least 5k time steps for the simulated head to advance to the kth tape cell, for
each k ≥ 1. Otherwise it would catch the inner signal produced by the same initializer.
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Figure 2: Creation of properly initialized walls. The white regions consist of E-states.

4.3 Application: finite generic limit sets

The walls-and-counters method was used in [1, Theorem 6.1] to construct a CA f such
that for any full-support Bernoulli measure µ, the µ-limit set Ωµ(f) consists of exactly
two unary configurations that f maps to each other. It was noted in [8, Example 5.18]
that in this case ω̃(f) = Ωµ(f) has the same property. In particular, the analogue of the
classical result that Ω(f) is finite if and only if f is nilpotent (see e.g. [12]) is false for
both generic limit sets and µ-limit sets.

We describe the construction for completeness. In fact, it can be easily generalized
to obtain generic limit sets of any finite cardinality 1 ≤ k < ∞. The idea is to split
the empty state E into k copies E0, . . . , Ek−1, and discard the wall states W, so that
the CA turns every initializer into E1 instead. Each Ei becomes Ei+1 mod k under an
application of the CA. When an inner or outer signal moves to an adjacent cell or is
destroyed, the cell that contained it becomes Ei+1 mod k if the neighboring cell in the
opposite direction contained Ei. Then for each configuration x that contains at least one
initializer, for each cell j ∈ Z we have f t(x)j = Et mod k for all large enough t. It follows
that ω̃(f) = {EZ0 , . . . , EZk−1}.

In [8, Section 4.4] Djenaoui and Guillon studied dynamical systems with finite generic
limit sets. Proposition 4.16 of that article states that if f is a CA with |ω̃(f)| < ∞,
then ω̃(f) consists of uniform configurations that f permutes cyclically. Hence the above
construction realizes essentially all possible pairs (ω̃(f), f |ω̃(f)), where f is a CA such
that ω̃(f) is finite.

5 Main results

Theorem 8. The class of generically nilpotent cellular automata is Σ0
2-complete.

Proof. The combinatorial condition of Lemma 6 is Σ0
2 by form. Hence the set of generi-
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cally nilpotent CA is Σ0
2.

To show completeness, let (Mk)k∈N be a Gödel numbering of Turing machines, and
let P = {k ∈ N | ∃w : Mk(w)↑} be the numbers of those machines that do not halt on
every input. This set is Σ0

2-complete. We many-one reduce P to the set of generically
nilpotent cellular automata, showing that the latter is Σ0

2-complete as well.
We modify the radius-1 cellular automaton f : A → A of Section 4. The high-level

idea is the following. Each segment will host a simulated computation of the machine
Mk on successive input words w, and the number of steps to be simulated depends on the
length of the segment in such a way that k ∈ P if and only if only finitely many lengths
host a simulation that ends in a halting state. Whenever this happens, the segment
invades a portion of its left neighbor, but in any case the eventual fate of all segments
is to be filled with E-states and merge with their neighbors. The invasions are visible in
the generic limit set if and only if k /∈ P .

For each k ∈ N, define a new alphabet Ak = A ∪ Bk, where Bk is an auxiliary
alphabet that contains additional states needed to simulate a Turing machine M ′k and a
new state G. We define a CA fk : AZ

k → AZ
k such that ω̃(f) = {EZ} for the empty state

E ∈ A if k ∈ P , and ω̃(f) is infinite if k /∈ P .
The restriction fk|AZ is exactly the walls-and-counters CA of Section 4. In addition,

all signals of A erase all states of Bk they encounter, which ensures that a configuration
with infinitely many initializers will give rise to infinitely many properly initialized walls
with formatted segments in between.

Whenever fk creates a wall, it starts a simulation of the machine M ′k on its right.
This machine behaves as follows. First, it measures the width n ∈ N of the segment that
hosts it. Then it simulates the machine Mk on inputs w0, w1, w2, . . ., where (wi)i∈N is
the enumeration of all binary words by length and then lexicographically, for a total of
n steps. If the final computation step of the simulation puts Mk into a halting state, we
say the segment containing M ′k is bad. Otherwise it is good. We also define segments of
length 0 to be good.

The new state G ∈ Bk is by default stationary. When M ′k has determined that its
segment is good, it fills the segment with E-states, except for the leftmost and rightmost
cells, where it places G-states. We extend the definition of good segments to include all
segments containing G-states at both ends and E-states everywhere else. Whenever a
wall has G-states or walls on both sides, the central wall and any adjacent G-states are
immediately erased by fk. This means that two or more neighboring good segments will
merge into a larger good segment.

If M ′k determines that its segment is bad, the simulated head travels to its left end.
It waits there until the cell at the other side of the wall contains a G-state, designating
the neighboring segment as good. Then M ′k merges the two segments by erasing the wall
and the G-state next to it, and travels n steps to the left of the position of the erased
wall, or up to the left end of the combined segment, whichever is nearer, where n is the
length of the original bad segment. Note that the interior of a good segment contains
only E-states, so the head can travel through it undisturbed. Then the head travels to
the right end of the combined segment, erasing all data from the combined segment as
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it goes. It places a G-state next to the right wall and erases itself. This means that a
bad segment will merge with a good segment to its left, and the combined segment then
becomes good. In the process a simulated head of M ′k travels n cells deep into the good
segment.

This concludes the definition of fk. We note that fk can be realized with radius
r = 2.

Suppose that k ∈ P . Since there is an input on which Mk never halts, the set of
lengths that result in bad segments is finite, so it has an upper bound N ∈ N. We claim
that the word w = IEN+3I ∈ BN+5

k satisfies the conditions of Lemma 6 with i = −2 and
some T ∈ N. Consider a configuration x ∈ [w]−2. The two I-states x−2 and xN+2 delimit
a segment, which is properly formatted in f5Nk (x). After the simulated machine M ′k in
this segment has finished its computation, it becomes good, since it is strictly longer
than N cells. Let T be the time step at which this happens. Then fT (x)|[0,1] = E2, and
we claim that f t(x)|[0,1] = E2 holds for all t ≥ T .

For t ≥ T , let St ⊂ Z be the segment of f t(x) containing the coordinate 0. If St
merges with one or more good segments, the resulting segment St+1 is also good, and
the merging process does not involve the interior cells of St. If St merges with a bad
segment to its right, then a simulated head of M ′k will travel some n ≤ N cells into St.
Since the rightmost coordinate of St is initially N +1 and cannot decrease, the head will
not reach the coordinate 1. This shows f t(x)|[0,1] = E2 for all t ≥ T .

For the second condition of Lemma 6, take any n ∈ N and a configuration x ∈
[w]−2 ∩ [w]n−2. The word x|[−2,n+N+3] contains some number of I-states that divide it
into segments. Each of those segments will eventually be properly formatted and become
either good or bad. The first and last segments will become good. It follows that the
segment of f t(x) containing the coordinate 0 will always be good, and it will merge with
the segment to its right as soon as the latter becomes good or bad. Hence, for large
enough t we will have f t(x)|[0,n+N+1] = En+N+2, which implies the second condition of
Lemma 6. Thus fk is generically nilpotent.

Suppose now that k /∈ P . Then there exist infinitely many lengths that result in
bad segments. For each n ≥ 0, denote Ln = {Enb | b ∈ Bk \ {E}} ⊂ Bn+1

k . We show
that Ln ∩ L(ω̃(f)) 6= ∅ for all n ≥ 0. More strongly, we show that some word in Ln
is enabled by the empty word, using the terminology of Lemma 2, which is equivalent
to the condition that for every cylinder set C there are infinitely many t ∈ N with
f t(C)∩ [Ln]0 6= ∅. This implies that ω̃(fk) is an infinite subshift, so fk is not generically
nilpotent.

Let [w]i be a cylinder set. We may assume i ≤ 0 and |w| ≥ |i|+ n by extending w if
necessary. Choose a number N ≥ |w|−n that results in a bad segment and consider the
configuration x = ∞EII.wIENIE∞, where the dot denotes coordinate i, so that x ∈ [w]i.
We claim that if N is large enough, then f tk(x) ∈ [Ln]0 for some t > N . As we have
infinitely many choices for N , this implies that f t([w]i)∩ [Ln]0 6= ∅ for infinitely many t.

Every finite segment in x will eventually become either good or bad. The leftmost
segment has length 0, and we have guaranteed that such segments are good. Therefore
it will merge with its right neighbor once that segment has determined its goodness
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status, and the combined segment will become good. In this way all segments in x will
eventually merge into one.

Suppose N is so large that the rightmost segment becomes bad only after all the other
segments have merged into a good segment. This requires more than N applications of
fk, since it takes at least N steps for the simulates head of M ′k to measure the length of
the segment. Since we assumed N ≥ |w| − n, the head of M ′k will travel to the left, and
at some time step t > N enter the coordinate n. Then f tk(x)|[0,n] ∈ Ln, which is what
we claimed. This shows that ω̃(fk) is infinite.

In [1], the authors consider the complexity of µ-nilpotent cellular automata also
within specific subclasses. They prove that for a σ-ergodic measure µ with full support,
µ-nilpotent CA are Π0

1 within the class of CA with a persistent state (a state a ∈ A with
f(x)i = a whenever xi = a), and Σ0

2 within the class of CA with an equicontinuity point.
The latter result is somewhat analogous to Theorem 8: as discussed after Lemma 6,
every generically nilpotent CA admits a blocking word, and hence an equicontinuity
point [14].

Delacourt proved in [6] that every nontrivial property of generic limit sets of cellular
automata is undecidable. More strongly, they are Π0

1-hard or Σ0
1-hard. It was left open

whether this complexity bound is tight, that is, whether there exist Π0
1 properties of

generic limit sets. We do not resolve this problem, but Theorem 8 shows that some
properties are Σ0

2-complete.
If f : AZ → AZ is a nilpotent CA, then Ω(f) = {aZ} for some a ∈ A. Determining

the state a from the local rule of f is simple: it is the sole quiescent state of f . We
show that it is impossible to algorithmically determine the generic limit set of a given
generically nilpotent CA.

Theorem 9. Given a finite alphabet A, distinct states a, b ∈ A, and a cellular automaton
f : AZ → AZ that satisfies either ω̃(f) = {aZ} or ω̃(f) = {bZ}, it is undecidable whether
the first case holds.

Proof. We reduce the halting problem of Turing machines on empty input to the problem
in the theorem statement. Let M be a turing machine. We define a cellular automaton
fM as follows. As in the proof of Theorem 8, we modify the radius-1 CA f : AZ → AZ

of Section 4 by extending the alphabet into AM := A ∪ BM . The auxiliary alphabet
BM contains new states that are used to simulate a Turing machine M ′, as well as new
states G and H. The state G plays a similar role as in the earlier proof, marking segments
that are ready to merge with their neighbors. The state H spreads over E-states in both
directions, but not over other states of AM .

As a wall is created by an initializer, a simulated computation of M ′ is started on its
right. This machine measures the length n of the segment containing it and simulates
M on empty input for n steps. Then it writes G-states on the leftmost and rightmost
cells of the segment. If M halted during the simulated computation, then M ′ writes an
H-state somewhere in the interior of the segment. Then, regardless of whether M halted,
M ′ erases itself. As before, if a wall is surrounded by walls or G-states, it erases itself
and any adjacent G-states.
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This concludes the definition of fM . It can be implemented with radius r = 2.
We claim that ω̃(fM ) = {HZ} if M halts on empty input, and ω̃(fM ) = {EZ} if it

does not. Suppose first that M halts after some N steps. We claim that the word
w = IEN+4I, i = −2 and a = H satisfy the two conditions of Lemma 6, showing that
ω̃(fM ) = {HZ}.

For the first condition, let x ∈ [w]−2 be arbitrary. The initializers at x−2 and xN+3

delimit a segment of length N + 4. In this segment, the machine M ′ is simulated,
which in turn simulates M until it halts. Then it writes G-states at coordinates −1 and
N + 2 and an H somewhere in between before erasing itself. The H will spread over the
cells at coordinates 0, 1, . . . , N + 1. After this, their contents will never change, as the
merging of segments only affects the cells adjacent to the walls. In particular, we have
f tM (x)|[0,1] = H2 for all large enough t, and thus the first condition holds.

For the second condition, take any n ∈ N and a configuration x ∈ [w]−2 ∩ [w]n−2.
As in the proof of Theorem 8, the word x|[−2,n+N+4] contains some number of I-states
that divide it into segments, which will eventually merge into one large segment. This
segment contains at least one H, since the original leftmost segment has length N + 4.
Hence f tM (x)|[−2,n+N+4] = Hn+N+6 for all large enough t, and the second condition holds.

Suppose then that M does not halt on empty input. We show that w = IE4I,
i = −2 and a = E satisfy the two conditions of Lemma 6, implying ω̃(fM ) = {EZ}. Let
x ∈ [w]−2 be arbitrary. The segment delimited by x−2 = x3 = I will host a simulation
of M ′, which simulates M for 4 steps and writes GEEG on its cells. In general, every
properly formatted length-n segment in x will eventually be filled with E-states, except
for the two bordermost cells. Merging two such segments preserves this property, and the
walls-and-counters construction ensures that segments can only be modified by merging.
Thus f tM (x)|[0,1] = E2 for all large enough t, and the first condition holds.

The proof of the second condition is analogous to the case of M halting, except that
no H-symbols are produced in any segments.

6 Future work

In the proof of Theorem 9, we actually show that the problem of determining the generic
limit set of a generically nilpotent CA is Σ0

1-hard. By symmetry, it is also Π0
1-hard. This

implies that it is not complete for either class. It is Σ0
2 by Lemma 6, but not Σ0

2-complete
for the same reason as above. We leave its exact complexity open.

In this article we have only considered one-dimensional cellular automata. The proof
of Lemma 6 cannot be directly generalized to the multidimensional case, since it re-
lies on the ability of blocking words to cut a one-dimensional configuration into two
independently evolving halves. Thus, we do not know if our results hold for two- and
higher-dimensional CA. A two-dimensional version of the walls-and-counters CA of Sec-
tion 4 was presented in [7].

Finally, we have concentrated on generic limit sets consisting of a single configuration.
Our results probably apply to CA with finite generic limit sets with mostly the same
proofs, save for additional technical details.
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Optimal functions with spectral constraints in hypercubes

Alexandr Valyuzhenich∗1

1Sobolev Institute of Mathematics, Novosibirsk, Russia

Let G = (V,E) be a graph with the adjacency matrix A(G). The set of neighbors
of a vertex x is denoted by N(x). Suppose λ is an eigenvalue of the matrix A(G). A
function f : V −→ R is called a λ-eigenfunction of G if f 6≡ 0 and the equality

λ · f(x) =
∑

y∈N(x)

f(y)

holds for any vertex x ∈ V . The support of a function f : V −→ R is the set S(f) = {x ∈
V | f(x) 6= 0}. There is the following interesting extremal problem for eigenfunctions of
graphs.

Problem 1 Let G be a graph and let λ be an eigenvalue of G. Find the minimum
cardinality of the support of a λ-eigenfunction of G.

Problem 1 is closely related to the intersection problem of two combinatorial objects
and to the problem of finding the minimum cardinality of bitrades. Often such problems
can be considered as Problem 1 for the corresponding graph and some eigenvalue with
some additional discrete restrictions on the functions. For example, the results of Etzion
and Vardy [4] on the intersection problem of two binary perfect codes are directly related
to Problem 1 for the Hamming graph and eigenvalue −1; the results of Hwang [6] on
combinatorial trades and the results of Cho [2, 3] on null designs are directly related to
Problem 1 for the smallest eigenvalue of the Johnson and Grassmann graphs respectively.
Problem 1 was first formulated by Krotov and Vorob’ev [14] in 2014 (they considered
MS-problem for the Hamming graph). During the last six years, Problem 1 has been
actively studied for various families of distance-regular graphs [1, 5, 8, 9, 10, 12, 13, 15]
and Cayley graphs on the symmetric group [7]. In particular, Problem 1 is completely
solved for all eigenvalues of the Hamming graph [12, 13] and asymptotically solved for
all eigenvalues of the Johnson graph [15]. For more information on Problem 1 we refer
the reader to a recent survey [11].

The Hamming graph H(n, q) is defined as follows. Let Σq = {0, 1, . . . , q − 1}. The
vertex set of H(n, q) is Σn

q , and two vertices are adjacent if they differ in exactly one
position. The Hamming graph H(n, q) has n + 1 distinct eigenvalues λi(n, q) = n(q −

∗graphkiper@mail.ru
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1) − q · i, where 0 ≤ i ≤ n. Denote by Ui(n, q) the λi(n, q)-eigenspace of H(n, q). The
direct sum of subspaces

Ui(n, q)⊕ Ui+1(n, q)⊕ . . .⊕ Uj(n, q)

for 0 ≤ i ≤ j ≤ n is denoted by U[i,j](n, q). We say that a function f ∈ U[i,j](n, q), where
f 6≡ 0, is optimal in the space U[i,j](n, q) if |S(f)| ≤ |S(g)| for any function g ∈ U[i,j](n, q),
g 6≡ 0.

In this talk we focus on the following generalization of Problem 1 for the Hamming
graph.

Problem 2 Let n ≥ 1, q ≥ 2 and 0 ≤ i ≤ j ≤ n. Find the minimum cardinality of the
support of functions from the space U[i,j](n, q).

Problem 2 is completely solved for all n ≥ 1 and q ≥ 2 in [12, 13]. Moreover, in [13] a
characterization of functions that are optimal in the space U[i,j](n, q) was obtained for
q ≥ 3, i+ j ≤ n and q ≥ 5, i = j, i > n

2 . In this work we characterize functions that are
optimal in the space U[i,j](n, q) for arbitrary n and q = 2.
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Abstract

Let G be a connected graph, then its Hosoya polynomial is defined as

H(G, x) =

D∑

k=0

dkx
k,

where D is the diameter of G and dk is the number of such pairs of vertices in G,
that the graph distance between them equals k. The first coefficient d0 coincides
with the number of vertices of G.

A graph G with diameter D is H-palindromic if the equality dk = dD−k holds
for all k = 0, 1, . . . ,

⌈
D
2

⌉
. The value

Z(G) =

bD
2 c∑

k=0

|dk − dD−k|

is called a distance to H-palindromicity of a graph G.
Caporossi, Dobrynin, Gutman and Hansen showed [2] that there are only five

H-palindromic trees among all trees on 3 ≤ n ≤ 27 vertices. Two of them have
diameter 6 and three others have 8. Based on computer experiments with trees with
odd diameter they stated the following conjectures (see also [1]).

Conjecture 1. For all trees with n > 4 vertices and odd diameter the distance to
palindromicity is at least

⌈
n
2

⌉
.

Conjecture 2. There are no H-palindromic tress with odd diameter.

In this work we provide a short proof for the first and, as a consequence, for the
second Conjecture. Moreover, we prove the following theorem.

Theorem 1. There is an infinite number of H-palindromic trees of diameter 6.

This research project was started during the Summer Research Program for Un-
dergraduates 2021 organized by the Laboratory of Combinatorial and Geometric
Structures at MIPT. This program was funded by the Russian Federation Govern-
ment (Grant number 075-15-2019-1926).
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