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Abstract 

Meiosis is the specialised cell division program that allows the formation of haploid 

gametes from diploid germ cells, playing an essential role in the life cycle of sexually-

reproducing organisms. Meiosis involves dramatic changes in chromosome structure 

during the long prophase that precedes the first meiotic division. At the onset of meiosis 

axial elements (AE) containing cohesin, the complex that provides sister chromatid 

cohesion (SCC), are established along each chromosome. Following AE assembly, 

homologous chromosomes pair with one another and crossover (CO) recombination 

events are formed between them. COs, together with SCC, provide the basis of 

chiasmata: temporary physical attachments between homologous chromosomes that 

ensure their correct orientation on the first meiotic spindle. Therefore, COs play an 

essential role during meiosis and their number and position appear to be highly 

regulated. However, the functional interplay between chromosome structure and CO 

formation and distribution remains poorly understood. In this project, I have combined 

the experimental advantages of the C. elegans germ line with super resolution 

microscopy (SRM) techniques to study the structural changes that chromosomes 

undergo during meiotic prophase. I develop methods to image three-dimensionally 

intact meiotic nuclei using structural illumination microscopy (SIM) and Imaris image 

software analysis, making it possible to measure structural features of individual meiotic 

chromosomes, including CO sites. When combined with the extensive genetic resources 

available in C. elegans, this method provides a powerful tool to investigate the functional 

regulation of meiotic chromosome structure by different protein complexes such as 

cohesin. I also describe that a mutation in MEI-2, a component of the microtubule 

severing complex katanin, results in altered CO distribution, likely by affecting early 

steps of meiotic recombination. This finding reveals an unexpected role for katanin 

during meiotic prophase and suggests that the microtubule network plays an important 

role in the regulation of CO distribution. 
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CHAPTER 1: 

INTRODUCTION 

1.1 General background 

The genome of eukaryotes is organised into structures of DNA and proteins known as 

chromosomes, which are located within the nucleus. These molecular entities encode 

the information required to perform all the processes that allow organisms to grow and 

reproduce. Therefore, this information must be carefully maintained and faithfully 

transmitted during cell division. In mitotic cells, chromosomes are replicated from end 

to end to generate two copies of identical sequence, known as sister chromatids, which 

are then segregated into the two daughter cells generated at the end of mitosis.  

Sexually reproducing organisms carry two copies of each chromosome, one inherited 

from the mother and the other from the father, which are known as homologues or 

homologous chromosomes. In order to maintain the total chromosome number 

constant across generations, homologous chromosomes must be separated during 

gamete production. Meiosis is the special type of cell division that produces haploid 

gametes from diploid germ cells. This reduction in chromosome number is achieved by 

a single round of DNA replication, which produces two identical sister chromatids, 

followed by two rounds of chromosome segregation. Meiosis involves dramatic changes 

in chromosome structure during the long prophase that precedes the first meiotic 

division, and most prophase is dedicated to ensure pairing and recombination between 

homologous chromosomes to ensure their proper orientation on the first meiotic 

spindle.  

 

1.2 Meiosis 

Meiosis is a multi-step specialised cell division programme that allows diploid germ cells 

to produce haploid gametes. Meiosis starts with one single round of DNA replication 

followed by two rounds of chromosome segregation, thus halving the total number of 

chromosomes. During meiosis I (the reductional division), homologous chromosomes 
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are separated into two daughter cells, while during meiosis II (the equational division), 

sister chromatids are separated into two daughter cells (Petronczki et al., 2003). A 

crucial aspect of meiotic prophase is the pairing of homologous chromosomes that takes 

place during meiotic prophase, a process marked by several changes in chromosome 

structure. Firstly, a proteinaceous axial element containing cohesin, the complex that 

provides sister chromatid cohesion (SCC), is formed along the length of each 

chromosome. In addition, axial elements contain meiosis-specific proteins, including a 

conserved group of HORMA-domain proteins. Secondly, once homologous 

chromosomes have recognised each other, these early pairing interactions are stabilised 

by the synaptonemal complex (SC), a proteinaceous structure that links together the 

axial elements of paired homologues (Cahoon and Hawley, 2016). Pachytene begins 

once the SC is stablished between homologues. These first steps are crucial for CO 

formation/recombination, which is initiated prior to SC assembly. Recombination begins 

with the regulated formation of DNA double strand breaks (DSBs). Moreover, in most 

organisms pairing and synapsis are dependent on the formation of these programmed 

DSBs. Several DSBs are made along each chromosome, and crucially some of these are 

repaired as inter-homologue crossover (CO) events, while others are repaired as non-

CO events. The formation of inter-homologue CO events is an essential part of the 

meiotic program, due to the fact that COs, together with SCC, provide the basis of 

chiasmata: temporary physical attachments between homologous chromosomes that 

ensure their correct orientation on the first meiotic spindle. Therefore, CO formation 

must be regulated properly to ensure that each homologue pair has at least one CO at 

the end of meiotic prophase. Nevertheless, the molecular mechanisms that control the 

distribution and number of COs along meiotic chromosomes are not fully understood 

(Berchowitz and Copenhaver, 2010; Yanowitz, 2010). After COs are stablished, the SC is 

disassembled and homologues are only linked by chiasmata, forming structures known 

as bivalents. Chiasmata promote the biorentation of the kinetochores from homologous 

chromosomes on the meiosis I spindle, and then the selective release of SCC from 

chromosome arms allows the orderly partition of homologous chromosomes into two 

different daughter cells. SCC that remains on centromeric regions allows the 

biorentation of sister kinetochores on meiosis II spindle, and then full removal of cohesin 
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results in sister chromatid separation during anaphase II. All these events involve large 

changes in chromosome structure, which are not completely understood.  

The initial goal of this project was to shed light on the intrinsic relationship between CO 

formation and chromosome structure. On the one hand, acquisition of proper 

chromosome structure during early prophase is needed to promote CO formation, while 

on the other CO formation is known to induce structural changes on chromosomes. To 

achieve this, I focused on a C. elegans meiotic mutant that displayed altered CO 

distribution and in developing super resolution microscopy methods to measure 

features of meiotic chromosomes in three-dimensionally intact nuclei.  

 

1.2.1 Importance of meiosis 

1.2.1.1 Clinical relevance of meiosis 

Problems in meiotic chromosome segregation are especially frequent in human oocytes, 

with studies estimating that between 10-30% of fertilised eggs carry one chromosome 

more than the normal number (trisomy) or one less (monosomy). It is thought that at 

least one-third of miscarriages are a direct cause of aneuploidy originated during 

meiosis, making this a main cause of pregnancy loss (Hassold and Hunt, 2001). The 

incidence of aneuploidy is 0.3% among liveborns and 4% among stillbirths (fetal deaths 

taking place between 20 weeks of gestation and term). However, this percentage 

increases to 35% among spontaneous abortions (fetal deaths taking place between 6-8 

weeks of gestation). In vitro fertilization studies have shown that most aneuploid 

embryos, although morphologically normal, experience implantation failure in the 

uterus or miscarriage during the first weeks of pregnancy (Hassold and Hunt, 2001). 

Interestingly, multiple studies have shown a correlation between maternal age and 

aneuploidy, demonstrating that the level of aneuploidy in oocytes of women increases 

from 5% in women under 25 years, to 10-25% in women in their 30s, and finally rising 

over 50% in women in their 40s (Kuliev et al., 2003; Pellestor et al., 2003; Sandalinas et 

al., 2000). Although the causes of this maternal age effect remain poorly understood, 

premature loss of SCC is thought to be an important contributor (Herbert et al., 2015). 

This has been shown to be the case in several mouse models (Nagaoka et al., 2012). 
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Furthermore, it has been demonstrated that there is no cohesin turnover during oocyte 

growth in mice, implying that this could be an essential mechanism for premature loss 

of SCC (Tachibana-Konwalski et al., 2010). 

Most aneuploidies are not compatible with life in humans, but among the ones that are, 

the most common are: Down’s syndrome (47 chromosomes, trisomy 21), Klinefelter’s 

syndrome (47, XXY) and Turner’s syndrome (45, X0). People affected by these 

syndromes can develop into adulthood but show mental, physical and fertility 

impairment (Hassold and Jacobs, 1984). On the other hand, there are other autosomal 

trisomy syndromes which are less frequent than the previous ones. Patau’s syndrome 

(47, trisomy 13) and Edward’s syndrome (47, trisomy 18) have a more difficult prognosis. 

Individuals that have these syndromes show multiple birth defects and most of them do 

not survive the first six months (Taylor, 1968).  

More research needs to be done to understand why aneuploidy levels are so high in 

human beings and to discover and comprehend the molecular mechanisms affected in 

patients who suffer from infertility, developing possible treatments for them. 

 

1.2.1.2 Importance of meiosis in crop breading 

Food demand is currently growing and crop productivity needs to be improved to cope 

with it (Ray et al., 2012, 2013). An increase of 60-110% in crop productivity will be 

required to feed nine billion of people, which is the expected population by 2050 

(Alexandratos and Bruinsma, 2012). One way of improving crop productivity is by crop 

breading, which increases genetic diversity while conserving natural resources and 

ensuring food security.  The objective of crop breading is to generate new varieties of 

plants that combine the desired alleles of the parental strains. To do this, the reshuffling 

of the genome that occurs during meiosis is essential as it creates new allele 

combinations in the gametes. This reshuffling is controlled by the position and the 

number of COs within the chromosomes during meiosis (Moose and Mumm, 2008). CO 

numbers and their distribution are highly constrained (see section 1.2.7.8) and this limits 

the possibilities of crop breading. The manipulation of these CO patterns could increase 

the efficiency of breeding programs (Blary and Jenczewski, 2019). 
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1.2.2 Caenorhabditis elegans as a model organism to study meiosis 

Caenorhabditis elegans has several features that make this nematode an excellent 

model for the study of meiosis. First, each adult germ line contains a complete time 

course of meiosis with nuclei organised in a spatial/temporal gradient in which specific 

meiotic stages can be easily identified (figure 1). The distal region of the germline, 

known as mitotic tip, contains mitotically-replicating nuclei and nuclei undergoing 

meiotic S-phase (Fox et al., 2011; Jaramillo-Lambert et al., 2007). This region is followed 

by the transition zone (TZ), which contains nuclei displaying a polarized organization that 

correspond to the leptotene and zygotene stages of meiotic prophase. In this region, 

homology search takes places, leading to initial pairing interactions and the start of SC 

assembly, and recombination is initiated (Colaiácovo et al., 2003; Dernburg et al., 1998; 

MacQueen et al., 2002). The onset of the third region of the germline is marked by full 

synapsis between homologues and this stage is known as pachytene. Recombination is 

completed during late stages of this phase, resulting in the formation a single CO per 

homologue pair (Hillers and Villeneuve, 2003). The fourth region of the germline is 

diplotene, where remodelling, including SC disassembly, and condensation of 

homologous chromosomes occur. Finally, at diakinesis (the last stage of meiotic 

prophase), six pairs of homologous chromosomes attached by a single chiasma 

(bivalent) can be observed.  

An advantage of using C. elegans as a meiotic model is relatively easy to understand 

what problems a meiotic mutant might have. For example, mutants with defects in CO 

formation can be easily identified because their diakinesis oocytes contain between 7 

and 12 DAPI-stained bodies, depending on the severity of the CO failure, with 12 DAPI-

stained bodies indicating a complete failure in CO formation.   

Another feature of C. elegans genetics that is extremely useful for meiotic studies is its 

mode of sex determination: hermaphrodites have two X chromosomes (XX), while males 

have a single X chromosome (X0), therefore, mutants that display X chromosome 

missegregation during meiosis display a high incidence of males (him phenotype) among 

their progeny (Hodgkin et al., 1979). Similarly, autosomal missegregation during meiosis 

results in high levels of embryo lethality among the progeny. 
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Another important feature of C. elegans is that the extraction of the germ line for 

imaging is relatively simple and worms can be genetically modified to express transgenic 

fluorophore-tagged versions of proteins (Frøkjær-Jensen et al., 2008, 2012), which can 

then be combined with antibody staining to analyse protein localization. Moreover, C. 

elegans germ line extraction allows the study of meiotic processes by microscopy in 

three-dimensional nuclei. Recently, CRISPR methods have been developed in C. elegans. 

This approach is based on the homologous recombination machinery, and it uses the 

Cas-9 endonuclease to create a DSB at a specific genetic location that allows a targeted 

insertion or the replacement of genetic information at the desired location (Arribere et 

al., 2014; Friedland et al., 2013). Moreover, since the cuticle is transparent, in vivo 

imaging of meiotic nuclei is possible in transgenic/CRISPR strains expressing 

fluorescently tagged proteins. 

The next sections will outline our current understanding of the molecular mechanisms 

that control key meiotic events, focusing on the structure of meiotic chromosomes and 

on how this structure interacts with CO formation and taking into consideration the 

different particularities of C. elegans meiosis. 

 

1.2.3 Meiosis initiation 

The beginning of meiosis in multicellular organisms starts with the transition of a mitotic 

germ cell towards meiotic S-phase, a highly regulated step which details vary across 

organisms. In mice, there is an important difference between females and males. During 

female development, primordial germ cells (PGCs) colonise the primordial gonads and 

enter meiosis, progressing until metaphase I and staying arrested until puberty. Then, 

those germ cells, located in the ovary, produce mature oocytes. In males, PGCs are 

arrested at G1/G0 once they colonise the primordial gonads. At puberty, they develop 

into spermatogonial stem cells, producing sperm and self-renewing themselves (Kimble, 

2007; Nel-Themaat et al., 2010). The signal that drives mitotic germ cells to enter meiosis 

is retinoic acid in both female fetal gonads and mature testis, and meiotic entrance is 

mediated by the STRA8 transcription factor (Anderson et al., 2008; Baltus et al., 2006; 

Oulad-Abdelghani et al., 1996). Interestingly, degradation of retinoic acid by Cyp26b1 
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protein prevents fetal testis from entering meiosis (Bowles et al., 2006). In C. elegans, a 

single stem cell, known as the distal tip cell (DTC), is able to promote the proliferation 

of adjacent mitotic germ cells by GLP-1/Notch signalling (Crittenden et al., 2003). The 

DTC establishes a Notch signal gradient where mitotic cells close to the tip are inhibited 

from entering meiosis, and as mitotic cells move away from the tip, they express 

meiosis-triggering factors GLD-1 and GLD-2 to enter meiosis (Fox et al., 2011). 

 

1.2.4 Meiotic S-phase 

Historically, this stage was considered the last step prior meiosis, also known as 

premeiotic S-phase. Nevertheless, studies have shown that meiotic S-phase is coupled 

with meiosis and that specific processes take place during meiotic replication (Baltus et 

al., 2006; Forsburg, 2002; Watanabe et al., 2001). Whereas the machinery for mitotic 

and meiotic replication seem to be the same, the regulation for both meiotic and mitotic 

S-phase appears to be different (Hollingsworth and Sclafani, 1993; Simchen and 

Hirschberg, 1977; Williamson et al., 1983). For example, cdc4 mutation blocks DNA 

replication in mitosis, whereas in meiosis they can complete replication at permissive 

temperature (25°C) and progress until the first meiotic division in yeast (Simchen and 

Hirschberg, 1977).  

 Moreover, several studies have shown that meiotic S-phase takes longer than mitotic 

S-phase in Mus musculus, C. elegans, and Saccharomyces cerevisiae among other 

organisms (Callan, 1973; Jaramillo-Lambert et al., 2007; Sung et al., 1986; Williamson et 

al., 1983). Although it is unclear why meiotic S-phase lasts longer, it appears to be 

coupled with meiotic prophase and is important for the events that undergo meiotic 

cells later during meiotic prophase. For example, deletion of SPO11, which is necessary 

for DSB formation and recombination, reduces the length of meiotic S-phase by 25% in 

yeast (Cha et al., 2000) and blocking meiotic replication impedes DSB formation in S. 

cerevisiae (Borde et al., 2000), suggesting that both meiotic S-phase and recombination 

are coupled in S. cerevisiae. Nevertheless, this feature does not seem to be universal, 

meiotic S-phase is not affected in mutants with defects in DSB formation in S. pombe 

(Murakami and Nurse, 2001). In C. elegans, DNA replication is regulated in a 
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temporal/spatial manner, with autosomal chromosomes replicated earlier than the X 

chromosomes, which show a heterochromatic state during meiosis (Jaramillo-Lambert 

et al., 2007). This late replication of heterochromatin has been observed in other 

organisms during mitotic S-phase (Dutrillaux et al., 1976; Holmquist et al., 1982; 

Stambrook and Flickinger, 1970). 

 

1.2.4.1 Morphogenesis of meiotic chromosomes 

Similar to mitosis, sister chromatid cohesion (SCC) needs to be established during S-

phase to allow proper chromosome segregation when cohesin is removed during the 

meiotic divisions. The cohesin complex forms a ring structure that is highly conserved 

across organisms. The core cohesin complex is formed of two structural maintenance of 

chromosomes (SMC) proteins, Smc1 and Smc3, which are connected by a hinge domain, 

while the ATPase heads of Smc1 and Smc3 are bridged by a kleisin subunit, Scc1/RAD21 

in mitosis and Rec8 in meiosis. The accessory protein Scc3/STAG binds to the kleisin and 

is key for the functionality of the complex. Mitotic and meiotic cohesin differ in the 

kleisin subunit, which is essential and defines the different roles the cohesin ring carries 

(Nasmyth and Haering, 2009). Studies in yeast identified Rec8 as the meiosis-specific 

kleisin that substitutes Scc1 in meiosis (Klein et al., 1999). Rec8 is widely conserved, 

playing key meiotic roles in most organisms, including C. elegans (Pasierbek et al., 2001). 

In addition to Rec8, higher eukaryotes carry additional meiotic kleisins that have 

specialised roles within meiosis. In mammals, RAD21L and REC8 coexist within the same 

nucleus during early prophase but seem to have different roles. RAD21L, which loads 

after S-phase and is present until mid-pachytene, promotes homologue pairing, meiotic 

recombination and synapsis initiation, (Herrán et al., 2011; Ishiguro et al., 2014; Lee and 

Hirano, 2011), whereas REC8 is responsible for the SCC (Burkhardt et al., 2016). In A. 

thaliana, there are four meiotic kleisins: REC8, SYN2, SYN3 and SYN4. SYN2 and SYN4 

kleisins participate in DNA repair while SYN3 has a role in the nucleolus of both mitotic 

and meiotic nuclei (Bolaños-Villegas et al., 2017; Cai, 2003; Dong et al., 2001; Jiang et 

al., 2007; Zhao et al., 2006). C. elegans also has two meiotic kleisins in addition to REC-

8: COH-3 and COH-4, which are highly similarly and functionally redundant, participating 

in CO formation, SC assembly and meiotic chromosome structure (Crawley et al., 2016; 
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Pasierbek et al., 2001; Severson and Meyer, 2014; Severson et al., 2009). Similar to 

mouse, only REC-8 is loaded during meiotic S-phase, while COH-3/4 load following 

completion of replication (Severson and Meyer, 2014). Moreover, COH-3/4 cohesin 

complexes are targeted by WAPL-1, a cohesin removal factor, during meiotic prophase, 

while REC-8 complexes are not (Crawley et al., 2016). Importantly, both REC-8 and COH-

3/4 cohesin promote axis assembly, as the assembly of the axial elements only fails 

when no cohesin associates with chromosomes (Lightfoot et al., 2011; Severson et al., 

2009). 

 

Another crucial player in regulating meiotic and mitotic chromosome structure is the 

condensin complex, which is structurally similar to cohesin and conserved across 

eukaryotes, participating in chromosome organization, condensation and segregation 

(Hirano, 2016) (figure 5). Condensin structure ring is composed of two SMC proteins, 

SMC2 and SMC4, forming a heterodimer which is associated to a kleisin subunit and two 

other regulatory proteins, known as Chromosome Associated Proteins (CAPs) (figure 4). 

There are two types of condensin, condensin I and condensin II, which differ in the CAP 

proteins and in their timing of location to chromosomes (Csankovszki et al., 2009a; 

Hirano, 2016; Ono et al., 2004).  C. elegans has another subtype of condensin I 

(condensin IDC) that participates in gene regulation of the X chromosome in 

hermaphrodites (Csankovszki et al., 2009b), but this complex is not involved in meiosis. 

Interestingly, in C. elegans condensin and cohesin display functional interplay as 

condensin I promotes cohesin stabilization by antagonising WAPL-1 activity (Hernandez 

et al., 2018).  

 

1.2.5 Homologous pairing 

Before homologous chromosomes recombine, they need to identify and pair with one 

another, distinguishing their homologous partner from all other chromosomes within 

the nucleus. This process starts at leptotene, the first stage of meiotic prophase, and the 

way that homology search occurs varies across organisms.  

Most organisms (including mammalians, plants and some fungi) use a largely 

recombination-dependent mechanism, where DSBs generated by Spo11 and resected 
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by other factors (see below) produce “homology searching tentacles” that help identify 

homologous DNA sequences in the nucleus (Hunter, 2015).  This process coincides with 

a clustering of telomeres on a small region of the nuclear envelope (NE), forming a 

special organisation known as bouquet configuration. This consists in both telomeres of 

each chromosome associating with the NE and then gathering them in a small area on 

the NE, whereas the rest of the chromosome is located into the nucleus (Zickler and 

Kleckner, 1998). Then, chromosome movements are thought to promote homologue 

pairing by both facilitating interactions between chromosomes and driving them apart 

when homology is not satisfied. As mentioned above, DSBs play a key role in this process 

as their repair involves a search for homologous sequences (Harper, 2004; Hiraoka, 

1998; Scherthan, 2001; Yancey-Wrona and Camerini-Otero, 1995). However, a recent 

study has shown that there is a certain level of homolog pairing before DSB are made by 

SPO11 in mice (Boateng et al., 2013), suggesting the presence of DSB-independent 

pairing mechanisms. 

In C. elegans, pairing is independent of recombination and a single end of each 

chromosome is attached to the NE through the pairing centers (PCs), also known as 

Homolog Recognition Regions (HHRs). At this stage chromosomes cluster on one side of 

the nucleus, forming a bouquet-like structure that facilitates homology search. These 

PCs are repetitive DNA sequences located at the end of the chromosomes and they 

recruit specifically four different zinc-finger proteins: ZIM-1 (chromosome II and III), 

ZIM-2 (chromosome V), ZIM-3 (chromosome I and IV) and HIM-8 (chromosome X) 

(Phillips and Dernburg, 2006; Phillips et al., 2005, 2009; Sanford and Perry, 2001). 

Interestingly, ZIM mutants show defects in pairing of the specific chromosome they bind 

to (MacQueen et al., 2005; Phillips et al., 2005). Regulation of HIM-8 differs from the 

rest of PC-binding proteins as HIM-8 binds to the X chromosome PCs from leptotene-

zygotene until late pachytene, whereas autosomal ZIM proteins are linked to autosomal 

PCs from leptotene-zygotene to early pachytene (Phillips and Dernburg, 2006; Phillips 

et al., 2005).  

In C. elegans, the CHK-2 kinase acts as a master regulator of early meiotic events 

involved, promoting DSB formation and homology search (MacQueen and Villeneuve, 

2001). Polo-like kinase 2 (PLK-2) also participates in synapsis and pairing during early 
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prophase (Harper et al., 2011; Labella et al., 2011). At the beginning of meiotic prophase, 

CHK-2 phosphorylates HIM-8/ZIM proteins, promoting the association of ZIMs with PCs. 

Then, PLK-2 can associate with PC-binding proteins through S-pS/T-P motifs 

phosphorylated by CHK-2, triggering the formation  of SUN-1/ZYG-12 aggregates on the 

NE on areas where PCs are placed on the NE, promoting cytoskeleton-driven 

chromosome movement (Harper et al., 2011; Penkner et al., 2009; Sato et al., 2009). 

SUN-1 is located in the inner membrane of the NE and binds to ZYG-12, a 

transmembrane KASH protein (Starr and Han, 2002), which interacts with cytoplasmic 

dynein (Malone et al., 2003) (figure 6B and C). sun-1 or zyg-12 mutants display abnormal 

synapsis between nonhomologous chromosomes (Penkner et al., 2007; Sato et al., 

2009). This SUN/KASH complex is conserved across eukaryotes (Fridkin et al., 2004; 

Malone et al., 2003; Minn et al., 2009; Penkner et al., 2007) and connects chromosomes 

with the cytoskeleton network. Fascinatingly, as result of this molecular system, 

chromosome movements are originated by cytoskeletal forces located outside the 

nucleus. 

 

1.2.6 Synapsis 

Once homologous chromosomes recognise one another, the SC is assembled linking 

together the axial elements of the homologues along their entire lengths. The SC is a 

landmark of meiotic prophase,  with this structure observed in most species, including 

budding yeast, plants, worms and mammals (Cahoon and Hawley, 2016; Moses, 1969). 

The SC shows a tripartite configuration composed of two main components, the two 

axial elements (AEs) that are established along each homologue and the central 

elements (CEs) that holds together the two AEs (figure 2). This “zipper-like” 

proteinaceous complex was observed using electron microscopy (Moses, 1969) and the 

distance between the homologues seems to be constant across organisms, being 

between 90-150 nm (Cahoon and Hawley, 2016; Colaiácovo et al., 2003; De Muyt et al., 

2014; Ortiz et al., 2016). While this highly organised proteinaceous complex is crucial to 

stabilise interactions between homologous chromosomes and to promote crossover 

formation, the specific roles of the SC and its different components are not completely 

understood (Cahoon and Hawley, 2016). 
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AEs are proteinaceous structures assembled along the length of each homologue and 

contain cohesin and meiosis-specific proteins containing HORMA domains (Aravind and 

Koonin, 1998). Hop1 was the first HORMA domain protein discovered in S. cerevisiae. 

Mutants in hop1 have problems with loading the SC and in forming DSBs (Hollingsworth 

et al., 1990; Smith and Roeder, 1997). In M. musculus, HORMAD1 and HORMAD2 are 

Hop1 homologues and these proteins are also involved in loading and maintenance of 

the SC and CO formation (Daniel et al., 2011; Kogo et al., 2012; Shin et al., 2010; Wojtasz 

et al., 2009). In C. elegans, HIM-3 is the homologue of Hop1, but along with this protein, 

there are three HIM-3 paralogues: HTP-1, HTP-2 and HTP-3 (Couteau and Zetka, 2005; 

Martinez-Perez and Villeneuve, 2005; Martinez-Perez et al., 2008; Severson et al., 

2009)). These HORMA domain proteins participate in the regulation of key events 

through meiosis, such as homolog recognition, CO formation or release of sister 

chromatid cohesion. HTP-3 acts as the backbone of the rest of axial element, being 

required for DSB formation (Goodyer et al., 2008) and to load REC-8-containing cohesin 

complexes (Severson et al., 2009). On the other hand, HTP-1 and HIM-3 participate in 

homolog recognition, promoting faithful SC assembly (Couteau and Zetka, 2005; 

Martinez-Perez and Villeneuve, 2005). 

HORMA domain proteins also play roles in the quality control mechanisms that monitor 

the progression of SC assembly and recombination between the homologues 

(Subramanian and Hochwagen, 2014). In C. elegans, defects in SC assembly, even 

between a single pair of homologues (him-8 mutants), trigger a clear delay in meiotic 

progression that is evident by the persistence of nuclei with clustered chromosomes 

beyond the transition zone of the germline. This delay is also exemplified by the 

persistence of markers of chromosome movement, such as PLK-2 aggregates on PCs, 

into the pachytene region (Harper et al., 2011; Penkner et al., 2009; Sato et al., 2009). 

Moreover, mutants that display impaired CO formation due to defects in DSB formation 

or repair, but that display normal synapsis, display prolonged activity of DSB-promoting 

mechanisms (Rosu et al., 2013; Stamper et al., 2013). In both cases, defects in SC 

assembly or CO formation, HORMA domain proteins are required for the feedback 

mechanisms that prevent exit from meiotic stages competent for DSB formation and 

chromosome movement ((Harper et al., 2011; Silva et al., 2014).  
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The central element (CE) of the SC is required to stabilise interactions between 

homologues, creating a zipper-like structure between AEs. S. cerevisiae only presents a 

single CE component known as Zip1 (Sym et al., 1993), whereas in M. musculus there 

are five proteins with this role: SYCP1, SYCP2, SYCP3, SYCE1 and TEX12 (Fraune et al., 

2012). In C. elegans four proteins have been described: SYP-1, SYP-2, SYP-3 and SYP-4, 

which are interdependent for their loading onto chromosomes: if any of them is absent, 

the SC fails to assemble (Colaiácovo et al., 2003; MacQueen et al., 2002; Smolikov et al., 

2007, 2009). Another particularity of C. elegans is that synapsis starts from the 

chromosome end containing the pairing center, and progresses along chromosomes 

regardless of homology, leading to non-homologous synapsis when homology search 

mechanisms fail (Couteau and Zetka, 2005; Dernburg et al., 1998; MacQueen et al., 

2005; Martinez-Perez and Villeneuve, 2005).  In most organisms, but not in C. elegans 

and D. melanogaster, synapsis and recombination are coupled and synapsis fails in the 

absence of DSBs (Dernburg et al., 1998; MacQueen et al., 2002; Zickler and Kleckner, 

1999). This represents an experimental advantage as C. elegans allows the study of 

recombination and synapsis independently, which has facilitated the identification of 

the main players in each process. Finally, mutants with defects in SC assembly display 

severe defects in CO formation (Lui and Colaiácovo, 2013). 

 

1.2.7 Recombination 

Proper meiotic chromosome segregation requires the formation of at least one 

crossover event between each homologue pair. COs, together with the SCC, provide the 

basis of chiasmata, temporary physical attachments between homologous 

chromosomes that ensure their correct orientation on the first meiotic spindle. 

Moreover, COs contribute to genetic variability by reshuffling the paternal and maternal 

genomes.  

 

1.2.7.1 DSB formation 

Recombination is initiated by Spo11, a topoisomerase-like enzyme that is highly 

conserved across organisms (Bergerat et al., 1997; Keeney et al., 1997; Sun et al., 1989) 
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(figure 3). Spo11 was proposed as the enzyme that catalyses DSB formation as dimers 

since its similarity with the catalytic A subunit of TopoVI, which is a member of the type 

II DNA topoisomerase family (Bergerat et al., 1997). TopoVI is formed by a 

heterotetramer composed of two different homodimers (TopoVIA and TopoVIB). The 

TopoVIA homodimer is composed of two catalytic A subunits, whereas the TopoVIB 

homodimer is composed of two b subunits, which contain ATP binding domains. ATP 

hydrolysis is required for the catalytic activity and conformational changes of the 

complex (Robert et al., 2016a).   

Nevertheless, recent studies have shown that the core of the DSB machinery is more 

similar to TopoVI topoisomerase than expected. Spo11 has been found to form 

heterotetramers with TopoVIB-like proteins in mice (TOP6BL), S. cerevisiae (Rec102), S. 

pombe (Rec6), and D. melanogaster (MEI-P22)(Robert et al., 2016b; Vrielynck et al., 

2016). No TopoVIB-like protein has been found in C. elegans yet. This complex would 

cleave both DNA strands of a double-stranded DNA molecule and form a covalent union 

between each strand of DNA and a tyrosine residue on Spo11 (Bergerat et al., 1997; 

Keeney et al., 1997). 

Furthermore, Spo11 needs to work with several auxiliary proteins to be able to function 

properly and these cofactors vary across organisms. In S. cerevisiae, phosphorylation of 

Mer2 by cell cycle kinases is necessary to start programmed DSB formation (Henderson 

et al., 2006; Wan et al., 2008). In C. elegans, spo-11 mutants and other mutants which 

have defects in DSB formation, such as DSB-1 (Stamper et al., 2013)and DSB-2 (Rosu et 

al., 2013), display  12 univalent chromosomes in diakinesis as consequence of a global 

failure in CO formation.  

Determining where DSBs occur in the genome is the first step to regulate CO 

distribution. DSB formation is tightly regulated across the genome (Baudat and Nicolas, 

1997; Gerton et al., 2000), with some areas of the genome being more prone to DSB 

formation than others. The regions of the genome which are more favourable to DSBs 

are known as DSB hot spots, and the distribution of these hot spots varies across species. 

In S. cerevisiae, hot spots have a tendency to be near transcriptional start sites and do 

not have a recognisable DNA motif, whilst in other species like M. musculus and H. 

sapiens, DSB hot spots tend to avoid those regions and they seem to have a DNA motif 
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(Myers et al., 2006, 2008). Moreover, regions of the genome that contain high levels of 

trimethylation of histone H3 on lysine 4 (H3K4me3) correlate with hot spots in M. 

musculus, H. sapiens and yeast (Borde et al., 2009; Buard et al., 2009). In C. elegans, it 

has been shown that condensin DPY-28 affects DSB distribution and CO distribution 

(Mets and Meyer, 2009; Tsai et al., 2008), suggesting that condensin has a role regulating 

both by altering chromosome structure. 

 

1.2.7.2 DSB resection 

Once the dimer of Spo11 has carried out its function by producing a DSB, Spo11 remains 

covalently bound to the DNA (Bergerat et al., 1997; Keeney et al., 1997). This molecular 

intermediate is cleaved by the Mre11-Rad50-Xrs2/Nbs1 (MRX/N) exonuclease complex 

together with the endonuclease Com-1/Sae2/Ctp1, releasing two Spo-11-

oligonucleotides (Hartsuiker et al., 2009; Neale et al., 2005). Then, the 5’-3’ exonuclease 

EXO-1 resects the ssDNA end on either side of the break, producing two long 

overhanging 3’ single-stranded DNA (ssDNA) (Tsubouchi and Ogawa, 2000; Zakharyevich 

et al., 2010). In C. elegans, MRN/X complex is conserved but MRE-11 also shows an 

important role for DSB formation. mre-11 and rad-50 mutants cannot process DSBs and 

show oocytes containing chromatin aggregates at diakinesis (Chin and Villeneuve, 2001; 

Hayashi et al., 2007; Yin and Smolikove, 2013). These aggregates occur as a result of 

repairing DSBs by non-homologous end joining (NHEJ) instead of using homologous 

recombination (HR). 

 

1.2.7.3 Strand invasion  

Following resection, several RPA (replication factor A) molecules bind to the ssDNA tails 

to protect and stabilise them from creating secondary structures. After this, RPA is 

replaced by two recombinases: Rad51 and the meiosis-specific DMC1 (Bishop et al., 

1992; Sehorn et al., 2004; Shinohara et al., 1992). These RAD51-DMC1-ssDNA 

complexes, together with other chromatin remodelling proteins, can invade other 

double strand DNA (dsDNA) templates searching for homology. As a result of this, the 

complementary strand of the invaded dsDNA template is displaced creating a 
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displacement loop (D-loop) (Szostak et al., 1983). C. elegans does not have Dmc1 

homologue, so it is thought that RAD-51 recombinase can perform this activity alone. 

Moreover, RAD-51 foci peaks appear in wild type worms between early pachytene and 

mid pachytene, in contrast with the majority of species which have these peaks between 

leptotene and zygotene. This is because synapsis and DSB formation are independent in 

C. elegans (Alpi et al., 2003). 

 

1.2.7.4 Repair bias and partner choice 

Proper chromosome segregation requires DSBs to be repaired as COs using one of 

chromatids of the homologue as a repair template. Consequently, a repair bias 

mechanism is generated in meiosis by promoting inter-homologue (IH) strand invasion 

and inhibiting inter-sister (IS) recombination. This bias has been empirically observed in 

S. cerevisiae, where the ratio between IH:IS is 5:1, whereas if there was not any bias, the 

expected ratio would be 2:1 (Bzymek et al., 2010; Kadyk and Hartwell, 1992; Schwacha 

and Kleckner, 1994). This is achieved by the Hop2-Mnd1 heterodimer which promotes 

IH recombination by Dmc1 (Tsubouchi and Roeder, 2002; Zierhut et al., 2004). In yeast, 

it has also been shown that Mek1 signalling, a paralog of CHK-2 in C. elegans limits IS 

recombination (Goldfarb and Lichten, 2010). Moreover, Hop1, an axial element 

(HORMA-domain) protein in S. cerevisiae, is involved in an IH repair checkpoint where 

Hop1 is phosphorylated by Mec1/Tel1 to promote IH recombination (Niu et al., 2005; 

Wan et al., 2004). HORMA-domain protein HTP-1 appears to play an analogous role in 

preventing IS repair during meiosis in C. elegans (Martinez-Perez and Villeneuve, 2005). 

 

1.2.7.5 ZMM-dependent crossover pathways 

After D-loop formation, DNA polymerases extend the ssDNA using the invaded double 

strand as a template, spreading the D-loop as well. Then, the extended D-loop is taken 

by the opposite strand of the DSB, a process known as second end capture, forming a 

joint molecule (JM) between the two recombining chromatids (Szostak et al., 1983). 

Normally, this JM is not resolved by endonucleases, favouring this molecule becomes a 

double Holliday junction (dHJ) (Bzymek et al., 2010; Holliday, 1964). ZMM proteins 
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stabilise this dHJ intermediate, allowing it to be either repaired as a crossover event 

(resolution) or as a noncrossover event (dissolution) by resolvases (Wyatt and West, 

2014). Nevertheless, studies in S. cerevisiae have shown that dHJs are mostly repaired 

as COs (Bishop and Zickler, 2004; Lynn et al., 2007). Members of this ZMM family are: 

Mer3 helicase which helps to extend D-loops, Msh4-Msh5 heterodimer (known as 

MutSγ) which stabilises dHJs (Hollingsworth et al., 1995; De los Santos et al., 2003). Zip2, 

Zip3, Zip4 and Hei10 which modify protein interactions by SUMOylation and/or 

ubiquitination (Cheng et al., 2006; De Muyt et al., 2014; Perry et al., 2005). This ZMM-

dependent pathway is responsible for most crossovers in yeast, plants, mammals and 

for virtually all crossovers in the case of C. elegans (Guillon et al., 2005). ZMM-

dependent crossovers are known as class I crossovers. 

 

1.2.7.6 ZMM-independent crossover pathways 

Joint molecules can also be resolved as COs or non-crossovers (NCOs) by Mus81-Mms4 

and Slx-1-Slx4 endonucleases before they become dHJ (Cromie et al., 2006; Gaillard et 

al., 2003; Interthal and Heyer, 2000; Zakharyevich et al., 2012). These COs are known as 

class II crossovers, and in contrast to class I they do not show CO interference (see 

section 1.2.7.8.3 below) and are responsible for a small fraction of the total number of 

COs in most species. In M. musculus, this pathway contributes with 5-10% of COs 

(Holloway et al., 2008), 5% in Arabidopsis thaliana (Higgins et al., 2012) and 15-35% in 

budding yeast (Wan et al., 2004). However, S. pombe relies on this pathway almost 

completely, depending on Mus-81-Emei1 endonucleases to form 80-95% of its COs, 

which do not show CO interference (Smith et al., 2003). Although C. elegans does not 

use this pathway to form COs in normal conditions, MUS-81 with SLX-1 and SLX1-SLX4 

can create class II crossovers if there is an artificial increase of DSBs that come from 

gamma-irradiation or a mutation in the helicase rtel-1 (Agostinho et al., 2013; Saito et 

al., 2013; Youds et al., 2010).  
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1.2.7.7 Crossover vs non-crossover pathway 

The number of DSBs greatly exceeds the number of COs, implying that most DSBs are 

repaired as NCO events. The majority of NCOs are generated by the synthesis-

dependent strand annealing (SDSA) pathway in S. cerevisiae (McMahill et al., 2007). In 

this pathway, the D-loop of the JM is disrupted because ZMM proteins are not protecting 

the dHJ. Then, the invading 3’ ssDNA is able to reanneal with the other side of the DSB 

and DNA synthesis in both strands occurs (Morrical, 2015). Surprisingly, S. cerevisiae 

could also generate NCOs by the dissolution of dHJs by the Sgs1 (BLM in mammals) 

helicase working together with TopoIIIα topoisomerase (Martini et al., 2011). In C. 

elegans, the conserved anti-recombinase RTEL-1 promotes NCO formation by disrupting 

D-loops and promoting SDSA (Barber et al., 2008; Youds et al., 2010).  

On the other hand, only a subset of CO intermediates will transform into COs. The 

process of determining which CO intermediates will become mature COs is known as CO 

designation. In C. elegans, several MutS foci (class I component) per chromosome can 

be monitored at mid pachytene, when DSB repair is taking place. By late pachytene, 

these foci are restricted to the final CO site. Furthermore, COSA-1, an essential cyclin-

like protein for CO formation, reinforces CO designation, forming a single focus per 

homologue pair at late pachytene that indicates the position of the CO (Woglar and 

Villeneuve, 2018; Yokoo et al., 2012). Mutations in cosa-1, msh-4 or msh-5 genes lead 

to total defects in CO formation (Kelly et al., 2000; Yokoo et al., 2012; Zalevsky et al., 

1999). In mouse, CNTD1, an ortholog of COSA-1, has shown that it is also crucial for CO 

formation (Holloway et al., 2014), demonstrating conservation of this protein in CO 

formation. 

 

1.2.7.8 CO regulation 

The number and distribution of COs are highly regulated in all organisms. Although the 

regulation governing these two features is not completely understood, there are three 

different features of meiotic recombination that shape CO numbers and distribution. 

First, each pair of homologous chromosomes should receive at least one CO, which is 

known as CO assurance. Second, COs are more spread out than it would be expected 
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from a random distribution, which is known as CO interference. Finally, CO homeostasis 

maintains constant the number of COs despite increments or reductions in DSB 

numbers. Whether these properties are independently regulated or whether they are 

controlled by the same molecular mechanisms remains to be addressed. In this section, 

I will review the different processes that regulate crossover formation, mostly focusing 

on C. elegans. 

 

1.2.7.8.1 DSB distribution 

As recombination is initiated by the formation of SPO11-dependent DSBs, the number 

and location of DSBs has crucial impact on the location of the final product of 

recombination, which is the CO. Moreover, meiotic chromosome organization is 

essential for recombination, as chromosomes axes play key roles in  the regulation of 

DSB formation and repair (Borde and de Massy, 2013).  

Similar to CO interference, the formation of nearby DSBs is disfavoured during early 

meiosis in S. cerevisiae, a process known as DSB interference and that requires the Tel1 

(ATM) (Garcia et al., 2015). In mammals, the ATM kinase also diminishes the frequency 

of DSB formation expected across 70-100kb, thus preventing clustering of DSBs and 

shaping the DSB landscape (Mohibullah and Keeney, 2017). Interestingly, a study in S. 

cerevisiae showed that the addition of a non-natural DSB hotspot produces a decrement 

of DSBs and recombination around that zone (Ohta et al., 1999). Given this, it has been 

hypothesized that DSB hotspots compete among each other for essential DSB formation 

factors to form COs.  

In mice and humans, PRDM9, a histone methyltransferase with a specific DNA-binding 

domain, determines the distribution of the majority of DSBs and, consequently, DSB 

“hotspots” (Baudat et al., 2010; Parvanov et al., 2010). PRDM9 binds its DNA targets and 

catalyses histone H3 lysine 4 trimethylation (H3K4me3) on the closest nucleosomes, 

recruiting and activating SPO11 in a direct or indirect fashion. Moreover, H3K4me3 is 

not sufficient to promote DSB formation, as other regions of the genome enriched with 

H3K4me3, such as enhancers or transcription start sites, are not DSB hot spots (Brick et 

al., 2012; Myers et al., 2008).  
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In C. elegans the regulation of the DSB landscape is poorly understood, but it has been 

shown that condensin I has a crucial role controlling DSB distribution by modifying 

chromosome structure (Mets and Meyer, 2009). Spo11-oligonucleotide techniques have 

not been implemented in C. elegans yet, but ChIP-seq studies have showed that wild 

type chromosome arms are enriched with RAD-51, an essential early recombination 

intermediate, compared to chromosome centres, mirroring the CO distribution and 

suggesting that DSBs might form more frequently in chromosome arms (Yu et al., 2016). 

Nevertheless, RAD-51 was also detected in chromosome subtelomeric regions while COs 

are not present in these regions, showing a discrepancy between the RAD-51 

intermediates map and CO distribution, and implicating that DSBs are preferably 

repaired as non-crossovers in these regions (Ho et al., 2014; Yu et al., 2016). However, 

when DSBs are induced by ionizing radiation in spo-11 mutants, producing randomly 

placed artificial DSBs along the entire length of chromosomes, this increases the 

percentage of COs located in the central  region chromosomes (JS and AM, 1987).  

 

1.2.7.8.2 CO assurance 

Crossover assurance refers to the process that ensures the formation of at least one CO, 

the obligate CO, between each pair of homologues, which is essential for correct 

chromosome segregation at meiosis I. This phenomenon is present in most animals, 

however, an exception for this is the chromosome 4 of D. melanogaster, in which 

crossover formation does not occur (Hartmann and Sekelsky, 2017). Whether the same 

mechanisms governing CO interference are also responsible for CO assurance is 

uncertain. In S. cerevisiae, most zmm mutants, such as zip1 or msh5, have defects in SC 

formation and a decrease in the number of CO events, affecting both CO interference 

and CO assurance and indicating that these two properties could share molecular 

mechanisms (Börner et al., 2004). On the other hand, spo16  mutant, another ZMM 

component that promotes Zip1 polymerization from recombination sites, also shows 

defects in SC and  a reduced number of COs, making only 33-50% of COs compared to 

wild type levels and these residual COs retain CO interference, indicating that the 

molecular mechanisms that regulate CO assurance and CO interference could be 

different (Shinohara et al., 2008).  
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C. elegans displays strong crossover assurance, with a single artificially induced DSB per 

homologue pair being sufficient to form a crossover (Rosu et al., 2013). A feedback 

mechanism to ensure CO formation, by promoting DSB formation, takes place when cells 

have difficulties making CO-fated intermediates. Most mutants with defects in CO 

formation induce a crossover assurance checkpoint that prolongs CHK-2 activity, 

extending the leptotene/zygotene stage and maintaining active DSB-1 and DSB-2, two 

proteins thought to indicate a permissive DSB formation state (Rosu et al., 2013; 

Stamper et al., 2013). Doing this, these cells attempt to stimulate the formation of DSBs 

to ensure that each bivalent obtains a CO-fated intermediate, which exact nature 

remains unknown. Interestingly, these new DSBs are placed in different regions of the 

genome, altering the DSB map, and consequently, the CO distribution. A good example 

of this situation is the him-8 mutant. HIM-8 binds to the pairing center of the X 

chromosome and is essential to promote chromosome movement, synapsis, pairing 

and, therefore, CO formation within the X chromosome. him-8 mutants do not have any 

problem at making COs on the autosomes, however, they also show an alteration in 

autosomal genetic distances, demonstrating that this feedback mechanism is indirectly 

affecting the CO distribution in these autosomes (Herman and Kari, 1989; Yu et al., 

2016).  

 

1.2.7.8.3 Crossover interference 

The formation of one CO at one position disfavours the event of another CO event 

nearby, generating spaces between COs, which as a consequence follow a gamma 

distribution. This property, which was discovered more than 100 years ago in Drosophila 

melanogaster (Sturtevant, 1915), has been found in most organisms: S. cerevisiae (Sym 

et al., 1993), M. musculus (Broman et al., 2002), H. sapiens (Rasmussen and Holm, 1984) 

and C. elegans (Meneely et al., 2002). Only class I COs are affected by interference 

(Berchowitz et al., 2007; Holloway et al., 2008; De los Santos et al., 2003). Organisms 

such as Schizosaccharomyces pombe, in which 80-95% of its COs are formed by Mus81-

Eme1 (class II CO pathway), do not show CO interference (Cromie et al., 2006; Smith et 

al., 2003). Interestingly, Mus81 mutants in mice, which lack class II COs, have 

supplementary class I COs that are not subject to interference, implicating that there is 



46 
 

a temporal difference between the timing when interference acts and the formation of 

these new subset of  class I COs which replace the COs formed by MUS81 in mice 

(Holloway et al., 2008).  

C. elegans exhibits strong CO interference, showing one single CO event per homologue 

pair in most cases, this displaying complete crossover interference. However, genetic 

studies have shown that a second CO can rarely occur, and this second CO is normally 

far apart from the first CO. Moreover, studies with strains carrying chromosomes fusions 

involving two (mnT12 (X;IV) or three chromosomes (meT7 (III;X;IV)) have shown that a 

single CO is what it happens in most occasions, demonstrating that CO interference is 

powerful enough to limit the number of COs in a context where the length of the 

chromosome is three times longer in worms with a wild-type karyotype (Hillers and 

Villeneuve, 2003; Libuda et al., 2013; Lim et al., 2008). Although the signal that transmits 

interference remain unknown (see below), worms with partial depletion of a central 

region SC component displayed reduced interference, suggesting that an intact SC is 

important for interference (Libuda et al., 2013). 

 

1.2.7.8.3.1 Models of CO interference 

One question that remains elusive is how the signal responsible for interference is 

transmitted along chromosomes, with three main interference models having been 

proposed. The first model is the “mechanical stress model”, also known as Beam-Film 

model, which proposes chromosomes are under stress as they compress and expand 

continuously. In this model, CO designation reliefs the stress generated within the 

chromosome locally, creating a signal that could expand to the rest of the chromosome 

in both directions, dissipating with distance (Kleckner et al., 2004). If another CO event 

is needed to relief remaining stress, this will happen in a region where stress was not 

released by the first CO. In this model, the transmission of mechanical stress would be 

the signal responsible for CO interference. However this model would not explain why 

class II crossovers do not relieve stress as class I crossovers do (Berchowitz and 

Copenhaver, 2010; Kleckner et al., 2004; Zhang et al., 2014). The second model is the 

“polymerization model” which proposes that early recombination events begin 
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simultaneously within different locations along the chromosome in an independent 

fashion and they would have the same probability of developing a polymerization event 

(Berchowitz and Copenhaver, 2010; King and Mortimer, 1990). This polymerization 

event could propagate bidirectionally to the rest of the chromosome, acting as the 

interference signal that blocks nearby events to become COs. Nevertheless, this polymer 

has never been found, but it is possible that cohesin or a histone modification, such as 

acetylation, phosphorylation or methylation, could be the signal that acts as a polymer. 

The third model is the “counting model” which is a mathematical model that predicts 

that contiguous COs are widely spaced by a fixed number of intervening NCOs. The 

original counting model predicted CO data from Drosophila and N. crassa well, whereas 

it was not able to do the same with CO data from humans and S. cerevisiae. To explain 

these CO distributions, a new version of the counting model was adapted. This version 

admitted several non-interfering CO, fitting data from humans, S. cerevisiae and A. 

thaliana. However, no specific CO interference mechanism has been proposed for this 

model (Berchowitz and Copenhaver, 2010; Foss et al., 1993; Zhang et al., 2014). 

 

1.2.7.8.4 CO Homeostasis 

Meiotic DSBs outnumber CO events in all studied organisms and the ratio between 

CO/DSB depends on the organism. However, if the number of DSBs is altered, a 

phenomenon called CO homeostasis maintains the number of COs constant despite of 

increasing or decreasing numbers of DSBs, which is achieved by modulating the number 

of NCO events. This property has been observed in S. cerevisiae, M. musculus, C. elegans 

and A. thaliana (Cole et al., 2012; Martini et al., 2006; Varas et al., 2015; Yokoo et al., 

2012). 

Similar to CO assurance, C. elegans shows robust CO homeostasis. As previously 

mentioned, a single DSB produced by transposon excision is sufficient to form a CO in C. 

elegans (Rosu et al., 2013). However, the study which demonstrated better CO 

homeostasis in C. elegans was performed by Yokoo and colleagues. In this study, spo-11 

mutants were irradiated with different amounts of gamma irradiation. At lower 

amounts of irradiation, these artificial DSBs were proficiently transformed into one CO 
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per homolog; at higher amounts of irradiation, these worms kept making only one CO 

per homolog despite much higher numbers of DSBs, demonstrating that CO homeostasis 

is present in C. elegans (Yokoo et al., 2012).  

Finally, CO homeostasis could be considered as a consequence of both CO assurance 

and CO interference. Firstly, CO assurance stablishes the minimum number of CO per 

pair of homologous and, simultaneously, CO interference defines the maximum number 

of CO per homolog. Given this, to distinguish whether these three phenomena share 

molecular mechanisms or not is a question that remains to be clarified. 

 

1.2.7.8.5 CO distribution 

CO distribution results from the interplay between all the regulatory phenomena 

mentioned above, and is also known to be variable across organisms and even between 

the sexes of the same species (Mézard et al., 2015). Nevertheless, the molecular 

mechanisms that regulate CO distribution are vastly unknown. There are some patterns 

that are generally found among species, for example, centromeres and telomeres are 

usually depleted of COs, as COs in these regions are thought to increase the probability 

of meiotic chromosome missegregation (Ottolini et al., 2015; Ren et al., 2016; Saito and 

Colaiácovo, 2017). COs can affect kinetochore orientation and cohesion around the 

pericentric region when they are placed at centromeres, inducing high levels of   

chromosome missegregation during meiosis I in S. cerevisiae (Sears et al., 1995). This 

was known as the “centromere effect” and it was firstly described in D. melanogaster 

(Beadle and Ker, 1931) but it has also been found in other organisms. In plants, this 

centromere effect is achieved by methylation of centromeric regions by met1 (Yelina et 

al., 2012).  

In C. elegans, even though this nematode has holocentric chromosomes (lacking 

localized  centromeres), COs tend to be avoided around the centre of chromosomes by 

a mechanisms that requires the SLX-1 endonuclease (Saito et al., 2013). High resolution 

recombination mapping has shown that the C. elegans genome does not contain 

apparent CO hotspots regions and that COs are also excluded at telomeres (Barnes et 

al., 1995; Kaur and Rockman, 2014; Rockman and Kruglyak, 2009; Yu et al., 2016).  
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1.2.8 Chromosome Remodelling 

Following the formation of COs between the homologues, the SC is disassembled, and 

chromosomes start to condense during diplotene in preparation for the meiotic 

divisions. SC disassembly is a highly regulated and kinase-dependent process in which 

the timing between CO formation and SC disassembly is crucial. In S. cerevisiae, SC 

disassembly depends on Cdc5 (Polo-like kinase) and Ipl1 (Aurora B) kinases (Jordan et 

al., 2009; Sourirajan and Lichten, 2008). Similar to S. cerevisiae, PLK1 and INCENP, a 

protein cofactor which regulates Aurora B localization and activation, participate in SC 

disassembly in M. musculus, and they are both located to the SC during pachytene 

(Jordan et al., 2012; Parra, 2003). SC components SYCP1 and TEX12 are phosphorylated 

by PLK1, promoting the disassembly of the central region of the SC at diplotene (Parra, 

2003).  This affects INCENP localization which disappears from the chromosome arms 

and stays at the centromeric regions recruiting Aurora B (Parra, 2003). SYCP3 and SYCP2 

vanish from the lateral elements by Aurora B activity, and they are only maintained at 

the heterochromatic centromeres until metaphase I (Parra, 2003; Sun and Handel, 

2008). In C. elegans, chromosomes are holocentric, so the strategy must be different. 

CO formation triggers the asymmetrical disassembly of the SC around the CO site, with 

the SC being depleted between the CO and the furthest telomere, and retained between 

the CO and the closest telomere  (Nabeshima et al., 2005). COs also produce a 

redistribution of axial element components: while  HIM-3 and HTP-3 remain located 

along the whole length of chromosomes (Goodyer et al., 2008; Zetka et al., 1999), while 

HTP-1/2 and LAB-1 are only retained between the CO and the furthest telomere (SC 

depleted region) (figure 7) (De Carvalho et al., 2008; Martinez-Perez et al., 2008).  The 

region retaining SC components until late diakinesis is known as the short arm of 

bivalents, while the region containing HTP-1/2 and LAB-1 is known as the long arm of 

bivalent diakinesis. This CO-triggered remodelling is crucial for chromosome segregation 

as regions containing HTP-1/2 and LAB-1 are protected from cohesin removal during the 

first meiotic division (De Carvalho et al., 2008; Ferrandiz et al., 2018; Martinez-Perez et 

al., 2008). 
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1.2.9 The Meiotic divisions 

Chiasma formation during meiotic prophase is crucial for the meiotic divisions, as this 

structure, provided by a CO together with SCC, is essential for the correct orientation of 

bivalents on the metaphase I plate. Key to this process is the mono-orientation of sister 

centromeres so that their kinetochores attach together to microtubules from the same 

spindle pole. In organisms with monocentric chromosomes, such as mammals or 

budding yeast, the kinetochore is located in the predetermined centromere position. In 

organism with holocentric chromosomes, such as C. elegans or some plants, the 

kinetochores decorate the whole length of the chromosome (Biggins and Walczak, 2003; 

Hauf and Watanabe, 2004; Kitagawa and Hieter, 2001). Once all bivalents are correctly 

aligned on the metaphase plate, the onset of anaphase I triggers the activation of 

separase, which induces cohesin cleavage along chromosome arms to allow the 

separation of homologous to opposite poles of the cell. Crucially, cohesin on 

centromeric regions is protected from separase cleavage during the first meiotic 

division, so that these regions remain tethered until the second meiotic division. As 

mentioned above, in C. elegans HTP-1/2 and LAB-1 determine the regions in which 

cohesin must be protected during the first meiotic division. They achieve this by 

promoting recruitment of the PP1 phosphatase, which antagonizes Aurora B 

recruitment and thus REC-8 phosphorylation, which promotes cohesin removal (De 

Carvalho et al., 2008; Ferrandiz et al., 2018; Martinez-Perez et al., 2008). Finally, during 

the second meiotic division, sister kinetochores are bi-orientated, attaching to 

microtubules from opposite spindle poles, and complete removal of cohesin by separase 

allows the segregation of sister chromatids to opposite spindle poles, generating haploid 

gametes. 

The goal of this project was to improve our understanding on the interplay between 

chromosome structure and CO formation. Particularly, I wanted to understand how 

subtle differences in chromosome structure could alter CO properties, and, at the same 

time, how these COs could promote changes in chromosome structure. 
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1.3 Aims of this thesis  

The original aims of this study were: 

1. To use super resolution microscopy (SRM) to investigate the structural changes 

that meiotic chromosomes undergo during meiosis, focusing on the process of 

crossover formation during meiotic prophase. 

 

2. To elucidate how the him-13 mutation affects crossover distribution and/or 

chromosome morphology.  

 

To achieve aim 1, the first experimental goal of this study was to develop protocols to 

image three-dimensionally intact meiotic nuclei from the C. elegans germline using 

different SRM techniques. Chapter 3 contains a brief introduction to SRM and a detailed 

description of the methods that I developed to implement SIM and STED microscopy to 

image meiotic chromosomes. 

 

The first goal for aim 2 was to identify the molecular identity of the him-13 mutation, 

which previous studies in the lab had demonstrated to induce an altered CO distribution 

without affecting CO numbers. Moreover, these studies also suggested that diakinesis 

bivalents displayed altered chromosome structure, despite the presence of chiasmata. 

These features made this mutant an attractive candidate to investigate the functional 

interplay between meiotic chromosome structure and the mechanisms that determine 

CO distribution. Chapter 4 shows the multiple genetic approaches that I took to 

determine the molecular identity of the him-13 mutation, while chapter 5 is dedicated 

to the functional characterisation of this mutant, including the use of SRM to investigate 

CO distribution in him-13 mutants. 

 

Finally, in chapter 6, I exploit SRM methods described in chapter 3 to perform a detailed 

analysis of the morphological features of specific chromosomes at different meiotic 
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stages, and I start investigating how different known regulators of meiotic chromosome 

structure affect these features. 
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Figure 1. C. elegans is an excellent model to study meiosis 

A - Schematic diagram of C. elegans germ line showing all the stages of meiosis. Each 

germ line contains a complete time course of meiosis with nuclei organised in a 

spatial/temporal gradient in which specific meiotic stages can be easily identified. The 

main events of meiotic prophase can be easily distinguished by the specific morphology 

of the nucleus in each stage. In TZ, nuclei form a distinct crescent moon shape, which 

indicates the clustering of homologues as they look for each other. In pachytene, the SC 

is established between the homologs, forming parallel tracks. Following this, CO 

formation in late pachytene triggers the disassembly of the SC, leading to the distinct 

chromosomal morphology of the diplotene stage, where chromosomes condense and 

undergo remodelling. Finally, in diakinesis, 6 bivalents, which are only linked by the 

chiasmata and SCC, can be visualised. 

B - Dissected C. elegans germ line stained with DAPI. 

 

Diagram adapted from my colleague Sarah Testori. 
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Figure 2. Synaptonemal complex structure and chromosome organization is highly 

conserved across organisms 

The synaptonemal complex (SC) is a dynamic zipper-like tripartite proteinaceous 

structure that holds together the homologous chromosomes during meiotic prophase 

before the first meiotic division. Cohesin complexes and HORMA proteins are loaded 

onto the homologous chromosomes forming the axial elements (AEs). Central element 

(CE) are loaded along the midline of the homologous chromosomes stabilising synapsis. 

At pachytene stage, synapsis is completed, and SC is fully formed between homologous 

chromosomes. The SC is disassembled again during diplotene and diakinesis stages. The 

separation between the axial elements is around 120 nm in C. elegans. 

Diagram adapted from Sarah Testori. 
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Figure 3. Diagram showing the main events of meiotic recombination in C. elegans 

Homologues are represented in red and blue, while the sister chromatids of each 

homolog are represented by two lines of the same colour. Enzymes required for specific 

events are indicated on the right side of each specific step. Recombination is initiated 

with the formation of a DSB in a single chromatid by SPO-11. MRE-11/RAD-50 

exonuclease complex together with the endonuclease COM-1 cleave this intermediate, 

releasing two SPO-11-oligonucleotides. Then, the 5’- 3’ EXO-1 exonuclease completes 

the resection, creating two overhanging 3’ ssDNA. After this, RAD-51 is loaded onto the 

ssDNA and promotes the invasion of another chromatid from the other homologous 

chromosome, creating a D-loop by DNA synthesis. RTEL-1 can destabilise this structure, 

producing a NCO event. However, when this structure is stabilised by ZMM proteins 

(MSH-4, MSH-5), a dHJ is formed. This dHJ is repaired as a CO event (resolution) or as a 

NCO event (dissolution). Interestingly, C. elegans RAD-51 is enough to promote the 

strand invasion, whereas in most organisms the meiosis-specific DMC1 recombinase is 

also required. Moreover, Class I COs are responsible for virtually all crossovers in the 

case of C. elegans. 
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Figure 4. Cohesin complexes in C. elegans 

The core cohesin complex is formed by two SMC proteins, SMC-1 and SMC-3, which are 

linked by a hinge domain, plus a kleisin subunit (SCC-1, REC-8 or COH-3/4) that bridges 

the ATPase heads of SMC-1 and SMC-3, completing the cohesin ring. The SCC-3 subunit 

associates with the kleisin and is essential for cohesin function. Mitotic and meiotic 

cohesin differ in the kleisin subunit, which defines the different roles of the cohesin ring 

carries. During meiosis, the mitotic kleisin SCC-1 is substituted by the meiosis-specific 

kleisins REC-8 or COH-3/4. 
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Figure 5. Condensin complexes in C. elegans 

Condensin complexes consist of two SMC proteins, linked by a hinge domain, and three 

non-SMC proteins. Condensin I and the dosage-compensation condensin complex 

(condensin IDC) share the same non-SMC proteins (DPY-28, DPY26 and CAPG-1) and one 

SMC protein (MIX-1), whereas they differ in one SMC subunit (SMC-4 in condensin I and 

DYP-27 in condensin IDC). Condensin II shares the SMC proteins with condensin I (SMC-4 

and MIX-1), while differing in the three non-SMC proteins (CAPG-2, HCP-6 and KLE-2). 
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Figure 6. Chromosome movement is generated by cytoskeletal forces generated 

outside the nucleus 

A - Microtubule structure. α-β-tubulin dimers are assembled into protofilaments. A 

microtubule is composed of 13 of these protofilaments, forming a 25-nm-wide cylinder. 

Each microtubule contains a stable and slow-growing minus end, and an unstable and 

fast-growing plus end.  

B - Diagram of SUN-1/KASH-12 machinery transferring cytoskeletal forces into meiotic 

chromosomes. At the onset of meiosis, chromosomes are connected to the nuclear 

membrane through the chromosomal end containing the PC, which is bound by PC-

binding proteins that are phosphorylated by CHK-2 to induce PLK-2 recruitment. Then, 

PLK-2 promotes the formation of SUN-1/ZYG-12 aggregates. ZYG-12 is a transmembrane 

KASH protein that interacts with cytoplasmic dynein, which associates with the 

microtubule network. This molecular machinery promotes the generation of 

chromosomes movement by cytoskeletal forces located outside the nucleus. 

C – Schematic representation of chromosome movement at leptotene-zygotene stages. 

The model shows two pairs of homologous chromosomes (the first pair in black and 

second pair in pink) connected to the nuclear membrane through the SUN-1/ZYG-12 

machinery. Chromosome movement is generated outside the nucleus and transmitted 

by SUN/KASH complexes.  
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Figure 7. Diagram of chromosome remodelling triggered by crossovers during meiotic 

prophase 

 

Top - Simplified diagram of chromosomal structural changes during crossover formation, 

homologous chromosomes are represented in blue and light brown. The red arrow 

marks the separation of sister chromatids around crossover sites.  

 

Bottom - Images of a single pair of homologous chromosomes as they undergo 

reorganisation of HTP-1 to the long arm and SYP-1 to the short arm of the late prophase 

bivalent. 

 

Adapted from Martinez-Perez et al. 2008.  
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CHAPTER 2: 

MATERIALS AND METHODS 

 
2.1 C. elegans general methods 

2.1.1 C. elegans growth conditions 

C. elegans strains were maintained on Nematode Growth Media (NGM) plates seeded 

with OP50 Escherichia coli (Brenner, 1974). Solutions and media are described in Table 

5. C. elegans Bristol strain (N2) was used as wild type control and all strains were 

maintained at 20 °C, unless otherwise stated. Worms were transferred to new seeded 

plates every 2-3 days to prevent them from starving and to provide a constant source of 

animals from all stages of the life cycle. Starved strains were wrapped in parafilm to 

prevent them from becoming dehydrated. A full list of strains used in this project can be 

found in Table 3. 

 

2.1.2 Handling and observation of C. elegans 

Animals were manipulated using a fine-crafted pick made from platinum wire (Sigma-

Aldrich platinum wire diameter 0.25 mm, product number: 373265) welded onto the 

end of a glass Pasteur pipette. Worms were visualised using a Leica MZ75 bench 

stereoscope or with a Leica MZ16F fluorescence stereoscope for transgenic worms 

carrying fluorescence markers. 

 

2.1.3 Maintenance of male stocks 

C. elegans males were maintained by picking 6 male wild type worms and putting them 

on NGM plates along with 3 L4 stage hermaphrodites to ensuring that mating occurred 

while hermaphrodites were young adults, resulting in the production of up to 50% of 

males in the F1 progeny. 

 

2.1.4 Genetic crosses 

Genetic crosses were performed by picking 3-6 males from N2 plates and putting them 

on NGM plates together with 1 hermaphrodite carrying the desired CRISPR allele, 
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transgene or mutation. Then, the F1 male progeny was used for subsequent crosses until 

the final strain containing all the required alleles was generated. Because of the random 

assortment and heterozygosity of alleles, excess crosses and progeny were picked at all 

steps to ensure that the desired combination of alleles was achieved (Brenner, 1974). 

Worms were screened by PCR, making sure they had the desired genotype.  

 

2.1.5 Maintenance of meiotic mutants 

Maintenance of C. elegans homozygous meiotic mutants is problematic because of the 

high levels of embryonic lethality observed among their progeny. Moreover, meiotic 

mutants have frequently compromised genomic integrity which allows the generation 

of novel mutations into the genome when strains are preserved as homozygous stocks. 

Given this, meiotic strains must be maintained in heterozygosity by using genetic 

balancers, which are reciprocal translocations that carry visible markers, such as GFP or 

unc mutations, to balance meiotic mutations. Homozygous worms of the desired 

mutation can be easily obtained from these balanced strains as they can be easily 

identified on the plates by the absence of GFP or/and unc phenotype. 

 

2.1.6 Cleaning of C. elegans strains 

C. elegans strains can be contaminated by moulds or bacteria, which could affect the 

usual growth of the animals. Contaminated strains were restored by washing the plates 

with Bleach Solution (Table 5). Contaminated worms and eggs were washed using 2 ml 

of Bleaching Solution per plate and then pipetted in a Falcon tube, using a final volume 

of 10 ml of Bleaching Solution for each wash. Falcon tubes were left on a nutator for 

around 10-15 minutes until the worms had dissolved, leaving no carcasses visible. The 

worm eggs were pelleted by centrifuging for 1 min at 900 x g in a bench top centrifuge 

at room-temperature (RT) and washed 3 times with 10 ml of dH2O. Finally, the egg pellet 

was resuspended in 500 μl of M9 and transferred onto fresh OP50 seeded NGM plates. 

After 12-18 hours the eggs hatched to produce a clean culture of worms. 

 

2.1.7 Freezing of C. elegans strains 

C. elegans can be frozen and stored in -80°C freezers or liquid nitrogen for many years, 

this is one of the most practical properties of this animal model (Brenner, 1974). L1 and 
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L2 early larval stages of the life cycle endure the freezing process best, consequently 

plates containing large amounts of L1 and L2 were used to create strain stocks. Worms 

from 3 plates were washed off using 1.5 ml of M9 and placed onto a 15 ml falcon tube. 

Then, this solution was mixed with freezing solution (Table 5) in a 1:1 ratio, pipetting 0.5 

ml of this mixture into 2 ml cryotube (Fisher), producing 6 vials in total. After this, they 

were immediately transferred to a -80°C, one of these vials was thawed the next day to 

check if the strain had survived the freezing process.  

 

  
2.2 DNA methods 

2.2.1 Single worm lysis for DNA extraction 

C. elegans genomic DNA was obtained from a single worm by placing it in a 0.2 ml PCR 

tube containing 10 μl of 1x Polymerase Chain Reaction (PCR) Lysis Buffer with 1 μg/μl of 

Proteinase K (Table 5). The tube was frozen in liquid nitrogen and then transferred to a 

PCR thermocycler, running the following lysis program: 

- 70 min at 60°C  

- 15 min at 95°C 

The resulting DNA was used as a template for PCR reaction or stored at -20 °C until 

needed. The same protocol could be used to extract DNA from a population of animals 

by placing multiple animals in the same PCR tube. 

 

2.2.2 Single worm PCR 

Using 2-4 μl of extracted DNA as template, a 25 μl PCR reaction was set up as follows: 

 - 12.5 μl of Taq PCR Master Mix (Qiagen) 

 - 1 μ of the required primer pair [10μM] 

 - dH2O up to 25 μl 

 

The annealing temperature was established based on the melting temperature (Tm) of 

each primer pair and the duration of the elongation step was chosen depending on the 

amplicon size, assuming and extension rate of 1 Kbp per minute. 10 μl of the reaction 
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product was run on agarose gels by standard electrophoresis procedures. The following 

PCR program was used: 

 

   5 min at 95°C 

Denaturalization 30 sec at 95°C 

Annealing  30 sec at Tm 

Elongation  X sec at 72°C  

   10 min at 72°C for 1 cycle 

 

2.2.3 PCR amplicon sequencing 

For sequencing, DNA amplicon products were purified using the Qiagen MinElute PCR 

purification kit. 50 μl of PCR reaction volume was used to obtain sufficient purified DNA 

for sequencing. 10 μl of sterile H2O was used for the last step of the kit protocol. DNA 

was quantified using Qubit Fluorometer from Thermo Fischer Scientific. Sample tubes 

for sequencing were made with the purified PCR product at approximately 10 ng per 100 

bp of sequence and primer tubes were made at 2.5pmole. Both sample tubes and primer 

tubes were given to GeneWiz, an external sequencing company.  

 

2.2.4 Whole plate DNA extraction 

To collect the worms from starved plates from genetic mapping crosses (figure 20A and 

32), plates were washed 3 times with M9 + 0.1 % Triton X-100 and placed in 15 ml tube 

balanced up to 10 ml. Animals were centrifuged at 2000 rpm for 2 min and supernatant 

was removed, the worm pellet was washed 3 times with dH2O and stored at -80 °C O/N. 

The Gentra Puregene Tissue Kit (QIAGEN) was used for the DNA extraction using an 

adapted protocol for worms. The following protocol relates to an extraction of 75 μl 

worm pellet: 

 

The worm pellet was placed to a 1.5 ml tube and 600 μl of Cell Lysis Solution + 5 μl of 

Proteinase K were added, mixing the tube by inverting 25 times. After this, the samples 

were incubated at 55 °C in a shaking block for 4 h at 500 rpm. Once the sample was clear, 

3 μl of RNAse A were added and the sample was mixed by inverting 25 times. The 

samples were incubated again at 55 °C in a shaking block for 1 h at 500 rpm, then 
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incubated on ice for 1 min. 200 μl of Protein Precipitation Solution were added and the 

samples were vortexed for 20 s and incubated on ice for 5 min. The samples were 

centrifuged at 16,200 x g for 3 min at 4 °C. 

 

600 μl of isopropanol were placed to a clean 1.5 ml Eppendorf tube and the supernatant, 

from the previous centrifugation was carefully added. The tubes were mixed by inverting 

50 times and centrifuged at 16,200 x g for 15 min at 4° C. The supernatant was removed 

by pouring carefully and the pellet was left to dry on a clean piece of filter paper. Then, 

the pellet was washed 3 times with 70% ethanol and centrifuged at 16,200 x g for 15 

min at 4 °C. In the last wash, the supernatant was discarded by pouring and left to dry 

on a clean piece of filter paper. Finally, the DNA was resuspended in 100 μl of dH2O. The 

DNA concentration was measured using both Qubit Fluorometer (Thermo Fisher 

Scientific) and NanoDrop (Thermo Fisher Scientific). 

 

2.2.5 Whole genome sequencing 

DNA libraries for WGS were prepared by the LMS Genomics Facility and analysis of the 

dataset was carried out by the LMS Computing and Bioinformatics Facility. 

 

2.2.6 Pyrosequencer 

To check the status of each SNP, PyroMark Q96 ID instrument was used (Biotage) (Luis 

Royo et al., 2007). 30 ng of genomic DNA was added to 50 μl of PCR mix composed of 

25 μl of Taq PCR Master Mix (Qiagen), 0.8 μl of the universal biotinylated forward primer 

(biotin-cgccagggttttcccagtcacgac) at 10 mM, 0.2 μl of the specific forward primer at 10 

mM and 1 μl of specific reverse primer at 10 mM. PCR product was purified and 

pyrosequenced by following the manufacturer’s instructions and using the proper 

sequencing primer for each SNP. 

 

 

2.3 Transgenic methods 

To generate transgenic worms, Mos1-mediated single-copy insertion (MosSCI) 

technique was used in this study (Frøkjær-Jensen et al., 2008). To use this method, the 

chosen gene needs to be cloned into a vector which contains a wild type copy of unc-
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119 gene. These two genes are flanked by two homologous sequences which are 

identical to the chromosomal locus with the Mos1 site. The Mos1 transposon is excised 

by the Mos1 transposase, generating a DSB, and the chosen gene is inserted by 

homologous recombination using the homologous sequences within the vector. 

Depending on which chromosome we want to insert our gene of interest, we need to 

choose the appropriate strain and vector combination. I generated two alleles using this 

method, fqSi1 (mei-2WT) and fqSi2 (mei-2E131K), inserting the transgenes of interest in a 

Chromosome II locus (ttTi5605, EG4322 strain) using the pCFJ151 plasmid. The rest of 

the transgenes used in this study had been generated by members of our lab or had 

been ordered from the Caenorhabditis genetics center (CGC). 

 

2.3.1 Preparation of worms for injection 

EG4322 strain was microinjected to generate the transgenic strain. These worms carried 

an unc-119 mutation that made them “uncoordinated”, affecting the movement of the 

worms and acting as a visible marker. Because the transgene carried a wild type copy of 

unc-119 gene, after insertion, positive worms recovered wild type movement, making it 

easy to identify. These strains were kept in an incubator at 15 °C on NGM plates seeded 

with HB101, because this strain of E. coli improves viability of microinjected worms. To 

microinject young adult worms, L4 worms were picked to new NGM plates seeded with 

bacteria 24 hours before microinjection.  

 

2.3.2 Generation of plasmids for injection 

The plasmids used for injection were generated by gene synthesis and cloned into the 

MosSCI vector by GeneScript, an external cloning company. 

 

2.3.3 Generation of transgenic strains by microinjection 

Worms were microinjected with the transgene construct into their germline. To 

differentiate worms that had been properly microinjected from those that had not, and 

those which had the insert integrated and those in which it was expressed from an extra-

chromosomal array, several positive and negative markers were used. Positive injected 

worms were identified by the presence of non-unc progeny, as the unc-119 phenotype 

was only rescued by the insertion of the wild type copy carried in the transgene vector. 
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Furthermore, three other markers were co-injected with the transgene vectors. These 

have mCherry expression driven by pharyngeal, neural and muscle promoters and as a 

consequence, the progeny which has been correctly microinjected will exhibit mCherry 

expression. To eliminate worms which had extrachromosomal arrays, a plasmid 

containing the peel-1 negative selection marker was also co-injected. After a heat-shock 

at 34 °C for 2 hrs, peel-1 expression causes the presence of extra chromosomal arrays to 

become toxic for worms, therefore surviving non-unc worms must have an insertion 

event and no extra chromosomal array. To check for occasional survivors from heat-

shock that were array positive, worms were checked for the absence of mCherry makers. 

Afterwards, worms were checked by PCR (see below). 

 

2.3.4 Preparation of the injection mix 

Plasmid constructs from GeneScript were suspended in 20 μl of water, using 1 μl of this 

to transform chemically competent DH115a E. coli cells, following the manufacturer’s 

instructions. After the transformation, 100 μl of bacteria were spread on LB plates with 

ampicillin (50mg/ml). Then, a liquid culture using a single colony was performed to 

isolate enough plasmid DNA by using the Invitrogen Miniprep Kit. Afterwards, Qubit 

Fluorometer was used to quantify the amount of DNA. 

 

Table 1: 10X Injection mix 

Plasmid  Description Final concentration 

pCFJ601  Peft-3::transposase 500ng/μl 

pGH8  Prab-3::mCherry (panneuronal) 100ng/μl 

pCFJ90  Pmyo-2::mCherry (pharynx muscle) 25ng/μl 

pCFJ104  Pmyo-3::mCherry (body muscle) 50ng/μl 

pMA122 1  Phsp::peel- 100ng/μl 

 

 

 

 

 

2.3.5 Worm handling 
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Worms are immobilised by putting them onto 2% agarose pads, which had been pre-

warned at 37° C. Halocarbon oil 700 (Sigma-Aldrich) was used to immerse to avoid 

worms dehydration. Borosilicate glass (OD 1.9 mm, ID 0.78 mm from Stutter Instrument) 

was used to make needles by pulling them with the Flaming/brown Micropipette Puller 

(model P97, Sutter Instrument). These needles were used to microinject worms in the 

gonad. Microinjected animals were recovered from the pads by washing them with a 

drop of M9 to transfer them onto individual NGM plates seeded with bacteria for 

recovery. Worms were left to recover at 20 °C for a few hours and then were transferred 

to 25 °C until they were starved. 

 

2.3.6 Screening for full insertion events 

Starved plates were left in an incubator at 34 °C for 3 hours for heat-shock and then 

transferred to an incubator at 20 °C to recover until the next day. This gave time to peel-

1 toxin to act before screening for MosSCI insertion. Animals with the inserted transgene 

were found at the L1 stage with a wild type phenotype, not expressing any of the 

mCherry markers that were co-injected with the transgene. Several of these worms 

were transferred to individual plates and let them to lay progeny. The mother was lysed 

and checked for the insertion by PCR using “Chromosome II insert positive” primers (see 

below). After confirming that the gene had been inserted, homozygous worms were 

isolated by picking 16 worms into separate plates and then checked that their progeny 

was not unc. Moreover, “Chromosome II insert homozygous” primers (see below), in 

which one primer is over the Mos excision, were also used to ensure that gave a blank 

result. Then, the strain carrying the transgene was crossed in the desired mutant 

background. 

 

Chromosome II insert positive           F: TCTGGCTCTGCTTCTTCGTT 
 

 R: CAATTCATCCCGGTTTCTGT 
 
 

Chromosome II insert homozygous   F: CGCTACTTACCGGAAACCAA 
 

 R: CCCGGGTTTGTCTAGATATGA 
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Table 2: Transgenic plasmids used 
 

Vector  Transgene Regulatory sequence Description 

pCFJ151 mei-2WT mei-2 5’ and 3’ UTR Wild type mei-2 
sequence 

pCFJ151 mei-2E131K mei-2 5’ and 3’ UTR mei-2 with him-13 
mutation (amino acid 
change from glutamic 
acid to lysine at position 
131) 

 
 

2.4 Co-CRISPR method 

Wild type young adult worms (N2) were microinjected to create CRISPR alleles. Cas9 

nuclease needs two small RNAs to function. The first RNA, CRISPR RNA (crRNA), guides 

the nuclease to the target sequence, whereas the second one, trans-activating crRNA 

(tracrRNA), associates with Cas9 and crRNA, forming the ribonucleoprotein complex 

that can cut the DNA at the targeted location (Paix et al., 2015). A dpy-10 co-CRISPR 

strategy (Arribere et al., 2014) was used for all CRISPR-generated strains.  

 

First, tracrRNA and specific crRNAs (Integrated DNA Technologies (IDT)) were incubated 

at 95˚C for 5 minutes, and then they were left to cool at RT. Ultramer oligonucleotides 

(IDT) were used as ssDNA repair templates. The initial mix contained: 2 µl of specific 

crRNA:trDNA duplex [100 µM], 0.2 µl of dpy-10 crRNA:trRNA duplex [100 µM], 2.95 µl 

of Alt-R™ S.p. Cas9 Nuclease 3NLS [61 µM] (IDT) and 0.21 µl of H2O. This mixture was 

incubated for 5 minutes at RT. After the incubation, 2.85 µl of H2O, 1.6 µl of specific 

ssDNA repair template and 0.5 µl of dpy-10 ssDNA were added to the initial mix, being 

this final injection mix used to microinject the germ line of young adult worms. Injected 

worms were picked to individual plates and left at 25˚C. After 4 days, F1 rollers and 

dumpy worms were transferred to individual plates and left to lay eggs. Then, F1 

hermaphrodites were screened by PCR using specific primers. 

 

 

2.5 C. elegans strains used 
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Table 3: List of strains used in this study 

 Strain Genotype 

Wild type N2 Wild type (Bristol). 

CB4856 Wild type (Hawaiian). 

CGC strains BW1102 dpy-6(e61), mei-2(ct102), unc-

29(e1072) I; sDp2 (I;f). 

CB3234 him-13(e1742). 

JK1743 gld-2(q497)/dpy-5(e61) unc-13(e51) I 

SP646 mnT12 (IV;X). 

EG7522 syIs46 II; unc-119(ed3) oxTi467 III 

EG7529 syIs46 II; unc-119(ed3) III; oxTi474 V 

EG7530  syIs46 II; unc-119(ed3) III; oxTi475 V 

EG7531  syIs46 II; unc-119(ed3) III; oxTi476 V 

EG7539  syIs46 II; unc-119(ed3) III; oxTi486 V 

Lab generated ATG56 him-13(e1742) I. Outcrossed 3 times 

with Hawaiian strain 

ATG228 smc-1 (fq20 [smc-1::gfp]) 

ATG398 dpy-26 (fq62 [dpy-26::degron::MYC]), 

eSi38 [sun-1p::TIR1::mRuby::sun-1 

3’UTR + Cbr-unc-119(+)] IV. 

Generated for 

this project 

ATGSi484 [Pmei-2 mei-2 3’ UTRmei-2] II; unc-

119(ed3) III 

ATGSi509 [Pmei-2 mei-2 3’ UTRmei-2] II; dpy-

5(e61), mei-2(ct102), unc-29(e1072) I. 

ATGSi510 [Pmei-2 mei-2 E131K 3’ UTRmei-2] II; 

dpy-5(e61), mei-2(ct102), unc-

29(e1072) I. 

ATGSi540 [Pmei-2 mei-2 3’ UTRmei-2] II, him-

13(e1742) I. 

ATG332 cosa-1(fq42 [cosa-1::HA]) III. 
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ATG335 mei-2 (fq37 [mei-2E131K]) I; cosa-1 (fq42 

[cosa-1::HA]) III. 

ATG337 mei-2(fq37 [E131K]) I. 

ATG344 mei-2 (fq45[mei-2::degron]) I; ieSi38 

[sun-1p::TIR1::mRuby::sun-1 3’UTR + 

Cbr-unc-119(+)] IV. 

ATG350 mei-2 (fq45[mei-2::degron]) I; cosa-1 

(fq42 [cosa-1::HA]), oxTi467 III; ieSi38 

[sun-1p::TIR1::mRuby::sun-1 3’UTR + 

Cbr-unc-119(+)] IV. 

ATG380 him-13(e1742) I; cosa-1 (fq42 [cosa-

1::HA]) III. 

ATG395 mei-2 (fq45[mei-2::degron]) I; cosa-1 

(fq42 [cosa-1::HA]) III; ieSi38 [sun-

1p::TIR1::mRuby::sun-1 3’UTR + Cbr-

unc-119(+)] IV; mnT12(IV;X). 

ATG401 cosa-1 (fq42 [cosa-1::HA]), oxTi467 III; 

oxTi475, oxTi486, oxTi476, oxTi474 V. 

ATG442 cosa-1 (fq42 [cosa-1::HA]), oxTi467 III; 

dpy-26 (fq62 [dpy-26::degrin::MYC]), 

eSi38 [sun-1p::TIR1::mRuby::sun-1 

3’UTR + Cbr-unc-119(+)] IV; oxTi475, 

oxTi486, oxTi476, oxTi474 V. 

ATG455 mei-2 (fq45[mei-2::degron]) I; cosa-1 

(fq42 [cosa-1::HA]), oxTi467 III; ieSi38 

[sun-1p::TIR1::mRuby::sun-1 3’UTR + 

Cbr-unc-119(+)] IV; oxTi475, oxTi486, 

oxTi476, oxTi474 V. 

ATG442 cosa-1 (fq42 [cosa-1::HA]), oxTi467 III; 

dpy-26 (fq62 [dpy-26::degron::MYC]), 

eSi38 [sun-1p::TIR1::mRuby::sun-1 
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3’UTR + Cbr-unc-119(+)] IV; oxTi475, 

oxTi486, oxTi476, oxTi474 V. 

 

2.6 Cytological methods 

2.6.1 Ethanol Fixation 

Ethanol fixation followed by DAPI staining is a quick and simple method to visualise C. 

elegans chromosomes cytologically. 20-25 worms were picked to a 8 μl drop of M9 

buffer on a superfrost charged slide (VWR scientific). As much liquid as possible was 

removed from the slide using a filter paper until the worms were left in a small volume 

of M9. 10 μl of 95 % ethanol was added to the slide and air-dried. This was repeated up 

to 3 times to ensure that the worms were fully dehydrated. Then, 10 μl of 2 μg/ml DAPI 

was added to the slide and a 22 x 22 glass cover slip was placed on top of the worms. 

Worms were observed on a Leica DMRB microscope using 20X, 40X, or 63X lenses and 

imaged with a Leica DFC300 FX camera. 

 

2.6.2 Immunostaining of C. elegans germ lines 

A slightly modified protocol for immunostaining was carried out as described in Martinez 

Perez & Villeneuve (Martinez-Perez and Villeneuve, 2005). Worms were synchronised 

by picking L4s to a fresh NGM plate and allowing them to mature for 20 h until they 

reach the young adult stage. 

 

Between 20-25 young adults from synchronised plates were picked in 15 μl EGG buffer 

(see Table 5) with 0.1 Tween on a 22 x 22 cover slip. Worms were dissected behind the 

pharynx using a fine needle in order to achieve optimum gonad extraction. Germ lines 

were fixed by adding 15 μl of 2 % paraformaldehyde (PFA) in EGG buffer and 0.1 % 

Tween. Pipetting gently ensured that PFA was equally distributed and aided in extruding 

the gonads. 15 μl of the solution was removed using the pipette and the remaining 

solution was covered with a superfrost charged slide (VWR scientific). The slides were 

then fixed for 5 minutes from the addition of the PFA and then were immersed in liquid 

nitrogen. After this, the coverslip was removed and the slide placed in a Coplin jar 

containing methanol at -20 °C. Although slides could be kept in -20 °C in methanol up to 
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24 hours, 5 minutes was sufficient for fixing the germ lines. The slides were washed 3 x 

5 min in PBST (see Table 5) in Coplin jars before being blocked for 1 hour in 0.7 % BSA in 

PSBT. 50 μl of primary antibody diluted in PBST was added to each slide and covered 

with a parafilm cover slip. Slides were incubated in a dark humid chamber at room 

temperature (RT) O/N. The next day, the primary antibody was washed 3 x 10 mins in 

PBST in Coplin jars. 50 μl of the proper secondary antibody (Invitrogen) diluted in PBST 

was added at a concentration of 1:500, placing another parafilm cover slip over the 

slides. The slides were again incubated for 2-3 hr RT in the dark in a humid chamber. 

After this, the secondary antibody was also washed for 3 x 10 mins in PBST in Coplin jars. 

80 μl of 2 mg/ml DAPI was added to the slides and incubated for 5 min. This was washed 

for 30 min in PBST and the slides mounted by the addition of 15 μl of Vectashield (Vector 

labs). A 22 x 22 cover-slip was used to seal the immunostaining. SRM slides were 

mounted by the addition of 10 μl of SlowFade (Vector labs).  

 

2.6.3 LacO staining 

LacO arrays were labelled using LacI::6His::GFP protein (Checchi et al., 2014). First, 

between 20-25 young adults from synchronised plates were picked to 15 μl of Sperm 

salts buffer (see Table 5) on a 22 x 22 cover slip. Worms were dissected behind the 

pharynx using a fine needle in order to achieve optimum gonad extraction. Germ lines 

were fixed by adding 15 μl of 5 % PFA in Sperm salts buffer. Pipetting gently ensured 

that PFA was equally distributed and aided in extruding the gonads. 15 μl of the solution 

was removed using the pipette and the remaining solution was covered with a 

superfrost charged slide (VWR scientific). The slides were then fixed for 5 minutes from 

the addition of the PFA and then were immersed in liquid nitrogen and then left in dry 

ice for at least 10 minutes. After this, the coverslip was removed and the slide placed in 

a Coplin jar containing methanol at -20 °C for a minute.  

 

The slides were washed 3 x 5 min in PBSTR (see Table 5) in Coplin jars before being 

blocked for 1 hour in 0.7% BSA in PSBTR. LacI::6his::GFP at a concentration of 1:200 and 

100 μl of primary antibodies diluted in PBSTR were added to each slide and covered with 

a parafilm cover slip. Slides were incubated in a dark humid chamber at 4 °C O/N. The 

next day, slides were washed 3 x 10 mins in PBSTR in Coplin jars. 100 μl of the proper 
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secondary antibodies (Invitrogen) diluted in PBSTR were added at a concentration of 

1:500, placing another parafilm cover slip over the slides. The slides were again 

incubated for 2-3 hr RT in the dark in a humid chamber. After this, the secondary 

antibody was also washed for 3 x 10 mins in PBSTR in Coplin jars. 80 μl of 2 mg/ml DAPI 

was added to the slides and incubated for 5 min. This was washed for 30 min in PBSTR 

and the slides mounted by the addition of 10 μl of SlowFade (Vector labs). A 18 x 18 high 

performance cover-slip (Zeiss) was used to seal the immunostaining. 

 

Table 4: List of antibodies used in this thesis 

Antibody  Host  Dilution Source 

HTP-1 (Q4421)  Rabbit  1:400  Lab generated. 

SYP-1  Guinea pig 1:200 (MacQueen et al., 2002). 

SYP-1  
 

Chicken 1:400 Lab generated (Crawley et al., 
2016). 

RAD-51  Rabbit 1:200 Novus Biologicals 
(discontinued). 

HIM-8  Rabbit 1:1000 Novus Biologicals. 

DSB-2  Rabbit 1:3000 (Rosu et al., 2013). 

GFP-488 Rabbit 1:200 InvitroGen. 

GFP-FITC Goat 1:250 Abcam. 

HA Mouse 1:250 Cell Signaling 

HTP-3 Guinea pig 1:500 (Goodyer et al., 2008) 

HIM-3S13P Rabbit 1:500 Lab generated. 

HIM-8T64P Rabbit 1:500 Lab generated (Kim et al., 

2015). 

PLK-2 Rabbit 1:500 (Labella et al., 2011). 

 

 

2.6.4 Widefield Microscopy 

Immunostained germ lines were acquired using a Deltavision Deconvolution microscope 

developed by Applied Precision (DeltaVision system core, Olympus 1X70 microscope, 

CoolSNAPHQ2 Monochrome camera). Germ lines were imaged in a series of Z-stacks that 

required to be deconvoluted to reverse the optical distortion. Z-stacks were processed 
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and analysed using the Softworks software and were subsequently flattened into a 2D 

projection (maximum intensity projection). A whole C. elegans germ line cannot be 

imaged in a single field because of its large size, requiring several fields to image the 

whole structure. Reconstruction of the whole image germ line was done using 

Photoshop (Adobe). 

 

2.6.5 Structure illumination microscopy (SIM) 

Slides were prepared as described above (2.6.2) but using SlowFade Diamond Antifade 

Mountant (ThermoFisher) and high-performance coverslips (D = 0.170±0.005 mm) 

(Zeiss). SR stacks were acquired by using Zeiss Elyra S1 (SR-SIM) microscope. Channel 

alignment, deconvolution and SIM processing of 3D stacks were performed by using ZEN 

software (Zeiss). 3D stacks were projected using maximum intensity projection in ImageJ 

and Images were edited in Photoshop (Adobe). IMARIS (Bitplane) was used to analyse 

SIM stacks in a three-dimensional fashion.  

 

2.6.6 Stimulation Depletion Microscopy (STED) 

Slides were prepared as described above (2.6.2) but using SlowFade Diamond Antifade 

Mountant (ThermoFisher) and high-performance coverslips (D = 0.170±0.005 mm) 

(Zeiss). DAPI was not used to label DNA because STED lasers excite it generating 

background. SR stacks were acquired by using Leica TCS SP8 STED 3X microscope. 3D 

stacks were projected using maximum intensity projection in ImageJ and Images were 

edited in Photoshop (Adobe).  

 

2.6.7 Auxin-degron system 

Worms were treated with auxin to deplete degron-tagged proteins in a strain expressing 

Psun-1::TIR1::mcherry (Zhang et al., 2015). Worms were put on NGM plates seeded with 

concentrated OP50 E. coli containing 1-4 mM auxin. Depending on the tagged-protein, 

the duration of the treatment was different, and worms were left on auxin plates 

accordingly. Control experiments were performed by using the same strain without 

auxin treatment. Moreover, this approach allows to study situations where degron-

tagged proteins are depleted in a temporal and germ line specific fashion.  

Table 5. List of buffers and solutions used 
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Name Composition Use 

NGM 3 g NaCl 

2.5 g Bactopeptone 

20 g Agar 

H2O up to 1 l 

1 ml 1M MgSO4 

1 ml 1M CaCl2 

1 ml 1M Cholesterol (5 mg/ml in 
EtOH) 

Autoclave and add 

25 ml Potassium Phosphate (1M, ph 
&.0) 

Dispense into 60 mm petri dishes 

Growth media for C. 
elegans strains 

B-Broth 10 g Bactotryptone 

5 g NaCl 

dH2O up to 1 l 

Growth media for OP50 
bacteria primary inoculum 

M9 5.8 g Na2HPO4 

3.0 KH2PO4 

0.5 NaCl 

1.0 g NH4Cl 

dH2O up to 1 liter 

Autoclave 

Short-term preservation 
of C. elegans in liquid 

Bleaching 
Solution 

5.5 ml H2O 

2.5 ml 2M NaOH 

2 ml Bleach 

Cleaning of contaminated 
C. elegans strains 

Freezing 
Solution 

5.85 g NaCl 

6.8 g KH2PO4 

300 g Glycerol 

5.6 ml 1M NaOH 

dH2O up to 1 l 

Cryopreservation of C. 
elegans strains 
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Autoclave and add 300 μl of 1 M 
MgSO4 

LB 1% Tryptone 

0.5% Yeast extract 

10mM NaCl 

2.5mM KCl 

10mM MgCl2 

10mM MgSO4 

20mM glucose 

Growth media for E. coli 

SOC 2% Tryptone 

0.5% Yeast Extract 

10mM NaCl 

2.5mM KCl 

10mM MgCl2 

10mM MgSO4 

20mM glucose 

Growth media for E. coli 
indicated for 
transformations 

10X PCR Lysis 
Buffer 

100mM Tris 

500mM KCl 

15mM MgCl2 

pH 8.3 

Add Proteinase K to 1X PCR lysis 
buffer before use – final 
concentration of 1 mg/ml 

DNA extraction 

10X EGG buffer 118mM NaCl 

48mM KCl2 

2mM CaCl2 

2mM MgCl2 

5mM HEPES 

pH 7.4 

Immunostaining 

10X PBS 0.2M Na2HPO4 Immunostaining 



86 
 

1.5M NaCl 

pH 7.4 

1X PBST 1X PBS 

0.1% Tween 20 

Immunostaining washes 

1X PBSTR 

 

1X PBS 

0.5% Triton 

Immunostaining washes 

1X Sperm Salts 50mM PIPES, pH 7.0 

25mM KCl 

1mM MgSO4 

45mM NaCl 

2mM CaCl2 

Immunostaining 

10x TBS 24g Tris-Base 

88g NaCl 

ddH2O up 1l 

pH 8.0 

Western Blot 

1X TBST 10X TBS 

0.1% Tween 20 

Western Blot Washes 

Transfer Buffer 1X Tris-Glycine 

20% Methanol 

Western Blot 

TRIS/AS 50mM TRIS/HCl pH 8.0 

10mM MgAc 

50uM ZnAc 

5% Glycerol 

0.1% Triton 

200mM AS 

5mM DTT 

3mM ATP 

2X Protease inhibitor cocktail (PIC) 
from Sigma 

Wash Buffer used for 
Binding Assay 
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ddH2O 

Running Buffer 1X Tris-Glycine 

0.10% SDS 

ddH2O 

Used for running 
denaturation gels 

Blocking 
Solution 

1% BSA 

PBST 

Immunostaining 
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CHAPTER 3 

SETTING UP SRM TECHNIQUES TO INVESTIGATE 

EARLY MEIOTIC CHROMOSOME STRUCTURE 

 

3.1 Objectives and Background 

One of the main objectives of this project was to use super resolution microscopy 

techniques to investigate meiotic chromosome structure in pachytene, when the axial 

elements of homologous chromosomes are separated by a distance of about 100 nm.  

Given that the lateral resolution limit of widefield microscopy is around 200 nm, this 

type of microscopy does not allow the visualisation of the axial elements of homologous 

chromosomes as separate structures.  For this reason, I decided to start imaging three-

dimensionally intact pachytene nuclei using both STED and SIM systems to validate the 

use of these systems in the C. elegans germ line. 

 

3.1.1 Meiotic chromosomes and the SC 

As previously described (see section 1.2.6), the SC is an essential proteinaceous complex 

for homologue pairing and recombination that is established between homologous 

chromosomes during leptotene-zygotene and pachytene. The SC has a tripartite 

structure composed of two AEs that are established along each homolog and the CEs, 

which bridge the AEs (figure 2). As shown by electron microscopy (EM), the width of the 

SC when it is fully paired is around 90-150 nm (Moses, 1969). In C. elegans, a study using 

immuno-electron microscopy proposed a model of how CE proteins (SYP-1, SYP-2, SYP-

3 and SYP-4) are organised among themselves and linked to the AEs in the SC (Schild-

Prüfert et al., 2011). Later, another study using PALM and STORM microscopy has 

proposed another model of how AE proteins (HTP-1/2, HTP-3, HIM-3 and cohesin 

complexes) are organised among themselves along homologous chromosomes in C. 

elegans (Köhler et al., 2017). More studies to integrate how both AEs and CEs are 

organised within the SC and how the SC associates with the chromatin will be required 
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(Carlton, 2013). Moreover, several remaining questions about the SC need to be 

addressed, including how the progression of recombination changes the properties of 

the SC.  

Nonetheless, there are several limitations to study the SC with conventional wide-field 

optical microscopy and other non-optical methods such as electron microscopy or X-ray 

crystallography. Firstly, the major limitation to investigate the SC with widefield 

microscopy is that the limit of resolution (200 nm) is bigger than the width of the SC (90-

150 nm), making it virtually impossible to study the SC ultrastructure by this method. 

Secondly, both X-ray crystallography and electron microscopy cannot label and image 

multiple specific molecules within the same sample, and they are extremely difficult to 

use. For these reasons, super resolution microscopy techniques have started to be 

successfully applied to study the structure of meiotic chromosomes (Carlton, 2008, 

2013). 

 

3.1.2 Super Resolution Microscopy (SRM) 

As mentioned above, the resolution limit of widefield and confocal microscopes is 

around 200 nm of lateral resolution and 700 nm of axial resolution. This limit was 

calculated by Ernest Abbe by using the formula: d= λ/2NA (where λ  represents the 

wavelength of emitted light  and NA the numerical aperture of the objective) (Abbe, 

1873). Two structures closer than the distance calculated by this formula cannot be 

visualised as separate structures by a traditional microscope. Nevertheless, in the last 

decades several optical methods have gone beyond this optical limit. These microscopy 

methods have achieved this by using different strategies. Stimulation Emission 

Depletion (STED) microscopy achieves this by exciting fluorophores within a constrained 

area, whereas in Structure Illumination Microscopy (SIM), this is achieved by using 

patterns of interference, modulating the excitation of fluorophores. Finally, Single 

Molecule Localisation Microscopy (SMLM) improves resolution by only activating a small 

population of fluorophores for each image and then combining these to give greater 

resolution (Huang et al., 2010). 
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3.1.3 STED microscopy 

STED microscopes increase the resolution by exciting fluorophores in a small region of 

the sample. This is achieved by taking advantage of the properties of fluorochromes. 

When a fluorochrome is excited by an excitation laser, an electron goes from the ground 

state of energy into an excited electronic state. After this, the electron becomes relaxed, 

coming back to the ground state and emitting fluorescence. In STED microscopy, the 

depletion laser is able to relax electrons which are on an excited electronic state into a 

higher vibrational state than the ground state, but without emitting fluorescence 

(Müller et al., 2012). 

The STED microscopy technique consist of using two synchronised lasers. The first laser 

is a conventional laser used in confocal microscopy which excites the sample. Then, the 

STED laser depletes the previously excited fluorochromes by projecting a donut-shape 

pulse of a longer wavelength. The STED laser deactivates the fluorophores by bringing 

back the fluorophores to the ground state without emitting fluorescence, leaving only a 

central spot where the excited fluorophores can emit fluorescence. The size of the 

central spot defines the resolution of the image, which is dependent on the power of 

the depletion laser (Wegel et al., 2016).  

3.1.4 SIM microscopy 

In widefield microscopy, the sample is illuminated with a uniform field, whereas in SIM 

microscopy, the sample is illuminated and imaged with different light patterns by using 

a grating. This process generates images with moiré patterns between the sample and 

the patterns that were used. High frequency information is encoded in these moiré 

pattern images, and it can be transformed into low frequency information, which can be 

resolved by the microscope. The final super resolution image is computationally 

reconstructed from multiple snapshots with different rotations and light patterns. SIM 

microscopes improve lateral resolution from 200 nm to 100 nm, whereas axial 

resolution is improved from 700 nm to 350 nm (Carlton, 2008; Dan et al., 2014).  
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3.1.5 SMLM: Photo Activated Localization Microscopy/ Stochastic Optical 

Reconstruction Microscopy (PALM/STORM) 

PALM and STORM microscopy go beyond the diffraction limit by localising the position 

of individual fluorochromes. In conventional widefield microscopy, most fluorochromes 

are simultaneously activated within the sample, being impossible to distinguish the 

fluorescence signal from fluorochromes that are closer than the diffraction limit. In 

SMLM microscopy, a small number of fluorochromes are stochastically activated in each 

acquired frame, localising specific fluorochromes each time. Importantly, activated 

individual fluorochromes emit a characteristic fluorescence signal that is known as the 

point spread function (PSF). This PSF can be visualised as an intensity distribution with a 

Gaussian shape. In SMLM, lateral position of each individual fluorochrome is 

mathematically determined by a Gaussian fit. Single fluorochrome positions of 

thousands of frames are combined, creating a super resolution image. On the other 

hand, the main difference between PALM and STORM microscopy is the fluorescent 

label. In PALM microscopy, fluorescent proteins are used, whereas in STORM 

microscopy, photoswitchable organic dyes are utilised (Baddeley and Bewersdorf, 2017; 

Huang et al., 2010; Schermelleh et al., 2010). 

 

3.2 Setting up conditions to use SR microscopes to image C. elegans germlines 

To use Zeiss Elyra S1 SR-SIM microscope, several aspects of sample preparation needed 

to be considered. First, this microscope is equipped with 405, 488, 561, and 637 laser 

lines and conventional fluorochromes can be used (GFP, Alexa488, Alexa555, Alexa647, 

DAPI, etc). Another important aspect is the use of an antifade mounting media to avoid 

photobleaching. This is quite important since this technique requires the acquisition of 

15 images (5 rotations x 3 grating positions) per focal plane within a stack. Ideally, the 

refractive index of the sample should be as close as possible to that of the coverslip 

(1.52). Initially, Prolong Diamond (Thermofisher) was used as mounting media because 

of its refractive index (1.46) and this requires to be cured for 3 days to achieve the best 

possible performance in terms of super resolution. However, this mounting media 

compresses the samples when curing, so I decided to stop using it as this reagent 
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compromises the three-dimensional structure of chromosomes. Given this, I started 

using SlowFade Diamond (Thermofisher), which is a non-curing mounting media suitable 

for SR imaging which also has a good refractive index (1.42). High-performance 

coverslips were also used for sample preparation. Imaging at depths deeper than 10 

microns into the sample can be problematic for SIM microscopes. Due to this reason and 

given that pachytene nuclei are about 5-6 µm in diameter and are radially organised in 

a cross section of the germline localising immediately under the thin germ line sheath, 

only the nuclei that were close to the coverslip were acquired.  

To use the Leica TCS SP8 STED 3X system, the same mounting media and coverslips that 

were chosen for the SIM sample preparation were used for STED microscopy. However, 

some aspects in terms of sample preparation were changed for STED microscopy. First, 

DAPI cannot be used in this system since STED depletion lasers excites DAPI and 

therefore generates background. Since labelling DNA is crucial to study meiotic 

chromosome structure, other DNA-dyes were tried. First, I tried PicoGreen, a DNA 

fluorescent marker comparable with DAPI. Unfortunately, this dye did not work in C. 

elegans germ lines. Then, I tried a new dye called SiR–Hoechst (Lukinavičius et al., 2015), 

which is a far-red DNA dye compatible with STED microscopy, that worked well to label 

DNA in dissected germ lines.  

On the other hand, STED systems require photostable fluorophores that can resist the 

high intensity of STED lasers and, subsequently, the second conventional laser. 

Moreover, these fluorophores need to be simultaneously compatible with the depletion 

and excitation lasers.  The antibodies that I tried that worked well were Alexa 488 

(ThermoFisher), Alexa 594 (ThermoFisher), Alexa 647 (ThermoFisher), Abberior STAR 

580 (Abberior Instruments), and Abberior STAR 635P (Abberior Instruments). 

  

3.3 SR Microscopy allows visualization of homologous axial elements in pachytene 

I first started using the Zeiss Elyra SIM system to investigate the structure of meiotic 

chromosomes. This system provides twice the resolution of widefield or confocal 

systems, enabling the visualisation of structures that could not be resolved before. I 

imaged germ lines of smc-1 (fq20 [smc-1::gfp]) worms (a core component of cohesin 
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present in mitotic and meiotic nuclei) to visualize the loading of the cohesin complex 

onto chromosomes at the onset of meiosis (figure 9A). These experiments revealed clear 

changes in SMC-1::GFP localization as mitotic nuclei differentiated and entered meiotic 

prophase in the transition zone of the germ line (corresponding to the stages of 

leptotene and zygotene). SMC-1::GFP has a dispersed pattern in mitotic nuclei, while in 

transition zone nuclei SMC-1::GFP is found forming linear structures corresponding to 

axial elements (figure 9B). I also used the SIM microscope to observe these axial 

elements (labelled by SMC-1::GFP) during the pachytene stage of meiotic prophase, 

when the SC is fully assembled and the axial elements of homologous chromosomes are 

thought to be separated by around 120 nm (Smolikov et al., 2008). Crucially, these 

images demonstrate separate SMC-1::GFP tracks corresponding to paired homologous 

chromosomes (red arrows in figure 10), suggesting that a resolution of at least 120 nm 

is achieved with the SIM system. Moreover, the SIM system can also be used to resolve 

other structures in the germ line. For example, in collaboration with Oliver Crawley and 

other members of my laboratory, I participated in a project that investigated the roles 

of the cohesin removal factor WAPL-1 during meiosis (Crawley et al., 2016). I used the 

SIM microscope to visualise changes in chromosome-associated cohesin in diakinesis 

oocytes of wapl-1 mutants and wild-type controls expressing SMC-1::GFP. I found that 

wapl-1 mutants showed a reduction in the amount of soluble cohesin at diakinesis, 

consistent with WAPL-1 restricting cohesin binding at this stage (figure 11). Surprisingly, 

I also found that both wapl-1 mutants and wild-type controls displayed a reduction in 

the amount of chromosome-associated cohesin between the most proximal oocyte, 

which is about to enter Metaphase I, and the second most proximal oocyte (figure 12). 

As the most proximal diakinesis oocyte is undergoing maturation due to CDK-1 

activation, this data suggests that WAPL-1-independent mechanism promotes cohesin 

removal at this stage. 

Despite the success of the SIM in separating the axial elements of homologous 

chromosomes, the SIM system is unlikely to give sufficient resolution to observe events 

such as the predicted separation of sister chromatids around CO sites, which may 

require resolution beyond 50 nm. Due to this, I started imaging pachytene nuclei of the 

SMC-1::GFP strain using a Leica TCS SP8 STED 3X system. Using this system, I was also 
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able to visualize the separation of axial elements from homologous chromosomes in 

pachytene nuclei (red arrows in figure 13). Although both SIM and STED systems can 

resolve the separation between the axial elements from homologous chromosomes 

(figure 10 and 13), the SIM system was more consistent than the STED system, not 

showing any photobleaching. Moreover, in collaboration with Prof. Paul French 

laboratory, we published an article describing a method for correcting optical 

aberrations by using a single spatial modulator, increasing the acquisition speed by using  

multibeam excitation and depletion (Görlitz et al., 2018)(figure 14). In summary, these 

results demonstrated that I successfully implemented SIM and STED methods to 

visualise meiotic chromosomes from three-dimensionally intact nuclei, providing a 

valuable tool to study changes in the structure of meiotic chromosomes. 

 

3.4 Studying CO distribution by three-dimensional tracking of chromosomes 

Genetic CO mapping has always been the classical way of studying CO distribution. 

Although precise, this method has several problems. Firstly, to perform a regular 

experiment can take between 2 or 3 months in C. elegans, which is time-consuming and 

expensive. Secondly, these experiments depend on the SNPs that are used to distinguish 

the parental genotypes, which limits the ability to detect some COs, for example close 

to the telomeres. Thirdly, genetic CO mapping requires the presence of F1 progeny in 

which recombination events that occur in the paternal or maternal meiosis can be 

determined. This can be difficult in many meiotic mutants due to the high levels of 

embryonic lethality caused by defects in chromosome segregation. For these reasons, I 

started to look for other alternative ways of investigating CO distribution. In mammals, 

CO distribution can be investigated by studying the location of MLH1 foci, which labels 

CO sites (Anderson et al., 1999), on SCs of pachytene nuclei. In plants and mammals, 

after the appearance of MSH4-MSH5 heterodimer (MutSγ), MLH1-MLH3 heterodimer 

(MutLγ) associates with pachytene nuclei to form class I COs (Gray and Cohen, 2016). 

This protocol involves measuring the total length of SC and the position of MLH1 foci 

along the SC, to calculate the relative distance of MLH1 foci to chromosome ends. 

However, this protocol requires the spreading of meiotic cells, which could potentially 

affect chromosome structure and alter SC length. A similar approach has been achieved 
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in C. elegans by labelling the axial elements of pachytene chromosomes from dissected 

germlines (Mets and Meyer, 2009), and subsequently this was combined with imaging 

of CO sites at late pachytene using GFP::COSA-1 (Libuda et al., 2013; Yokoo et al., 2012). 

Although this method did not imply any aggressive treatment of the germ line before 

the staining and allowed tracking of chromosome in three-dimensionally intact 

pachytene nuclei, it required to straighten chromosomes computationally, a highly time-

consuming process. Because of this, I decided to develop a new method to measure CO 

distribution combining 3D visualisation of nuclei and Super Resolution Microscopy 

(SRM). 

 

3.4.1 Three-dimensional tracking of chromosomes 

To track chromosomes in a three-dimensional fashion, I used Imaris software (BitPlane 

AG), which allows the reconstruction of 3D stacks. Although this programme was initially 

created to study neurons, it had some functions to track dendrites that could potentially 

be used to trace chromosomes. I attempted to track chromosomes using Deltavision 

files, however, it was not possible because the axial resolution (~600 nm) obtained by 

this method was not sufficient to properly reconstruct these nuclei (figure 16A). As a 

consequence of this, I tried to repeat this process but this time using SIM stacks from 

Zeiss ELYRA S1, in which the axial resolution is approximately 300 nm instead of the 600 

nm obtained in the Deltavision. This increase in axial resolution seemed to be crucial to 

be able to track chromosomes in intact pachytene nuclei (figure 16B). Then, I established 

the staining conditions to use this method to measure CO distribution. Firstly, I created 

a cosa-1::HA CRISPR strain so that HA antibodies could be used to visualise COs in 

pachytene nuclei, as the COSA-1 proteins forms clear foci a CO sites (Yokoo et al., 2012). 

Secondly, αHTP-3 antibodies were used to mark the axial elements in order to visualise 

the total length of chromosomes, as this HORMA-domain protein binds to the whole 

length of axial elements throughout meiotic prophase (Goodyer et al., 2008). Finally, 

αHIM-8 antibodies were used to visualise the left end of the X chromosomes, which 

contain the binding sites for this pairing center-binding protein  (Phillips et al., 2005). 

Importantly, visualization of HIM-8 allowed me to determine the orientation of the X 

chromosome in every imaged nucleus (figure 15 and 17A) (See video figure 17B). 
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Following image acquisition of pachytene nuclei labelled with the markers mentioned 

above, I tracked X chromosomes by first identifying the single HIM-8 signal within the 

nucleus and identifying the HTP-3 track associated with the HIM-8 focus.  This provided 

the orientation of the X paired chromosomes and allowed me to calculate the whole 

length of the axial elements of the X chromosomes. Then, the CO site was assigned by 

identifying where the HTP-3 signal overlapped with the COSA-1::HA foci (figure 15). This 

divided the HTP-3 track associated with the X chromosomes in two parts, and allowed 

me to calculate the distance between the HIM-8 and the COSA-1::HA focus. Finally, the 

distance between the COSA-1::HA foci and the pairing center was divided between the 

total length of the chromosome, obtaining the relative position of the CO within the 

chromosome.  

 

3.5 Summary of results 

In this chapter, I have set up the conditions to use the SIM and the STED systems to 

visualise different structural features of meiotic chromosomes at all stages of meiotic 

prophase. To achieve this, I needed to try a range of antibodies, antifade mounting 

solutions and different acquisition conditions. After setting the conditions for SRM, I 

demonstrated the separation between axial elements of paired homologous 

chromosomes in pachytene nuclei, which is around 120 nm in C. elegans. Importantly, I 

was able to observe this separation with both SIM and STED, suggesting that I achieved 

an axial resolution of at least 120 nm in both cases. The SIM method was used to 

visualise the pattern of cohesin binding in diakinesis oocytes of wapl-1 mutants, and 

these data was used in a publication describing how WAPL-1 regulates cohesin binding 

during meiosis (Crawley et al, 2016). The STED method was developed in collaboration 

with the group of Prof. Paul French and described in Görlitz et al. (2018). Finally, I 

developed a method to map CO distribution using Imaris and the SIM system together, 

allowing me to track specific chromosomes and to localise CO sites in three-

dimensionally intact pachytene nuclei. This method was also used to measure other 

properties of chromosomes, as it will be explained in the following chapters. 
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Figure 8. The principles of SIM, STEM and SMLM microscopy 

A – SIM microscopy. In SIM microscopy, the sample is illuminated by using different light 

patterns. This is achieved by passing light through a grating, generating moiré fringes 

between the structures of the sample and the light patterns. 15 images per slice are 

acquired (3 rotations x 5 translations) to mathematically reconstruct a super resolution 

image with twice the resolution compared to widefield microscopy. 

B – STED microscopy. In STED microscopy, the sample is excited by using two laser. First, 

the excitation pulse excites the fluorochromes. Then, the STED laser depletes the 

previously activated fluorochromes by projecting a donut-shape pulse of a longer 

wavelength. The lasers scans the sample in a raster pattern This process reduces the size 

of the effective point spread function (PSF), improving the resolution of the image. 

C – Single molecule localization (SMLM) microscopy. In SMLM, the sample is excited by 

activating only a few fluorophores in each frame. The localisation of the fluorochrome 

is done by assuming the PSF to be of Gaussian. Then, the position of the fluorochromes 

of each frame are used to mathematically reconstruct a super resolution image. To 

achieved this, between hundreds and thousands of frames need to be acquired. 
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Figure 9. Imaging axial element morphogenesis at the onset of meiosis using SIM 

A - Projection of nuclei from mitotic and transition zone of the germ line from worms 

expressing SMC-1::GFP. DNA was stained by DAPI (blue) and SMC-1::GFP (a protein that 

is present in all versions of meiotic cohesin complexes) was stained with anti-GFP 

antibodies conjugated with 488 (green). Images were taken using the Zeiss ELYRA S1 

system. Note that as mitotic nuclei enter meiotic prophase SMC-1::GFP changes it 

distribution from a diffused staining to strong localization on axial elements. Scale bar = 

5 µm. 

B - Comparison of SMC-1::GFP location between mitotic and early meiosis (leptotene-

zygotene) nuclei.  DNA was stained by DAPI and SMC-1::GFP was stained by anti-GFP 

antibodies conjugated with 488. Images were taken using the Zeiss ELYRA S1 system. 

Scale bar = 5 µm. 
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Figure 10. Imaging of axial elements during late meiotic prophase using SIM 

Projections of late pachytene nuclei from worms expressing SMC-1::GFP. DNA was 

stained by DAPI (blue) and SMC-1::GFP (a protein that is present in all versions of meiotic 

cohesin complexes) was stained with anti-GFP antibodies conjugated with 488 (green). 

Images were taken using the Zeiss ELYRA S1 system. Note that axial elements from 

homologous chromosomes can be visualised as separate linear structures in many 

regions (red arrows). Scale bar = 5 µm. 
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Figure 11. Projections of diakinesis oocytes from worms expressing SMC-1::GFP 

DNA was stained by DAPI (blue) and SMC-1::GFP (a protein that is present in all versions 

of meiotic cohesin complexes) was stained with anti-GFP antibodies conjugated with 

488 (green). Images were taken using the Zeiss ELYRA S1 system. Note the absence of 

nuclear soluble SMC-1::GFP signal in wapl-1 mutant oocytes and that chromosome 

associated SMC-1::GFP signal decreases between the -2 and -1 oocytes in both wild type 

and wapl-1 mutant oocytes. Scale bar = 5 µm. 
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Figure 12. Chromosome associated SMC-1::GFP staining decreases during diakinesis in 

a WAPL-1 independent manner 

Projection of wapl-1 mutant diakinesis. Germ lines were stained with DAPI and αGFP 

primary antibody conjugated with Alexa488 to amplify the SMC-1::GFP signal. The 

position of the oocytes is indicated by the numbers at the top, being the -1 oocyte the 

next to start metaphase I. There is a decrease in the amount of SMC-1::GFP associated 

to chromosomes from -3 to -2. Scale bar = 5 µm.  
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Figure 13. Comparison between confocal and STED images of axial elements during 

meiotic prophase 

Both images show projections of the same pachytene nuclei from worms expressing 

SMC-1::GFP. DNA was stained by DAPI (blue) and SMC-1::GFP (a protein that is present 

in all versions of meiotic cohesin complexes) was stained with anti-GFP antibodies 

conjugated with 488 (green). Image on the left was acquired using confocal microscopy, 

while the image on the right was acquired using STED. Red arrows show places were 

homologs are clearly separated, only visible in the STED image. Images were taken using 

the Leica TCS SP8 STED 3X system. Scale bar= 2.5 µm.  
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Figure 14. Comparison between confocal and easySLM-STED images of axial elements 

during late pachytene 

Axial elements were labelled by using αHTP-1 antibody with Alexa-488. Whereas 

easySLM-STED can resolve separation between axial elements (B), confocal cannot (A), 

as it can been observed in the line profiles. Scale bar = 2 µm. 

I performed the preparation of the samples for this figure, while Frederik Görlitz 

acquired the images and made this figure.  
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Figure 15. cosa-1::HA 6 foci at late pachytene 

Deconvolved projections from late pachytene nuclei from the cosa-1::HA strain stained 

with αHIM-8, αHTP-3, and αHA antibodies. Note that six COSA-1::HA foci can be 

observed in all nuclei and that all COSA-1 foci localize to different HTP-3 tracks. Scale bar 

= 5 µm. 
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Figure 16. Comparison of Delta vision and SIM 3D stacks analysed with Imaris software 

Both 3D reconstructions were rotated to display the Z axis. 

A - Visualization of widefield stacks on Imaris. Images were acquired with Deltavision 

microscope. Z axis resolution (600 nm) does not allow chromosome tracking in a three-

dimensional fashion using IMARIS software. Axial elements were labelled with αHTP-3 

(green), CO sites were labelled with αHA antibody against COSA-1::HA (pink) and the 

pairing center of chromosome X was labelled by using αHIM-8 (red). Scale bar = 2 µm. 

B - Visualization of SIM stacks on Imaris. Images were acquired with Zeiss Elyra S1. Z axis 

resolution (300 nm) allows the tracking of the chromosomes in a three-dimensional 

fashion using IMARIS software. Scale bar = 2 µm. 
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Figure 17. Imaris allows three-dimensional tracking of chromosomes 

A - Reconstructions of 5 late pachytene nuclei from the cosa-1::HA strain using Imaris. 

Axial elements were labelled using αHTP-3 (green), COSA-1::HA was labelled using αHA 

(pink), HIM-8 was labelled by using αHIM-8 (red) and DAPI (blue). Note that X 

chromosomes can be easily tracked and oriented, and the position of the CO (COSA-

1::HA foci). All these features can be captured in a 3D model of the X chromosomes (2nd 

column). Scale bar = 2 µm. 

 

B - Video1 

https://imperiallondon-

my.sharepoint.com/:f:/g/personal/alj14_ic_ac_uk/ErttqDYL_QlAiRfQHSsJavQB-

e_xiismsvmGgg6yFCTbTQ?e=h90huI 
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CHAPTER 4: RESULTS 

MAPPING THE him-13(e1742) MUTATION 

4.1 Objectives and background 

Over the last two decades, research in C. elegans has contributed to demonstrate the 

intrinsic relationship between CO formation and chromosome structure. For example, 

partial impairment in condensin function alters CO numbers and distribution by 

affecting DSB formation during early prophase, while during late pachytene COs trigger 

a dramatic remodelling of axial elements and SC components as well as inducing a local 

elongation of axial elements (Libuda et al., 2013; Martinez-Perez et al., 2008; Mets and 

Meyer, 2009). In fact, most models of CO interference imply a transmission along 

chromosome axes of a signal generated by CO-designated events (Saito and Colaiácovo, 

2017). Despite these observations, our understanding of the interplay between the 

processes of CO-formation (including DSB formation and CO-designation) and 

chromosome organization remains limited. Previous studies in our laboratory 

demonstrated that a meiotic mutant called him-13, which was isolated over 30 years 

ago by Jonathan Hodgkin due to the high incidence of male (him phenotype) progeny, 

which is normally caused by non-disjunction of the X chromosomes during meiosis, 

displayed changes in CO distribution. him-13 hermaphrodites (XX) produce 5% males 

(X0) self-progeny (compared to 0.2% for wild type) and they also have a high frequency 

of dead embryos (29.7%) (figure 18A), suggesting impaired segregation of both 

autosomes and X chromosomes during meiosis. Moreover, preliminary CO mapping 

experiments performed by previous members of our laboratory showed that him-13 

mutants display altered CO distribution along autosomal chromosomes, but that CO 

numbers remain unaltered at 1 per homologue pair (Figure 18C and D). In agreement 

with this genetic mapping experiments, diakinesis oocytes of him-13 mutants always 

contain six bivalents, demonstrating normal chiasma formation. However, some 

bivalents of him-13 mutants display an unusual morphology, appearing much more 

cross-shaped than the bivalents of wild type oocytes (figure 18B). These observations 

suggested that him-13 mutants may be deficient in the chromosome remodelling 
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triggered by COs, or that altered chromosome organization induces changes in CO 

distribution that ultimately cause changes in diakinesis bivalents. All these experiments 

were performed using the him-13(e1742) allele, however the molecular identity of the 

gene carrying this mutation remained unknown. Previous mapping and whole-genome 

sequencing (WGS) of him-13 mutants conducted in the lab showed that the him-

13(e1742) mutation is located on chromosome I (figure 18E and 18F) in a 2 Mb genetic 

interval defined by dpy-5 (I: 0.0 cM) (physical map 5.43 Mbp) and unc-13 (I: 2.07 cM) 

(physical map 7.42 Mbp) (figure 19). Given the potential role of him-13 as a factor that 

regulates the interplay between chromosome structure and CO formation, I set up to 

determine the molecular identity of him-13(e1742) with the ultimate goal of 

understanding the molecular processes affected by this mutation. 

 

4.2 Strategies followed to identify him-13 mutation 

4.2.1 Genetic mapping of him-13 using visual markers 

To map the him-13(e1742) mutation, I measured the recombination frequency between 

the him-13 locus and mutations in two flanking genes, whose mutation induces visible 

phenotypes. I crossed the him-13 mutant with a strain carrying mutations in the dumpy-

5 (dpy-5) and uncoordinated-13 (unc-13) genes, which are separated by a 2.0 cM genetic 

interval containing the him-13 mutation (figure 20A). Then, the recombination 

frequency between the him-13(e1742) mutation and these visible markers was analysed 

(figure 20B). This experiment demonstrated that the distance between him-13 locus and 

dpy-5 was 0.70 cM; meanwhile the distance between him-13 locus and unc-13 was 1.3 

cM, suggesting that him-13 must be located around genetic position 1.3 on chromosome 

I (figure 20C).  

After this, I looked at the WGS data of him-13 mutants to identify mutations near the 

predicted genetic position of the him-13(e1742) mutation based on the above genetic 

mapping experiment. Gene T23B3.1 is exactly located on position 1.3 on chromosome I, 

and carries a mutation predicted to induce an amino acid change from proline to leucine 

at position 225 of the T23B3.1 protein. Importantly, Sanger sequencing of T23B3.1 in 

different strains homozygous for the him-13(e1742) mutation confirmed that the 
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mutation is only found in him-13 mutants, but not in wild type controls (figure 20D). 

Moreover, expression of the T23B3.1 gene is upregulated in the germ line (Kim, 2001), 

as expected for genes involved in meiosis. 

 

4.2.2 CRISPR-generated alleles of T23B3.1 demonstrate that T23B3.1 gene is not him-

13 

In order to validate if a mutation in T23B3.1 is responsible for the him-13 phenotypes, I 

attempted to knock down T23B3.1 using the technique of feeding RNAi, however, no 

embryonic lethality or male progeny was observed among the progeny of worms fed on 

bacteria expressing T23B3.1 dsRNA. Although RNAi by feeding is a useful method for the 

analysis of gene function in C. elegans, it is not the best method to obtain phenotypes 

for genes involved in meiosis, since RNAi by feeding shows limited penetrance in the 

germ line. Hence, I created four mutant alleles of T23B3.1 using a co-CRISPR approach 

(figure 21A and methods). All four alleles had a deletion/insertion at the beginning of 

the gene, inducing frameshifts predicted to result in null alleles (figure 21B). 

Nevertheless, homozygous worms for these four mutations did not show any embryo 

lethality nor high incidence of males, indicating that T23B3.1 gene could not be 

responsible for the him-13 phenotype. To confirm this, I performed a complementation 

test between the him-13(e1742) mutation and the T23B3.1 CRISPR alleles. A 

complementation test is an assay where a candidate gene could be identified as the 

gene carrying a specific mutation. First, I crossed him-13 homozygous mutant males with 

hermaphrodite worms homozygous for each one of the four T23B3.1 CRISPR alleles, to 

produce heterozygous worms between him-13 and the T23B3.1 alleles. Then, I picked 

10 of these heterozygous worms of each cross in different plates (figure 21C). Later, I 

analysed the progeny (percentage of males and embryo lethality) of F1 worms 

heterozygous for the original him-13(e1742) mutation and the different T23B3.1 CRISPR 

alleles (figure 21D and E). Embryonic lethality and incidence of males were similar to the 

heterozygous wild type/ him-13(e1742) worms in all heterozygous T23B3.1 CRISPR 

mutants/ him-13(e1742), confirming that a mutation in the T23B3.1 gene is not 

responsible for the him- 13 phenotypes. 
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4.2.3 Whole genome sequencing of him-13 recombinants 

After ruling out that him-13(e1742) corresponded to T23B3.1, I decided to take a 

different strategy to identify the molecular identity of him-13. Because the original WGS 

data of him-13(e1742) demonstrated that there are several genes carrying mutations in 

the dpy-5 - unc-13 interval, I decided to sequence two dpy-5; him-13 recombinants and 

two him-13; unc-13 recombinants. In this way, if a CO is made close to the him-13(e1742) 

mutation in these recombinants, some candidates defined by mutations identified on 

the original WGS experiment could be discarded (figure 22A). I also sequenced two wild 

type and two him-13 strains as controls (figure 22B). In this way, a new WGS list was 

obtained where fourteen genes with point mutations were common among all 

sequenced him-13 strains (figure 22C). Insertions and deletions were also analysed, but 

no common candidates to all him-13 strains were found. Although, analysis of the new 

WGS experiments did not discard any candidate genes, because COs occurred close to 

the dpy-5 and unc-13 markers in the sequenced recombinants, this experiment 

confirmed that him-13(e1742) mutation must correspond to one of the fourteen 

mutations common to all sequenced him-13 strains (figure 22C).  

 

4.2.3.1 Sanger sequencing of him-13 recombinants reduced the number of candidates 

To further reduce the genetic region containing him-13(e1742), I used Sanger 

sequencing to sequence the 14 candidate genes in 23 dpy-5 him-13 and him-13 unc-13 

recombinants using (figure 23A and B). This experiment resulted in a final list containing 

only four candidates: Two mutations in the coding region of genes T10E9.3 and mei-2, 

plus two mutations in the intergenic regions between C17F3.3 and ckr-1, and between 

T21G5.2 and T21G5.6 (figure 23C). Therefore, this strategy to find out the gene 

responsible for the him-13 phenotype was quite successful, because the list was reduced 

from 14 candidates to only 4. 
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4.2.3.2 Complementation tests shows that him-13 corresponds to mei-2 

Out of the four mutations left, I first tested if him-13(e1742) corresponded to mei-2 

because a strain carrying a mutant allele with a strong phenotype for this gene was 

available from the Caenorhabditis Genetics Center (CGC). The mei-2(ct102) mutation is 

a recessive allele that displays maternal lethal effect, showing 100% of embryo lethality 

among the progeny of homozygous mothers, which are viable (figure 25A). Embryonic 

lethality of mei-2(ct102) is caused by disorganised meiotic spindles, which prevents 

proper chromosome segregation during the meiotic divisions (Srayko et al., 2000). MEI-

2, together with with MEI-1, constitute the C. elegans katanin complex that is known for 

its role in microtubule severing. Katanin is known to participate in different cellular 

processes, including the meiotic divisions, as it will be explained in detail in chapter 5. 

The BW1102 strain contains mei-2(ct102) allele flanked by mutations in two visible 

markers, dpy-5(e61) and unc-29(e1072), which greatly facilitated following the mei-

2(ct102) mutation in genetic crosses with him-13. A complementation test between 

him-13(e1742) mutation and dpy-5 mei-2 unc-29 was performed as follows: First, him-

13 homozygous mutant males were crossed with a dpy-5 mei-2 unc-29 hermaphrodite 

worm and the hermaphrodite was left to lay eggs. Then, 10 of these hermaphrodites 

heterozygous for him-13(e1742) and dpy-5 mei-2 unc-29 were picked to individual plates 

and their progeny was analysed by measuring the percentage of males and embryo 

lethality. Embryonic lethality (65.3%) and incidence of males (9.5%) of dpy-5 mei-2 unc-

29/him-13(e1742) were similar to the him-13 homozygous worms (53.1% and 8.5% 

respectively) (figure 24A and B). These data strongly suggest that him-13 corresponds to 

mei-2, and that a point mutation predicted to induce an amino acid change from 

glutamic acid to lysine at position 131 of the MEI-2 protein is responsible for the 

embryonic lethality and high incidence of males observed in the original strain 

containing the him-13(e1742) mutation. 
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4.3 Confirming the identity of him-13 as mei-2 

4.3.1 Complementation test between mei-2 and mei-2E131K and mei-2WT transgenes 

The following step was to confirm that the gene responsible for the him-13 phenotype 

was mei-2 and for this, two transgenic strains carrying a single copy insertion on 

chromosome II (ttTi5605 II) of transgenes expressing either a wild-type version of mei-2 

(fqSi1 transgene) or a version encoding the E131K mutation (fqSi2 transgene) were 

created (see Materials and Methods) and then crossed into worms containing the mei-

2(ct102) mutation at the endogenous mei-2 locus. Homozygous worms for fqSi1 (mei-

2WT) transgene showed wild type phenotype, not producing males or embryo lethality 

among their progeny (figure 25C and D). Unexpectedly, worms homozygous for the fqSi2 

(mei-2E131K) transgene could not be maintained and therefore the transgene was 

maintained in heterozygosity.  

To determine if these transgenes were able to complement the mei-2(ct102) mutation, 

the transgenes were crossed into a dpy-5 mei-2 unc-29 background. In this occasion, I 

was able to isolate worms homozygous for the fqSi2 (mei-2E131K) transgene in the dpy-5 

mei-2 unc-29 mutant background. Whereas the fqSi1 (mei-2WT) transgene 

complemented the mei-2(ct102) mutation, showing a 100% of viability compared to 0% 

of viability of mei-2(ct102) mutants; the fqSi2 (mei-2E131K) transgene partially rescued the 

mei-2 phenotype in the dpy-5 mei-2 unc-29/ mei-2E131K, displaying 24.07% of embryonic 

viability and 2.82% of incidence of males (figure 25A and B). Therefore, expression of 

the fqSi2 transgene in a mei-2(ct102) background induces a him-13-like phenotype, 

consistent with the E131K mutation being responsible for him-13 phenotypes. 

The next step was to check whether the fqSi1 (mei-2WT) transgene was able to 

complement the him-13(e1742) mutation.  To do this, mei-2WT was crossed into the him-

13 background, generating a strain which was homozygous for both mei-2WT transgene 

and the endogenous mutated mei-2. The mei-2WT transgene complemented the him-

13(e1742) mutation, displaying a 100% of viability compared to 72.83% in him-13 

mutants (figure 25C) and a 0% of incidence of males, compared to a 6.90 % in him-13 

mutants (figure 25D).  
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4.3.2 Creation of a mei2E131K CRISPR strain 

The experiments described above clearly indicate that the E131K mutation in mei-2 is 

responsible for the phenotypes observed in the original him-13 strain. To fully confirm 

this and discard any possible impact of the other 3 mutations in the genetic region 

containing him-13(e1742) (figure 23C), I decided to use CRISPR (Paix et al., 2016) to 

introduce the E131K mutation in the endogenous mei-2 locus of a wild type strain (see 

Materials and Methods). This mutant displayed similar percentages of embryo lethality 

and incidence of males compared to him-13 mutants (data not shown). Together the 

experiments mentioned above confirm that the him-13(e1742) allele corresponds to a 

E131K mutation in mei-2. 

 

4.4 Summary of results 

The molecular mechanisms that control the interplay between CO formation and 

chromosome structure are not completely understood.  Preliminary studies in our 

laboratory had shown that the him-13 mutant displayed abnormal CO distribution 

without affecting the total number of COs and suggested that the morphology of 

diakinesis bivalents was affected. Moreover, him-13 mutants display high incidence of 

males and high embryo lethality, consistent with problems in meiotic chromosome 

segregation. These observations suggested that chromosome remodelling triggered by 

COs might be affected in him-13 mutants, or that abnormal chromosome organisation 

could be responsible for changes in CO distribution that would cause an alteration in 

diakinesis bivalents. Surprisingly, I found that the gene mutated in the him-13 strain is 

mei-2, a component of the microtubule severing complex katanin. This finding was 

unexpected as the only known role of katanin during meiosis in C. elegans is to organise 

the spindle during the meiotic divisions and although CO formation and meiotic divisions 

occur in the germ line, these processes are temporally and spatially separated. These 

findings suggest that MEI-2 could have an unanticipated role in regulating CO 

distribution, perhaps by regulating the microtubule network outside the nucleus during 

meiotic prophase when the cytoskeleton plays an important role in promoting pairing 

and synapsis between homologous chromosomes. 
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Figure 18. The him-13 mutation affects crossover distribution 

A - him-13 mutants show embryonic lethality and high incidence of males compared to 

wild type controls. Both phenotypes are clear indicators of defects in meiotic 

chromosome segregation. 

B - Diakinesis oocytes stained with DAPI. Note that wild type bivalents have an elongated 

appearance, while some him-13 mutant bivalents have a more cruciform shape. 

C - Number of crossovers in him-13 mutants and wild type controls on chromosome III. 

Note that him-13 and wild type controls have the same number of crossovers.  

D - Graph showing the distribution of crossovers in four genetic intervals along 

chromosome III in wild type vs. him-13 mutants (indicate genetic intervals -position of 

markers-). Note that crossover distribution is shifted towards the left end of 

chromosome III in him-13 mutants. 

E - him-13(e1742) mutant Comparative Genomic Hybridization (CGH) array results. him-

13 mutant (Bristonian background) was crossed with Hawaiian wild type strain to obtain 

him-13 recombinants with mixed background that were used for mapping. Y-axis 

represents the log2 of the ratio between the two signals (Hawaiian/Bristonian) for all 

SNPs plotted versus genome position. The higher the signal, the more enriched the 

proportion of Bristonian SNPs. Colours represent different chromosomes: (I, II, III, IV, V 

and X respectively). This graph indicates that the him-13(e1742) mutation is located in 

chromosome I. 

F - Rainbow plot showing chromosome I result from him-13(e1742) mutant CGH array. 

Each circle represents a ratio for a specific SNP. Y-axis represents the log2 of the ratio 

between the two signals (Hawaiian/Bristonian) for all SNPs plotted versus the physical 

position on chromosome I. The black line represents the predicted position for the him-

13(e1742) mutation, being this at 6.5Mb. 

All experiments shown on this figure were performed by lab members or collaborators 

before I joined the group and they are shown as the provide the basis for investigating 

the potential role of him-13 as factor that regulates the interplay between CO 

distribution and chromosome structure. 
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Figure 19. List of mutations in the genetic interval defined by C27A12.9 (I: 0.74 cM) 

and ttx-7 (I: 1.88 cM) locus and identified by whole genome sequencing of him-13 

mutants 

The WGS dataset used for this analysis was performed by Oliver Crawley and the LMS 

bioinformatics facility. 
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Figure 20. Genetic mapping of the him-13(e1742) mutation using visible markers 

A - Diagram of genetic crosses using the dpy-5 (I: 0.0 cM) and unc-13 (I: 2.07 cM) markers. 

The him-13 mutant was crossed with the double mutant strain carrying visible markers 

CB2167 (dpy-5; unc-13). To analyse the frequency of recombination between the him-

13(e1742) mutation and the two visual markers, 110 F2 recombinants of each genotype 

were picked, being either dpy-5; non-unc-13 or unc-13; non-dpy-5. For the dpy-5 non-

unc-13 recombinants, plates that did not throw unc-13 worms were isolated and 

checked for embryo lethality and males, being the opposite for unc-13 non-dpy-5 

recombinants. If a plate threw males, that would have meant that a CO event had 

happened between the him-13 locus and the opposite marker. 

B - Recombination frequency analysis between him-13 and genetic markers. Distances 

among genes were calculated based on the genetic position of dpy-5 and unc-13 

obtained from Wormbase. 

C - Genetic map showing the genetic position of him-13.  

D - Sequencing of T23B3.1 gene. Different recombinant and original strains were 

sequenced to validate our candidate gene. N2 (wild type strain), U73 (unc-13 

recombinant number 73) and D20 (dpy-5 recombinant number 20) had wild type 

phenotype; meanwhile him-13, U57 (unc-13 recombinant number 57) and D3 (dpy-5 

recombinant number 3) had him-13 phenotype. Presence of the mutation was 

confirmed by sequencing both strands (top and bottom panel).  

  



131 
 

  

 

B C 

D 

A 



132 
 

Figure 21. Mutation of the T23B3.1 gene by CRISPR does not result in him-13-like 

phenotype 

A - Alignment of sequences corresponding to the beginning of the T23B3.1 gene in 

different CRISPR mutants and wild type controls. The four CRISPR mutants and the wild 

type strain were sequenced by Sanger sequencing and aligned using MultAlin 

(http://multalin.toulouse.inra.fr/multalin/). 

B - Alignment of predicted amino acid sequence based on the previous DNA sequences. 

The four mutants are predicted to encode a truncated protein due to early STOP codons. 

C - Diagram of complementation test between T23B3.1 CRISPR alleles and him-13 

mutants. 

D - Percentage of males in complementation test. There was no difference in percentage 

of males among the four heterozygous him-13/ T23B3.1 CRISPR mutants (mut5, mut11, 

mut17 and mut20) and the him-13/WT, indicating that T23B3.1 is not the gene 

responsible for the him-13 phenotype.  

E - Percentage of embryo lethality in complementation test. There was no difference in 

percentage of embryo lethality among the four heterozygous him-13/ T23B3.1 CRISPR 

mutants (mut5, mut11, mut17 and mut20) and the him-13/WT, indicating that T23B3.1 

is not the gene responsible for him-13 phenotype. 
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Figure 22. Whole genome sequencing of recombinant between him-13 and dpy-5 or 
unc-13 

A - Diagram of how recombinants were generated depending on where the crossover 

position is made. 

B - List of sequenced strains. Four recombinant strains were sent to sequence (dpy-5; 

him-13 (1), dpy-5; him-13 (2), him-13; unc-13 (1) and him-13; unc-13 (2)), two control 

him-13 strains (CB3234 (original him-13 strain from CGC) and him-13 mutants from the 

him-13/ht2 balanced strain generated in the lab) and two strains not displaying the him-

13 phenotype (CB2167 (dpy-5; unc-13) and N2). 

C - List of the common mutations of the sequenced him-13 mutants in the genetic 

interval defined by T09B4.5 (I: 0.83 cM) and myo-1 (I: 1.87 cM) locus and identified by 

whole genome sequencing. The WGS dataset used for this analysis was performed by 

the LMS bioinformatics facility. 
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Figure 23. Sanger sequencing of candidate genes from dpy-5/him-13 him-13/unc-13 

recombinants 

A - Sanger sequencing results of dpy-5; him-13 recombinants. prpf-4 and C01H6.6 were 

discarded because they displayed the wild type sequence in some recombinants 

showing him-13 phenotype. 

B - Sanger sequencing results of him-13; unc-13 recombinants. gld-2 was discarded 

because it displayed the wild type sequence in one recombinant showing him-13 

phenotype. 

C - Final list of candidates. This experiment has resulted in four candidates: Two 

mutations in the coding region of genes T10E9.3 and mei-2, plus two mutations in the 

intergenic regions between C17F3.3 and ckr-1, and between T21G5.2 and T21G5.6. 
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Figure 24. The mei-2(ct102) mutant allele does not complement him-13(e1742) 

A - Percentage of embryo lethality among the progeny of worms of the indicated 

genotype. dpy-5 and unc-29 mutations were in the original mei-2 mutant strain as visual 

markers to manipulate the strain, not affecting either viability of incidence of males. 

There was no difference in the percentage of embryo lethality between WT/him-13 and 

gld-2/him-13, indicating gld-2 is not the gene responsible for the him-13 phenotype as 

expected from the sanger sequencing data. Meanwhile dpy-5; mei-2; unc-29/him-13 

showed a high percentage of embryo lethality which was comparable to him-13/him-13, 

indicating that mei-2 is the gene responsible for the him-13 phenotype.  

B - Percentage of males in complementation test. Similar to embryo lethality, while 

WT/him-13 and gld-2/him-13 did not show any incidence of males, dpy-5; mei-2; dpy-

29/him-13 and him-13/him-13 showed similar percentage of males, suggesting that the 

gene responsible for the him-13 phenotype is mei-2. 
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Figure 25. Complementation tests of single copy transgenes expressing mei-2WT or 

mei-2E131K 

A - Percentage of Viability of mei-2(ct102) mutant without any transgene, homozygous 

for fqSi1 (mei-2WT) transgene in the mei-2(ct102) background and homozygous for fqSi2 

(mei-2E131K) in the mei-2(ct102) background. fqSi1(mei-2WT) transgene complemented 

mei-2(ct102) mutation, whereas fqsi2(mei-2E131K) partially rescued the phenotype of 

mei-2(ct102) mutant with a 24.07% of viability.  

B - Incidence of males of mei-2(ct102) mutant without any transgene, homozygous for 

fqSi1 (mei-2WT) transgene in the mei-2(ct102) background and homozygous for fqSi2 

(mei-2E131K) in the mei-2(ct102) background. fqSi1(mei-2WT) transgene complemented 

mei-2(ct102) mutation without producing males, whereas fqsi2(mei-2E131K) partially 

rescued the phenotype of mei-2(ct102) mutant, although throwing males.  

C - Percentage of viability of the him-13 mutant, the strain homozygous for fqSi1(mei-

2WT) transgene and homozygous fqSi1(mei-2WT) in the him-13 background. fqSi1(mei-

2WT) transgene complemented the him-13(e1742) mutation, displaying a 99.86% of 

viability as the control fqSi1(mei-2WT) control. 

D - Incidence of males of the him-13 mutant, the strain homozygous for fqSi1(mei-2WT) 

transgene and homozygous fqSi1(mei-2WT) in the him-13 background. fqSi1(mei-2WT) 

transgene complemented the him-13(e1742) mutation, showing no incidence of males 

as the fqSi1(mei-2WT) control. All these data confirm that mei-2 is mutated in the him-13 

strain. 
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CHAPTER 5: RESULTS. 

FUNCTIONAL ANALYSIS OF HIM-13 MUTANTS 
 

5.1 Objectives and background 

After discovering that a mutation in mei-2 was responsible for the him-13 phenotype, as 

reported in chapter 4, I wanted to understand how a presumed defect in katanin 

function could be responsible for the apparent changes in CO distribution observed in 

him-13 mutants. In principle, an alteration of CO distribution can be caused in several 

ways, such as by changes in the number and/or location of DSBs, as observed in worms 

heterozygous for mutations in condensin subunit dpy-28 that increases DSB numbers 

(Mets and Meyer, 2009; Tsai et al., 2008), or by affecting the mode of repair of DSBs, as 

observed in rtel-1 mutants where more DSBs are repaired as COs because of a defect in 

the disassembly of strand invasion intermediates (Barber et al., 2008; Youds et al., 2010). 

Although katanin has a role in organising microtubules during meiotic divisions, there 

are no previous reports suggesting that katanin could have a role during meiotic 

prophase. However, previous studies have shown that the cytoskeleton plays important 

roles during early meiotic prophase, as microtubule motors promote meiotic 

chromosome movement to achieve homologous pairing and synapsis in a process 

requiring the nuclear envelope SUN/KASH complexes in C. elegans (Sato et al., 2009). In 

fact, sun-1 mutants have major defects in chromosome recognition, pairing and CO 

formation, demonstrating that chromosome movement is essential for these processes 

(Penkner et al., 2007). These chromosome movements are conserved across species and 

it has been proposed that they might contribute to eliminate interactions between non-

homologous chromosomes, being crucial for homologous pairing (Koszul and Kleckner, 

2009).  

 

5.1.1 Microtubules 

The cytoskeleton is an intricate network of filaments which is extended through the 

cytoplasm and the nucleus, participating and coordinating many cellular processes that 

are essential for eukaryotic cells, including cell division, cell migration or neuronal 
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development (Sharp and Ross, 2012). Microtubule filaments are made of α/β tubulin 

heterodimers which then assemble into protofilaments and 13 protofilaments come 

together to form a microtubule, which is a hollow cylinder with a polarised structure, 

showing a plus and minus end (figure 6A). This fundamental polarity defines where 

polymerisation or depolymerisation of the microtubule can occur,  taking place in the 

plus end and being substantial for microtubule dynamics (Müller-Reichert et al., 2010). 

 

Microtube dynamics is a highly regulated process that is vital for the correct function of 

the cell. To do this, microtubule-associated proteins (MAPs) have a role in controlling 

the assembly of microtubule filaments promoting nucleation and growth, stabilising 

microtubules or promoting microtubule catastrophe (switching between a growing state 

to a shrinkage state or vice versa), (Goodson and Jonasson, 2018). For example, 

Doublecortin is a MAP that stabilises neuronal microtubules in humans, protecting them 

against microtubule catastrophe and also promoting microtubule nucleation. Mutations 

in Doublecortin cause epilepsy and mental retardation (Moores et al., 2006). On the 

other hand, microtubule severing enzymes, including katanin, spastin, and fidgetin, 

promote microtubule destabilization. These proteins play major roles in chromosome 

segregation, morphogenesis, migration or cell wall biosynthesis (Sharp and Ross, 2012).  

 

5.1.2 Katanin and other severing-microtubule enzymes 

MAPs are fundamental to control microtubule dynamics and severing-microtubule 

enzymes are an important subfamily of ATPases associated with diverse cellular 

activities (or AAA protein superfamily) (Frickey and Lupas, 2004). Three severing-

microtubule enzymes have been discovered: katanin, spastin and fidgetin. These AAA 

proteins contain an AAA domain which consist of 230 amino acids with ATPase activity 

and they usually work together as hexameric rings or dodecameric rings (Sharp and Ross, 

2012). This domain contains the catalytic activity that can hydrolyse ATP and the 

resulting energy is used to sever microtubules. To do this, the AAA domain contains two 

Walker motives, a Walker A motif that binds ATP molecules and a Walker B motif that 

hydrolyses the same ATP molecules (Frickey and Lupas, 2004). 
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Katanin is widely conserved across eukaryotic species and was the first microtubule-

severing enzyme discovered in Xenopus egg extracts (Sharp and Ross, 2012; Vale, 1991). 

Katanin consists of a heterodimer formed by a 60 kDa catalytic subunit (p60/MEI-

1/KATNA1) and an 80 kDa regulatory subunit (p80/MEI-2/KATNB1) (McNally and Vale, 

1993). In sea urchin the p60 catalytic subunit is sufficient to sever microtubules in vivo, 

whereas in C. elegans, Chlamydomonas and Tetrahymena both p60 and p80 are needed  

for katanin activity (Dymek et al., 2004; McNally and Vale, 1993; Sharma et al., 2007). 

p80 interacts with p60 through its C-terminus, modulating p60 activity and localization, 

for example by targeting katanin to the centrosome. Katanin can carry out two kind of 

enzymatic activities, depolymerization of microtubule ends and severing of 

microtubules, which could contribute to increase microtubule nucleation (Ghosh et al., 

2012). Several studies have shown how spastin and katanin can sever microtubules, 

although this mechanism is not completely understood. To sever microtubules, these 

enzymes join to the C-terminus tail of tubulin and pulling on it they provoke 

destabilisation of the microtubule (Roll-Mecak and McNally, 2010; Roll-Mecak and Vale, 

2008; White et al., 2007).  

 

Katanin has been described to participate in several molecular processes including 

spindle organisation during meiosis (Mains et al., 1990), mitosis (Zhang et al., 2007), 

neuronal processes (Ahmad et al., 2000), and cilia biogenesis (Sharma et al., 2007) 

among others. 

 

5.1.2.1 Katanin in C. elegans 

The genes encoding katanin subunits in C. elegans, mei-1 (p60) and mei-2 (p80), were 

identified in a screen for meiotic mutants in 1990, before severing-microtubule enzymes 

were discovered (Mains et al., 1990). mei-1 and mei-2 mutants show high embryo 

lethality and defects in creating a bipolar meiotic spindle, with no additional defects 

having been reported (Joly et al., 2016; Mains et al., 1990; Srayko et al., 2000). In wild 

type worms the activity of katanin converts long microtubule polymers into shorter 

microtubule fragments, some of which might be used as seeds for new microtubules, 

and also increases the polymer mass. In contrast, mutations in mei-1 or mei-2 result in 

fewer and longer microtubules and also creates defects in microtubule orientation (Roll-
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Mecak and Vale, 2006; Srayko et al., 2006).  As a consequence of these defects, katanin 

mutants display defects in meiotic chromosome segregation (McNally et al., 2006; 

Srayko et al., 2000). Combined in vitro and in vivo analysis of engineered MEI-1 and MEI-

2 variants demonstrated that the role of MEI-2 in C. elegans Katanin is to promote 

microtubule binding and that the microtubule severing activity of the complex is 

essential for its in vivo role in meiotic spindles (Joly et al., 2016). Katanin localises to 

meiotic chromosomes and spindle poles (Srayko et al., 2000), where katanin has been 

proposed to have a secondary activity by promoting the assembly of meiotic spindle 

poles (McNally and McNally, 2011). Interestingly, katanin is not involved in the mitotic 

divisions of the early embryo, in fact, katanin must be degraded after meiosis as it 

presence in the early embryo causes lethality due to excess microtubule severing during 

early cleavages  (Beard et al., 2016; Lu and Mains, 2007). 

 

 

5.2 Characterization of meiotic prophase events in him-13 mutants 

Given the role of katanin as a microtubule severing enzyme and the involvement of 

cytoskeleton-driven chromosome movement in promoting pairing and recombination, I 

decided to start the investigation of potential defects in meiotic prophase in him-13 by 

using cytological markers of meiotic recombination and chromosome movement. 

 

5.2.1 Recombination intermediates are prolonged in him-13 mutants 

5.2.1.1 DSB-2 is extended in him-13 mutants 

As mentioned before, the him-13 mutant was initially isolated because of its high 

embryo lethality and high incidence of males (figure 18A), two phenotypes that are clear 

indicators of defects in meiotic chromosome segregation. However, him-13 mutants 

always showed six DAPI-stained bodies in diakinesis oocytes, demonstrating that him-

13 mutants have no problems in forming crossovers. However, previous analysis in our 

group suggested that him-13 mutants display altered crossover distribution, which is 

expected to be a consequence of difficulties during meiotic recombination. Thus, I 

decided to investigate whether him-13 mutants had problems in meiotic recombination. 

Meiotic recombination is initiated by SPO-11, which needs meiotic cofactors such as 

DSB-1 and DSB-2, which are thought to promote chromatin structure compatible for DSB 
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formation in a CHK-2-dependent manner (Rosu et al., 2013; Stamper et al., 2013). Thus, 

I monitored the pattern of DSB-2 in him-13(e1742) mutants by immunostaining. In wild 

type germ lines, DSB-2 appears at the onset of TZ, being stronger at early pachytene and 

disappearing at mid-pachytene (Rosu et al., 2013). The same pattern was observed in 

the wild type control germ lines (figure 26), while in the him-13 mutant germ lines, DSB-

2 signal was slightly more extended than in the wild type, suggesting that the 

competence for DSB formation was prolonged in him-13 mutants. This extension of DSB-

2 activity could be one of the reasons why CO distribution is altered in the him-13 

mutants. These observations also suggest that early steps of recombination may be 

compromised in him-13 mutants, as extension of the zone of DSB-2 activity reflects the 

activity of a monitoring mechanism that regulates exit from a DSB-competent stage 

(Rosu et al., 2013; Stamper et al., 2013).   

 

5.2.1.2 RAD-51 foci disappearance is delayed in him-13 mutants 

In order to further investigate whether meiotic recombination is affected in him-13 

mutants, as suggested by the DSB-2 extension, I decided to study the progression of 

recombination intermediates by analysing the distribution of RAD-51 foci along the 

germ line (Alpi et al., 2003; Colaiácovo et al., 2003). Following the resection of DSBs 

previously generated by SPO-11, RAD-51 molecules bind to single stranded DNA to begin 

homologous repair. These RAD-51 molecules can normally be visualised as 

chromosome-associated foci in the C. elegans germ line. In wild type germ lines, RAD-

51 foci start to appear in transition zone nuclei (leptotene-zygotene stage) and peak 

between early pachytene and mid-pachytene before gradually disappearing by the end 

of pachytene (Alpi et al., 2003) (figure 27). In him-13 mutant germ lines, overall RAD-51 

numbers seemed to be reduced in comparison to wild-type controls, with the 

appearance and disappearance of RAD-51 foci in mutants delayed compared to wild-

type controls. To analyse RAD-51 foci dynamics germ lines were divided in 7 equal-size 

regions including nuclei between the tip of the germ line (mitotic nuclei, zones 1 and 2), 

and late pachytene (zone 7). Whereas RAD-51 foci started to appear at zone 3 (17.3 % 

of total RAD-51 foci within the germ line) (transition zone), peaked in zone 4 (49.9 %) 

(early pachytene) and had largely disappeared by zone 6 (8.1 %) of wild-type controls, 

in him-13 mutants, RAD-51 foci appeared in zone 4 (23.6 %), peaked at zone 5 (38 %) 
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and they remained high in zone 6 (23.8 %), disappearing in zone 7 (10.2 %) (figure 28C). 

Hence, although recombination intermediates are successfully repaired, RAD-51 

intermediates are prolonged in him-13 mutants, suggesting that proper MEI-2 activity is 

required to maintain recombination intermediate numbers and timely repair of meiotic 

DSBs.   

 

5.2.2 Early prophase stages are extended in him-13 mutants 

After discovering that RAD-51 foci were delayed in him-13, I wondered whether other 

earlier stages of meiosis, such as homology search or synapsis were also affected. To do 

this, I first monitored homology search and chromosome movement by analysing PLK-2 

presence by immunostaining. PLK-2 (Polo like kinase 2) associates with PC-binding 

proteins that are phosphorylated by CHK-2, thereby creating a Polo docking motif that 

promotes the formation of SUN-1/ZYG-12 aggregates on the nuclear envelope regions 

where PCs are located, ultimately promoting chromosome movement and 

consequently, pairing and synapsis (Harper et al., 2011; Penkner et al., 2009; Sato et al., 

2009). ZYG-12 is a transmembrane KASH protein (Starr and Han, 2002) that interacts 

with cytoplasmic dynein (Malone et al., 2003), connecting meiotic chromosomes with 

the microtubule network, thus allowing chromosome movement generated by 

cytoskeletal forces located outside the nucleus (Sato et al., 2009). The presence of PLK-

2 aggregates was extended in him-13 mutant germ lines in comparison with wild-type 

controls (48.18% and 28.54% respectively), suggesting that him-13 mutants undergo 

delayed meiotic progression during early prophase (figure 29 and 30C). This result 

suggests that meiotic nuclei in him-13 mutants spend more time in leptotene-zygotene 

stages characterised by active chromosome movement and DSB formation.  

 

Given that PLK-2 is activated and phosphorylated by CHK-2 kinase, I wondered if other 

CHK-2 targets were equally affected in the him-13 mutant. As mentioned above, CHK-2 

participates in several meiotic events such as chromosome pairing, synapsis, and meiotic 

recombination (MacQueen and Villeneuve, 2001). CHK-2 phosphorylates HIM-8 on 

threonine 64 residue along with other ZIM proteins during early meiotic prophase to 

promote PLK-2 recruitment (Kim et al., 2015). HIM-3 phosphorylation on serine 13 was 

discovered in our laboratory by Sarai Pacheco-Pinol in a phosphoproteomic experiment 
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comparing wild types, chk-2 mutants and syp-2 mutants, in which a failure in SC 

assembly triggers a dramatic extension of the zone of CHK-2 activity. In order to monitor 

CHK-2 activity by immunostaining, I used two phosphor-specific antibodies against each 

HIM-3 pS13 and HIM-8 pT64 (figure 31). The percentage of nuclei positive for HIM-3S13P 

signal was extended in him-13 germ lines in comparison with wild-type controls (66.47 

% and 33.53 % respectively) (figure 32B), as was also the case for HIM-8T64P signal (43.96 

% and 21.76% respectively) (figure 32C). Taken together, these results suggest that 

meiotic nuclei in him-13 mutants spend more time at early meiotic stages characterized 

by active DSB formation and chromosome movement, which could potentially end up 

affecting the pattern of CO distribution. It has been described that in situations where 

CO designation is delayed,  a feedback mechanism extends the leptotene/zygotene 

stage, promoting new DSBs by CHK-2 when one of more chromosome pair fails to form 

a CO-fated intermediate (Kim et al., 2015; Stamper et al., 2013). 

 

5.2.3 Synaptonemal complex and remodelling are not affected in him-13 mutants 

Considering that recombination timing and early stages of prophase were altered in him-

13 mutants, I wondered whether the him-13(e1742) mutation was also affected 

synapsis.  To assess synapsis in him-13 mutants, I did a double immunostaining of two 

SC proteins, HTP-1 and SYP-1 (figure 33B). HTP-1 is a component of the axial elements 

of meiotic chromosomes (Martinez-Perez and Villeneuve, 2005), whereas SYP-1 is a 

component of the central elements (MacQueen et al., 2002). Both proteins colocalized 

at mid pachytene, suggesting that synapsis was normal in him-13 mutants (figure 33A).  

 

After visualising synapsis during pachytene, I decided to check whether him-13 mutants 

had problems in chromosome remodelling triggered by CO formation. SC disassembly 

occurs in an asymmetric fashion in C. elegans: central elements like SYP-1 are removed 

between the CO site and furthest telomere, a region that will become the long arm of 

diakinesis bivalents and in which sister chromatid cohesion will be protected during the 

first meiotic division, while HTP-1 is retained in these regions, displaying are reciprocal 

staining pattern with SYP-1 (De Carvalho et al., 2008; Martinez-Perez et al., 2008). This 

process starts in late pachytene and culminates with the formation of asymmetrical 

diakinesis bivalents in which the short and long arms contain different SC proteins. There 



150 
 

were no obvious differences in chromosome remodelling between wild type and him-

13 mutant diakinesis oocytes (figure 33C), suggesting that him-13 mutants do not have 

problems in either synapsis or chromosome remodelling. This is result was somewhat 

surprising as the presence of cruciform diakinesis bivalents (in which the “long” and 

“short” arms cannot be differentiated due to the symmetric shape of these bivalents) 

that are sometimes observed in him-13 mutants could have been caused by problems 

in chromosome remodelling. 

 

5.2.4 Microtubule architecture seems to be normal in him-13 mutants 

Considering that my results indicated that a mutation in katanin was causing an 

extension of leptotene-zygotene stages and a delay in DSB processing,  I hypothesized 

that these defects could be instigated by changes in the microtubule network outside 

the nucleus, even though katanin has not been described to have any role in early 

meiosis (Joly et al., 2016; Mains et al., 1990; Srayko et al., 2000). Microtubule dynamics 

have been shown to have an essential role during early meiotic stages, participating in 

the formation of SUN-1/ZYG-12 clusters, pairing, and synapsis (Sato et al., 2009). When 

colchicine, a microtubule polymerization inhibitor, is microinjected into the germ line, 

these processes are affected (Sato et al., 2009), showing how fundamental microtubule 

dynamics are. At the same time, ZYG-12 is crucial to bring dynein to the SUN-1/ZYG-12 

clusters, promoting a proper microtubule architecture and organising the nuclei within 

the syncytium (Zhou et al., 2009). Given that my results showed that katanin could 

potentially participate in early stages of meiosis, I hypothesised a defect in microtubule 

severing could alter the microtubule network required for chromosome movement 

during leptotene and zygotene. To evaluate this hypothesis, I crossed the him-13 mutant 

with a strain carrying an α-tubulin::GFP transgene, creating a strain homozygous for both 

him-13(e1742) and this transgene. Afterwards, I did an immunostaining using this new 

him-13 strain and the strain carrying the α-tubulin::GFP transgene as a wild type control. 

Surprisingly, no obvious differences were observed between the him-13 mutant and the 

wild type control (figure 34). However, there were several reasons that could explain 

why him-13 mutants did not show obvious defects in microtubule organisation. One 

possibility would be that these images did not have enough resolution to resolve this 
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structure or that the staining protocol that I used did not work well enough to visualise 

any difference. Further experiments need to be performed to determine whether the 

microtubule network associated with early prophase nuclei is affected in him-13 

mutants.  

 

5.3 Characterisation of mei-2::degron and mei-2E131K CRISPR strains 

The original strain carrying the him-13(e1742) mutation also contained additional 

mutations within the genetic interval defined by dpy-5 and unc-13. Because of the 

complementation experiments, I already knew that the e1742 allele generated a E131K 

substitution in MEI-2 that was responsible for the high embryo lethality and high 

incidence of males observed in him-13 mutants. However, I could not exclude the 

possibility that the non-discarded mutations could be contributing to other him-13 

phenotypes, such as the alteration in CO patterns or the extension in meiotic early 

stages. To reject this possibility, I created two strains by CRISPR/Cas9 method (see 

materials and methods). 

 

First, I generated a mei-2E131K mutation by CRISPR strain to replicate the him-13(e1742) 

mutation within the wild type strain. This mutation is referred to as mei-2(fq37[E131K]). 

As mentioned in chapter 4, this mutant had high embryo lethality and high incidence of 

males as expected. To assess whether homology search and chromosome movement 

were also extended in this mutant, PLK-2 presence was analysed by immunostaining. 

PLK-2 aggregates were extended in mei-2(fq37[E131K]) germ lines in comparison with 

wild type germ lines (45.88% and 35.23% respectively), suggesting that mei-

2(fq37[E131K]) has a delay in early meiotic progression (figure 35A).  This result suggests 

that mei-2(fq37[E131K]) has the same phenotype than the original him-13 strain, 

implying him-13(e1742) mutation in mei-2 katanin can extend early meiotic progression 

stages by itself. 

 

Second, to evaluate whether the effect of not having any MEI-2 protein had the same 

effect than carrying the him-13(e1742) mutation, a mei-2::degron strain was created by 

CRISPR/Cas9 system (Paix et al., 2016) . This was achieved by using the auxin-inducible 

degradation (AID) system, which has been demonstrated to work in C. elegans (Zhang 
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et al., 2015). In this system, TIR1, a F-box protein from plants (Kepinski and Leyser, 2005), 

is expressed together with the gene of interest carrying a degron sequence. TIR1 protein 

recognises E3, a subunit of Skp1-Cullin-F-box (SCF) ubiquitin ligase complex, and it only 

recognises the degron tail of the protein of interest in the presence of auxin (indole-3-

acetic acid, or IAA), leading to its degradation by the proteasome (Tan et al., 2007). A 

strain carrying the Psun-1::TIR1::mcherry, which expresses TIR-1 in the germ line was 

microinjected to introduce the degron sequence in the C-terminus of the endogenous 

mei-2 gene by CRISPR/Cas9 system.  

Once the double homozygous for TIR1 and mei-2::degron was isolated, I observed that 

this strain looked completely wild type, not showing any meiotic defect. However, when 

worms were grown in the presence of auxin, they showed 100% of embryo lethality in 

their progeny as expected from a mei-2 knockout mutant (due to defects in the meiotic 

divisions), indicating that the degron system worked well to deplete MEI-2. The next 

step was to evaluate whether chromosome movement and homology search were also 

extended in the absence of the MEI-2 protein by studying PLK-2 presence by 

immunostaining. PLK-2 aggregates were extended in mei-2::degron germ lines in the 

presence of auxin (4 mM) compared with mei-2:: degron control germ lines (49.42% and 

34.51% respectively) (figure 35B).  This result suggests that absence of MEI-2 protein 

extends early stages of meiosis, being comparable to what occurs in the him-13 mutant 

and the mei-2E131K CRISPR mutant. 

 

5.4 Verification of CO distribution is altered in him-13 mutants 

Although previous experiments in our laboratory had suggested that him-13 mutants 

had an alteration in CO distribution on chromosome III, these experiments were not 

conclusive because of the insufficient number of samples. To have a better 

understanding of how CO distribution was behaving in him-13 mutants, I decided to 

perform additional genetic CO mapping experiments. To perform this experiment, a 

Hawaiian strain of C. elegans was used because it carries a large number of SNPs 

compared to the Bristolian (N2) strain that is conventionally used as the reference wild-

type strain (Hillers and Villeneuve, 2003; Lim et al., 2008). him-13 mutant males were 

crossed with Hawaiian hermaphrodites several times, until I created a strain which had 
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the him-13 phenotype and was homozygous for all the Hawaiian SNPs for the chosen 

chromosome (Chr. III).  

To perform this experiment, homozygous Bristolian him-13 mutants were crossed with 

homozygous Hawaiian (chromosome III) him-13 mutants, and the resulting F1 progeny, 

homozygous for the him-13 mutation and heterozygous for the Hawaiian and Bristolian 

SNPs on chromosome III, was crossed again with Hawaiian males. Then, F2 L4 

hermaphrodites from this cross were picked to individual plates and they were left to 

produce F3 progeny until starvation. Then, the DNA was extracted from the whole plates, 

as genotyping of the SNPs present in the F3-F4 population is representative of the 

genotype of the single F2 hermaphrodite used to start each plate (figure 36). 

Simultaneously, the same experiment was performed with the Bristolian and Hawaiian 

wild type strains as control. This experiment allowed me to map COs that occurred 

between Hawaiian and Bristolian markers on chromosome III during oocyte meiosis in 

F1 hermaphrodites.   

COs position was mapped by checking six SNPs of known physical position that were 

spread along chromosome III, defining 5 genetic intervals, using the PyroMark Q48 

Autoprep (see Materials and Methods). The physical and genetic distance of these SNPs 

are shown in figure 37A. To determine where a CO was made, a genotypic change 

between two SNPs must be detected, for example, from N2 (Bristolian strain) to N2/HW 

(Bristolian/Hawaiian) or vice versa. CO distribution was shifted to the left in him-13 

mutants in comparison with wild type controls, having an increase in CO numbers in the 

first two intervals, which is where the pairing center is located on chromosome III, 

whereas there was a reduction in CO numbers in the last two intervals (figure 37D), 

mirroring the CO distribution previously observed by former members of our laboratory.  

Chi-squared test was performed to compare him-13 mutant frequencies against wild 

type frequencies (figure 37D), showing that both CO distributions were statistically 

different (0.0012, Chi-square test). Expected COs frequencies were also calculated using 

the genetic distance between the different SNPs, and Chi-squared tests were also 

performed to compare the expected CO distribution against both him-13 and wild type 

distributions (figure 37B and C). Unexpectedly, the expected CO distribution and the 

wild type CO distributions were statistically different (Chi-square test, 0.025) (figure 
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37B), whereas the expected CO distribution and the him-13 CO distribution were the 

same (Chi-squared, 0.104) (figure 37C). No double COs were observed in either wild type 

or him-13 mutants, suggesting that interference was not affected in him-13 mutants.  

 

5.5 Studying CO distribution by three-dimensional tracking of chromosomes 

After validating that CO distribution was shifted towards the pairing center in him-13 

mutants, I wondered whether the same phenotype was present in mei-2(fq37[E131K]) 

mutant and whether depletion of MEI-2 using the auxin degron system will have the 

same effect. However, to do a genetic mapping experiment with the mei-2::degron 

strain was not possible, considering that once this strain is given auxin, no MEI-2 protein 

is available, and thus fails to complete meiotic divisions. Furthermore, each genetic 

mapping experiment was time-consuming. Because of this, I decided to develop a new 

method to measure CO distribution combining 3D visualisation of nuclei and Super 

Resolution Microscopy (SRM), as described in chapter 3.  

 

5.5.1 CO distribution is shifted towards the pairing center on Chr. X in him-13 and mei-

2E131K mutants 

To investigate whether CO distribution was also altered in mei-2(fq37[E131K]), the 

microscopy method described in chapter 3 was used. First, I crossed the strain carrying 

the cosa-1::HA CRISPR marker with the him-13(e1742) mutant and mei-2(fq37[E131K]). 

After this, these three strains were used for a triple immunostaining using αHIM-8, αHA 

and αHTP-3 antibodies together with DAPI. All images these were acquired using a Zeiss 

ELYRA S1 SIM microscope. Then, the SIM stacks were processed with Imaris, tracking at 

least 180 chromosomes per genotype, mapping the relative physical position of the CO 

(COSA-1 focus) within the X chromosome and dividing the total length of each 

chromosome into four equal-size intervals. The expected CO distribution for the wild 

type was calculated by choosing physical positions that divided the X chromosome into 

four equal-size intervals and obtaining the respective genetic distances from Wormbase 

(figure 38A and B). Strikingly, the CO distribution observed from my chromosome 

tracking approach in wild type nuclei was very similar to the expected CO distribution 
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derived from Wormbase (figure 38B and C). A Chi-squared test confirmed that these two 

distributions were the same (0.7109, chi-square test), confirming that this method was 

valid to quantify CO distribution. The next step was to check whether CO distribution on 

the X chromosome was affected in him-13 mutants using this method. As expected, CO 

distribution was shifted towards the pairing center end of the him-13(e1742) mutant X 

chromosome (figure 38B and D). Finally, CO distribution was also changed in mei-

2(fq37[E131K]) mutants, with the CO distribution also shifted towards the pairing center 

end (figure 38B and E). However, the mei-2(fq37[E131K]) and him-13(e1742) CO 

distributions looked quite different between them. To study if these CO distributions 

were statistically different, Kolmogorov-Smirnov tests were performed between him-

13(e1742), mei-2(fq37[E131K]) and WT distributions, resulting in all distributions being 

different from each other (figure 38F, G and H). The reason why CO distribution appear 

to be different in him-13(e1742) and mei-2(fq37[E131K]) is not known, but in both cases, 

there is a clear shift of COs towards the left of the chromosome. Repeating these 

experiments with higher numbers of tracked nuclei will help to clarify this aspect. 

 

5.5.2 CO distribution is also affected following MEI-2 depletion with the auxin degron 

Following the discovery that mei-2(fq37[E131K]) mutants show a shift of COs towards 

the pairing center on the X chromosome, I wondered whether in a situation where no 

MEI-2 protein was available, this would affect the location of COs. To address this 

question, I crossed the cosa-1::HA strain with the mei-2::degron strain and then, I did a 

triple immunostaining using αHIM-8, αHA and αHTP-3 antibodies together with DAPI. 

To perform this staining, I synchronised C. elegans larvae by bleaching adult worms, 

which kills and dissolve adults but does not affect developing embryos inside the eggs, 

and the eggs obtained in this step were placed in plates with 4mM of auxin or without 

auxin and let to grow until young adults. This protocol is expected to induce strong 

depletion of MEI-2 in the germ line, as worms are grown in the presence of auxin before 

germ line development starts. As a result of this treatment, all the embryos coming from 

these auxin plates were dead, indicating that the degron system was properly working. 

Stained germ lines from these worms were acquired with the Zeiss ELYRA S1. SIM images 

were processed using Imaris and at least 190 chromosomes were tracked for each 
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condition, to obtain the relative position of each CO within the chromosome and the 

expected CO distribution was calculated using the genetic distances from Wormbase.  

Chi-squared test confirmed that the expected CO distribution and the mei-2::degron 

without auxin CO distribution were statistically similar (0.129, chi-squared test) (figure 

39A), confirming that the degron tag in MEI-2 protein was not affecting CO distribution. 

The next step was to check whether CO distribution on Chr. X was also affected when 

there was no MEI-2 protein left. Interestingly, CO distribution was shifted towards the 

pairing center in mei-2::degron worms treated with auxin, suggesting that the effect of 

losing the protein is similar to him-13(e1742) mutation. This CO distribution was 

statistically different from the predicted CO distribution (0.000083, chi-squared test) 

(figure 39B). To study if both mei-2::degron with and without auxin treatment had 

statistically different CO distributions, a Kolmogorov-Smirnov test was performed (0.02, 

Kolmogorov-Smirnov test), being the distribution different from each other (figure 39C 

and D). These results confirmed that the depletion of MEI-2 protein, and therefore 

katanin, affected CO distribution on Chr. X. These results suggest that katanin plays a 

role in balancing CO distribution towards both ends. 

 

5.5.3 MEI-2 depletion does not affect CO interference 

After confirming that both mei-2(fq37[E131K]) mutants and auxin-mediated depletion 

of MEI-2 protein display altered CO distribution, I wondered if katanin could be altering 

CO distribution by affecting CO interference. C. elegans displays “complete” CO 

interference, making a single CO per homolog pair per meiosis (Hillers and Villeneuve, 

2003). However, several studies have described mutants with defects in CO distribution 

that also had problems with CO interference. For instance, RTEL-1 promotes NCO 

formation by disassembling D-loop intermediates during recombination and 

encouraging SDSA (Barber et al., 2008). rtel-1 mutants have been shown to have an 

altered CO distribution and interference, showing more than one CO per homolog 

(Youds et al., 2010). Another mutant in which both CO distribution and interference are 

affected is dpy-28 mutant. DPY-28 is a subunit of the condensin I complexes, which 

controls CO number and distribution by changing DSB distribution (Mets and Meyer, 

2009; Tsai et al., 2008). Given that mutants in mei-2 had defects in CO distribution, I 
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thought that it would be possible that these mutants could also have problems in CO 

interference. However, no double COs were observed in the previous genetic mapping 

experiments or in the imaging mapping experiments, suggesting that CO interference 

was not affected. Because of C. elegans displays complete interference, it would be 

possible that a slight defect in interference will not result in a dramatic increase in 

double COs and therefore may be difficult to identify due to the limited number meiosis 

analysed in CO mapping experiments. To test this hypothesis, I crossed the cosa-1::HA, 

mei-2::degron, Psun-1::TIR1::mcherry strain with a strain carrying an end-to-end fusion of 

chromosomes X and IV (mnT12 chromosome) (Hillers and Villeneuve, 2003) (figure 40A). 

Worms containing this chromosome fusion are healthy and viable as C. elegans 

chromosomes are holocentric, lacking localised centromeres. Strikingly, the fused 

mnt12 chromosome displays a single CO in most meiosis, demonstrating that 

interference in C. elegans regulates CO distribution over very large physical distances 

(Hillers and Villeneuve, 2003). Then, these worms were grown with 4mM of auxin and 

without auxin, to be dissected when they were young adults. Afterwards, a triple 

immunostaining was performed using αHIM-8, αHA and αHTP-3 antibodies together 

with DAPI. Pachytene nuclei were imaged with the Zeiss ELYRA S1 microscope and SIM 

images were processed with Imaris, tracking at least 89 chromosomes for each condition 

and measuring the relative position of the CO or COs within the chromosome. The 

percentage of double CO on mnT12 chromosomes was unaffected in treated mei-

2::degron germ lines in comparison with untreated ones (20.51% and 19.09% 

respectively) (figure 40B). Although not statistically significant (0.053, Kolmogorov-

Smirnov), there was a tendency indicating that single CO distributions of treated and 

untreated germ could be different (figure 40C and D). Instead, double CO distributions 

of treated and untreated germ lines were statistically the same (0.968, Kolmogorov-

Smirnov) (figure 40E and F). These results indicate that, although CO interference is not 

affected in depleted MEI-2 germ lines, the distribution of the single COs is different but, 

at the same time, the distribution of double COs is the same. 
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5.6 Summary of results 

In this chapter, I have demonstrated that early prophase stages are affected in him-

13(e1742) mutants. First, DSB-2 extension suggested that the period when SPO-11 can 

make DSBs was extended in him-13(e1742) mutants. This hypothesis is also reinforced 

by the fact that RAD-51 foci are delayed in him-13(e1742) mutants, suggesting that DSB 

formation or their initial processing may be delayed and that a subset of late-generated 

DSBs could have a different position in comparison with the DSBs generated during 

leptotene-pachytene. Both results supported the idea that the reason behind the 

alteration in CO distribution would be difficulties in CO formation or DSB location. Since 

recombination starts at the onset of meiosis, I studied other early meiosis stages to 

check whether they were also affected. Homology search and chromosome movement 

were assessed by analysing PLK-2 presence, which was extended in him-13(e1742) 

mutants. This result also suggested that early meiosis stages are delayed in him-

13(e1742) mutants. Importantly, this delay in exiting early prophase was also observed 

in mei-2(fq37[E131K]) mutants and in auxin treated mei-2::degron germ lines. Since PLK-

2 recruitment to PCs requires CHK-2, direct targets of CHK-2 were investigated by using 

phospho-specific antibodies against HIM-3 pS13 and HIM-8 pT64. In both cases staining 

was extended in him-13(e1742) mutant germ lines, confirming delayed meiotic 

progression. I detected no obvious defects in either synapsis or chromosome 

remodelling in him-13(e1742) mutants. Furthermore, since the him-13(e1742) mutation 

affects mei-2 gene and thereby katanin, I thought that it would be plausible that 

microtubule network could be affected. However, no obvious defects in microtubule 

organization were observed in the him-13(e1742) mutants. Further research needs to 

be conducted to clarify if the microtubule network present in early meiotic prophase 

nuclei is affected when Katanin function is compromised. 

To corroborate that MEI-2 has an effect on CO distribution, I performed different CO 

mapping experiments. First, genetic mapping of CO distribution confirmed that him-

13(e1742) mutants display alter CO distribution on chromosome III. Afterwards, I 

developed a new method to map COs using SIM images and Imaris software. This new 

tool allowed me to study CO distribution in wild type, mei-2(fq37[E131K]), and him-

13(e1742) mutants, corroborating that CO distributions are different among them. 
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Outstandingly, the predicted CO distribution and wild type CO distribution were 

statistically the same, indicating that this new method can be used for CO mapping in 

three-dimensional intact meiotic nuclei. Given that auxin-mediated depletion of MEI-2 

also induced delayed exit from early prophase stages, I wondered if depleting MEI-2 

could also cause a variation in CO distribution, which I confirmed using the SIM method 

of CO mapping.  Moreover, I also investigated a potential effect of MEI-2 in CO 

interference by combining the MEI-2::degron system with the mnT12 fusion 

chromosome. This analysis evidenced no defects in CO interference following MEI-2 

depletion. In summary, results from this chapter suggest that MEI-2 regulates CO 

distribution, most likely by affecting an early meiotic prophase event, but does not affect 

CO interference. 
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Figure 26. DSB-2 staining in the wild type and him-13 mutant 

Whole mounted germ lines from wild type and him-13 mutants stained with αDSB-2 and 

DAPI. Upper part shows DAPI staining for wild type germline (top left) and him-13 germ 

line (top right). Lower part shows αDSB-2 staining for wild type germ line (bottom left) 

and him-13 germ line (bottom right). 
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Figure 27. RAD-51 staining in the wild type and him-13 mutant 

Whole mounted germ lines from wild type and him-13 mutants stained with αRAD-51 

and DAPI. Upper part shows DAPI staining for wild type germline (top left) and him-13 

germ line (top right). Lower part shows αRAD-51 staining for wild type germ line (bottom 

left) and him-13 germ line (bottom right). 
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Figure 28. RAD-51 recombination intermediates are delayed in him-13 mutants 

A - Projections from transition zone and late pachytene nuclei of indicated genotypes 

and stained with anti-RAD-51 antibodies and DAPI. RAD-51 foci can be observed at late 

pachytene in him-13 mutants, whereas in wild type controls these RAD-51 foci are 

reduced.  

B – Diagram of RAD-51 quantification showing how germ lines were equally divided with 

regions 4 to 7 representing early to late pachytene. 

C - Quantification of RAD-51 foci in him-13 and wild type germ lines. Each germ line was 

divided into 7 equal zones, from the mitotic tip to late pachytene. The Y axis indicates 

the percentage of nuclei with a given number of RAD-51 foci (this is indicated in the 

colour key), whereas the X axis indicates the 7 different zones. The tables below the 

graphs represents the percentage of the total RAD-51 foci within the germ line in each 

zone. For the quantification, 4 wild type and 5 him-13 germ lines were used.  
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Figure 29. PLK-2 staining in the wild type and him-13 mutant 

Whole mounted germ lines from wild type and him-13 mutants stained with αPLK-2 and 

DAPI. Upper part shows DAPI staining for wild type germline (top left) and him-13 germ 

line (top right). Lower part shows αPLK-2 staining for wild type germ line (bottom left) 

and him-13 germ line (bottom right).  
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Figure 30. Delayed exit from early meiotic prophase stages in him-13 mutants 

A - Projection of early pachytene nuclei of him-13 mutant and wild type control stained 

with α-PLK-2 and counterstained with DAPI. Scale bars, 5 µm. 

B - Diagram of PLK-2 quantification. The total number of rows was obtained by counting 

from the first row of nuclei containing PLK-2 aggregates, which overlaps with the onset 

of TZ, until the end of late pachytene. To consider a row as positive, more than 50% of 

nuclei must have 2 or more PLK-2 aggregates. At least three germ lines were scored per 

genotype. 

C - Quantification of the percentage of nuclei in leptotene-zygotene (transition zone). 

Extension of transition zone (TZ) was measured by the presence of more than one PLK-

2 aggregate. TZ was more extended in him-13 mutant germ lines compared with wild 

type germ lines (28.54% and 48.18% respectively) (p= 0.0019, t test). 

  



169 
 

 

  

0

10

20

30

40

50

60

70

Po
si

tiv
e 

Ro
w

s (
%

)

PLK-2

Wild Type
(n=3)

him-13
(n=5)

Transition Zone 

DAPI PLK-2 MERGE 

W
ild

 ty
pe

 
hi

m
-1

3(
e1

74
2)

 

A 

B 

C
 

(e1742) 



170 
 

Figure 31. HIM-3S13P HIM-8T64P staining in wild type and him-13 mutants 

A - Whole mounted germ lines from wild type and him-13 mutants stained with αHIM-

3S13P and DAPI. Upper part shows DAPI staining for wild type germline (top left) and him-

13 germ line (top right). Lower part shows αHIM-3S13P staining for wild type germ line 

(bottom left) and him-13 germ line (bottom right). Scale bar, 5 µm. 

B - Whole mounted germ lines from wild type and him-13 mutants stained with αHIM-

8T64P and DAPI. Upper part shows DAPI staining for wild type germline (top left) and him-

13 germ line (top right). Lower part shows αHIM-8T64P staining for wild type germ line 

(bottom left) and him-13 germ line (bottom right). 
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Figure 32. CHK-2 readouts are extended in him-13 mutants 

A - Diagram of HIM-3S13P and HIM-8T64P quantification. The total number of rows was 

obtained by counting from the first row of nuclei showing HIM-3S13P or HIM-8T64P 

staining. In the case of HIM-3S13P, to consider a row as positive, more than 50% of nuclei 

must have been stained. In the case of HIM8T64P, similar to PLK-2 quantification, more 

than 50% of nuclei must have 2 or more HIM-8T64P aggregates in each row to be 

considered as positive for the marker. At least three germ lines were used for each 

genotype. 

B - Quantification of HIM-3S13P staining in wild type and him-13 germ lines. CHK-2 activity 

was measured by the extension of HIM-3S13P presence. HIM-3S13P staining was more 

extended in the him-13 germ line compared with the wild type germ line (66.47 % and 

33.53 % respectively) (p= 0.0023, t test). Three germ lines were used for each 

quantification. 

C - Quantification of HIM8T64P staining in wild type and him-13 germ lines. CHK-2 activity 

was measured by the presence of more than one HIM8T64P aggregates. HIM8T64P staining 

was more extended in the him-13 germ line compared with the wild type germ line 

(43.96 % and 21.76% respectively) (p= 0.0007, t test). At least three germ lines were 

used for each quantification. 

  



173 
 

  

A 

B C 

0

10

20

30

40

50

60

Trasition Zone Chr. X

Po
sit

iv
e 

Ro
w

s (
%

)

HIM-8 T64P

Wild Type
(n=3)

him-13
(n=5)

(e1742) 

0

10

20

30

40

50

60

70

80

Wild type him-13

Po
sit

iv
e 

Ro
w

s (
%

)

HIM-3 S13P

him-13(e1742) 



174 
 

Figure 33. Characterization of the SC in him-13 mutants 

A- him-13 mutants do not show any defect in synapsis. Projections from mid pachytene 

nuclei of wild type and him-13 mutants stained with α-HTP-1 and α-SYP-1 antibodies 

and DAPI. Synapsis is normal in him-13 mutants. Scale bars, 5 mm.  

B - Diagram of HTP-1 and SYP-1 localization in the SC. HTP-1 is in green and is located on 

the axial elements along the meiotic chromosome, whereas SYP-1 is in red and is located 

between the two axial elements. 

C – Remodelling is not affected in him-13 mutants. Projections from diakinesis nuclei of 

wild type and him-13 mutants stained with α-HTP-1 and α-SYP-1 antibodies and DAPI. 

Remodelling is normal in him-13 mutants. Scale bars, 5 µm.  
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Figure 34. Microtubule network appears to be normal in him-13 mutants 

Non-deconvolved projections from TZ, early pachytene and late pachytene nuclei of wild 

type and him-13 mutants, expressing both a GFP-α-tubulin transgene and stained with 

α-GFP primary antibody conjugated with Alexa488 and DAPI. No obvious differences 

were observed between the him-13 mutant and the wild type. Scale bars, 5 µm.  
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Figure 35. PLK-2 aggregates are extended in mei-2(fq37[E131K]) mutants and mei-

2::degron worms treated with auxin 

A - Quantification of PLK-2 aggregates in wild type and mei-2(fq37[E131K]) mutants. 

Extension of TZ was measured by the presence of more than one PLK-2 aggregate. TZ 

was more extended in the mei-2(fq37[E131K]) mutant germ line compared with the wild 

type germ line (45.88 % and 35.28% respectively) (p= 0.0062, t test). Three germ lines 

were used for each genotype. 

B - Quantification of PLK-2 aggregates in mei-2::degron strain . Extension of TZ was 

measured by the presence of more than one PLK-2 aggregate. TZ was more extended in 

the germ lines treated with auxin compared with control germ lines (p= 0.0048, t test). 

Four germ lines were used for each condition.  
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Figure 36. Scheme of the CO mapping stages 

Red chromosomes contain Hawaiian SNPs, whereas blue chromosomes contain N2 

SNPs. him-13 unc-13 double mutant strain was used to ensure cross progeny. Moreover, 

the same experiment was repeated using both Hawaiian and N2 wild type strains to 

obtain the wild type CO distribution. 
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Figure 37. Genetic mapping confirms that CO distribution is altered on Chr. III in him-

13 mutants 

A - Genetic and Physical maps of chromosome III, comparing positions of the six SNPs 

used for the genetic mapping. The six SNPs define the genetic intervals for the mapping 

experiment, being the first SNP1 located on the genetic left end (H10E21) and the sixth 

SNP6 on the genetic right end (T28A8). Genetic positions are given in centimorgans, 

while physical positions are indicated in megabase pairs. 

B - Bar chart representing wild type CO distribution obtained in the genetic mapping, 

against the expected CO distribution calculated from the genetic intervals on 

Wormbase. Both distributions were statistically different (0.025, Chi-square test) (n = 36 

recombinants). 

C - Bar chart representing him-13 CO distribution obtained in the genetic mapping, 

against the expected CO distribution calculated from the genetic intervals on 

Wormbase. Both distributions were statistically the same (0.104, Chi-square test) (n = 

37). 

D - Bar chart representing him-13 and wild type CO distributions obtained in the genetic 

mapping. Both distributions were statistically different (0.0012, Chi-square test). 
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Figure 38. CO distribution is shifted to the left on Chr. X in mei-2(fq37[E131K]) mutants 

A - Table containing physical and genetic positions used to calculate the expected CO 

distribution. To do this, the total length of Chr. X (17.7Mbp) was divided into four 

regions. Then, genes that were around those positions were chosen and their 

corresponding genetic position were used to calculate the expected map. Genetic 

position data was obtained from Wormbase. 

B - Graph indicating the expected COSA-1 foci distribution among four equal-length 

intervals along Chr. X.  

C - Graph indicating the wild type COSA-1 foci distribution among four equal-length 

intervals along Chr. X. Both wild type and expected distributions were statistically similar 

(0.7109, chi-square test) (n=181 chromosomes). 

D - Graph indicating the him-13 COSA-1 foci distribution among four equal-length 

intervals along Chr. X (n = 203). 

E - Graph indicating the mei-2(fq37[E131K]) COSA-1 foci distribution among four equal-

length intervals along Chr. X (n= 187 chromosomes). 

F - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from wild 

type and him-13 germ lines. Wild type and him-13 distributions were statistically 

significant (0.045, Kolmogorov-Smirnov test). 

 G - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from wild 

type and mei-2(fq37[E131K]) germ lines. Wild type and mei-2(fq37[E131K]) distributions 

were statistically significant (0.007, Kolmogorov-Smirnov test). 

H - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from mei-

2(fq37[E131K]) and him-13 germ lines. mei-2(fq37[E131K]) and him-13 distributions 

were statistically significant (0.000, Kolmogorov-Smirnov test). 
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Figure 39. Depletion of MEI-2 protein affects CO distribution 

A - Graph comparing the expected COSA-1 foci distribution against the untreated mei-

2::degron distribution among four equal-length intervals along Chr. X. The expected 

distribution was generated by dividing the total length of Chr. X into four regions and 

calculating the frequency of recombination between those intervals using genetic 

recombination data from Wormbase. There was no difference between these two 

distributions (0.129, chi-squared test) (n= 196). 

B - Graph comparing the expected COSA-1 foci distribution against the treated mei-

2::degron distribution among four equal-length intervals along Chr. X. The differences 

between both distributions were statistically significant (0.000083, chi-squared test) (n= 

195). 

C - Graph comparing the treated mei-2::degron COSA-1 foci distribution against the 

untreated mei-2::degron distribution among four equal-length intervals along Chr. X. 

D - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from 

untreated mei-2::degron and auxin treated mei-2::degron germ lines. These 

distributions were statistically different (0.02, Kolmogorov-Smirnov test). 
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Figure 40. CO interference is not affected in mei-2::degron worms treated with auxin 

A - Diagrammatic representation of mnT12 fusion chromosome. The arrowheads 

represent the chromosome ends. 

B - Double CO percentage does not vary in auxin-treated mei-2::degron germ lines. 

C - Single CO distribution graph comparing the untreated mei-2::degron COSA-1 foci 

against the untreated mei-2::degron distribution among four equal-length intervals 

along mnT12 chromosome (n = 89, n= 93 respectively).  

D - Single CO accumulative frequency plot comparing COSA-1 foci position along mnT12 

from untreated and treated mei-2::degron germ lines. Although not statistically 

significant (0.053, Kolmogorov-Smirnov), there was a tendency indicating these 

distributions could be different.  

E - Double CO distribution graph comparing the untreated mei-2::degron COSA-1 foci 

against the untreated mei-2::degron distribution among four equal-length intervals 

along mnT12 chromosome (n = 24, n= 21 respectively).  

F - Double CO accumulative frequency plot comparing COSA-1 foci position along mnT12 

from untreated and treated mei-2::degron germ lines. These distributions were equal 

(0.968, Kolmogorov-Smirnov). 
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CHAPTER 6: RESULTS. 

USING SRM TECHNIQUES TO INVESTIGATE EARLY 

MEIOTIC CHROMOSOME STRUCTURE 
 

6.1 Objectives and background 

In chapter 3, I developed a method to measure CO position relative to the length of 

pachytene chromosomes that allows measurement of chromosome length in three-

dimensionally intact nuclei. The study of meiotic chromosome length has always been 

challenging given the three-dimensional organization of chromosomes within the 

nucleus. Most cytological studies that measure chromosome length and CO position 

have been performed in two dimensional samples. For example, mouse pachytene 

nuclei are spread on the surface of slides to flatten chromosomes, however, this 

mechanical process is quite aggressive and could potentially affect chromosome 

structure (Peters et al., 1997). In C. elegans, X chromosome length has previously been 

measured in three-dimensionally intact pachytene nuclei using a Deltavision microscope 

followed by in silico “chromosome stretching” (Mets and Meyer, 2009). I decided to use 

the method that I developed to measure chromosome length variability of different 

chromosomes in wild type nuclei at different stages of meiotic prophase I, allowing me  

to investigate if chromosome axis length is coordinated among chromosomes within the 

same nucleus or each chromosome behaves independently from each other. 

Furthermore, I also started performing experiments to address how different known 

regulators of meiotic chromosome affect the organisation of pachytene chromosomes. 

Below, before describing my results, I will explain what we know about chromosome 

length regulation in meiosis, focusing on two SMC protein complexes which are major 

players in chromosome length regulation: cohesin and condensin. I also mention other 

proteins known to participate in regulating meiotic chromosome structure. 
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6.1.1 Structural Maintenance Chromosome (SMC) proteins regulate chromosome 

organization 

During the cell cycle, eukaryotic cells need to replicate, repair, and segregate their DNA, 

a process that involves extensive compaction of DNA within the nucleus. To achieve this, 

chromosomes must undergo morphological and topological changes that are largely 

mediated by conserved structural maintenance of chromosomes (SMC) proteins in an 

ATP-dependent manner (Jeppsson et al., 2014).  

This family of proteins includes cohesin and condensin. Although cohesin complexes are 

mainly known for their role in sister chromatid cohesion during mitosis and meiosis, they 

also participate in homologous recombination, transcription regulation, chromosome 

condensation, and genome organisation in interphase and non-dividing cells (Mehta et 

al., 2013). On the other hand, condensin complexes mainly participate in chromosome 

condensation in preparation for cell division (Csankovszki et al., 2009a), and in C. elegans 

a variant of condensin, the dosage compensation complex, down regulates transcription 

of the X chromosomes in hermaphrodites (Chuang et al., 1994).  

 

6.1.1.2 Cohesin 

 Cohesin complexes that provide sister chromatid cohesion (SCC) until anaphase must 

be loaded during S-phase and are essential to avoid chromosome missegregation in 

mitosis and meiosis (see section 1.2.4.1) (figure 4). C. elegans also has additional 

meiosis-specific kleisins beyond REC-8. These are COH-3 and COH-4,  two highly identical 

and functionally redundant proteins that are required for CO formation, SC assembly, 

and meiotic chromosome structure (Crawley et al., 2016; Pasierbek et al., 2001; 

Severson and Meyer, 2014; Severson et al., 2009). REC-8 and COH-3/4 show differences 

in their loading to chromosomes, with REC-8 associating with chromosomes during S-

phase and COH-3/4 cohesin only associating with chromosomes after S-phase (Severson 

and Meyer 2014). REC-8 and COH-3/4 display important functional differences, such as 

their sensitivity to WAPL-1-mediated removal during meiotic prophase, which is largely 

restricted to COH-3/4 complexes  (Crawley et al., 2016).  
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WAPL-1 is a cohesin removal factor that participates in both mitosis and meiosis to limit 

the quantity of cohesin that is found associated with chromosomes (Crawley et al., 2016; 

Tedeschi et al., 2013). Interestingly, C. elegans wapl-1 mutants display shortening of 

axial elements, demonstrating that regulating cohesin binding is key for controlling the 

length of pachytene chromosomes (Crawley et al., 2016). In yeast, the same effect has 

been observed in wpl1 (also known as Rad61) meiotic mutants, demonstrating the 

conserved function of cohesin in regulating the structure of pachytene chromosomes  

(Challa et al., 2016). 

 

 

6.1.1.3 Condensin 

 Condensin also plays a crucial role in regulating mitotic and mitotic chromosome 

structure (see section 1.2.4.1) (figure 5).  In C. elegans, condensin I is composed of SMC-

4, SMC-2, DPY-28 (kleisin) and two CAP proteins, CAPG-1 and DPY-26, whereas 

Condensin II is composed of HCP-6 kleisin and two CAP proteins, KLE-2 and HCP-2 

(Csankovszki et al., 2009a). C. elegans also has a subtype of condensin I (condensin IDC) 

that participates in dosage compensation of the X chromosome in hermaphrodites by 

condensing its chromatin structure  (Chuang et al., 1994; Csankovszki et al., 2009a). 

Heterozygous worms carrying a mutated copy of any condensin I or II subunit were 

shown to have an axial extension in pachytene nuclei, increasing the number of DSBs 

and altering CO distribution (Mets and Meyer, 2009). Similar to this, removal of 

condensin from metaphase I mouse oocytes demonstrated that condensin plays a key 

role in promoting the longitudinal rigidity of mitotic chromosomes (Houlard et al., 2015).  

 

6.1.2 Topoisomerase II and CENPA 

In addition to SMC proteins, there are other proteins that control chromosome 

organization during the cell cycle. Topoisomerase II is known to participate in 

chromosome condensation and topology (Nitiss, 2009). On the other hand, the 

centromere protein A (CENP-A) is a histone H3 protein that has been found to have a 

role the elongation of axial elements in the holocentric mitotic chromosomes of C. 

elegans (Ladouceur et al., 2017).  
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6.1.2.1 Topoisomerase II 

DNA Type II topoisomerases are conserved among eukaryotes and participate in 

chromosome fidelity by relieving the tensions generated within chromosomes (Nitiss, 

2009). To achieve this, a dsDNA is cut and another unbroken molecule of DNA is passed, 

then the previous broken DNA molecule is religated, releasing topological stresses 

(Nitiss, 2009). Topoisomerase II enzymes are essential to resolve topological problems 

originated during mitosis, showing defects in chromosome condensation when 

topoisomerase II activity is impaired. In human cells, depletion of topoisomerase II 

causes an increment in length of mitotic chromosomes (Farr et al., 2014). 

Topoisomerase II is located along chromosome axes in mammals, yeast and Drosophila 

during mitosis (Mengoli et al., 2014; Uemura et al., 1987; Xu and Manley, 2007). 

Similar to mitosis, Topoisomerase II is associated with meiotic chromosome axes in 

mammals, plants and budding yeast (Guturi et al., 2016; Klein et al., 1992; Liang et al., 

2015). Topoisomerase II inhibitors produce problems in meiotic chromosome 

condensation and segregation (Gómez et al., 2014). Moreover, Topoisomerase II activity 

is essential to remove some interlock structures, being chromosome movement also 

necessary for others in A. thaliana (Martinez-Garcia et al., 2018). 

 

6.1.2.2 Centromere protein A (CENP-A) 

CENP-A replaces histone H3 during mitosis and it is located in centromeric regions 

(Sullivan et al., 2001). However, C. elegans has holocentric chromosomes and CENP-A-

containing nucleosomes are distributed along the length of mitotic chromosomes, 

creating a surface where kinetochores can be established and spindle microtubules can 

be attached (Maddox et al., 2004). Interestingly, depletion of CENP-A decreases 

chromosome length in C. elegans, implying that CENP-A could potentially modify 

chromosome surface during mitosis (Heald and Gibeaux, 2018; Ladouceur et al., 2017). 

This mechanism could be specific of C. elegans holocentric chromosomes, given that 

CENP-A can be diminished significantly without affecting mitosis in human cells (Black 

et al., 2007). 
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6.2 Variability of X Chromosome length in pachytene nuclei 

Using Imaris and the SIM system to map COs in nuclei where I had labelled the X 

chromosomes with anti-HIM-8 antibodies, I obtained a data set of X chromosome 

lengths as a by-product. This analysis revealed that the average length of the X 

chromosomes in late pachytene nuclei was 4.69 µm ± 0.77(SD) (n= 50). The X 

chromosomes displayed a relatively high level of length variability in wild type nuclei at 

pachytene, showing a two-fold difference between the shortest and the longest X 

chromosomes (figure 41). The average length that I found was comparable to a previous 

study performed in C. elegans where X  chromosomes were straightened 

computationally, displaying an average length of 4.5 μm (Mets and Meyer, 2009). This 

suggests that this method is a valid tool to measure chromosome length along 

pachytene and it could be used to understand molecular processes that regulate 

chromosome length. 

 

6.3 Generation of strains carrying LacO insertions in autosomes 

Given that the X chromosome is more condensed than the autosomes (Chuang et al., 

1994), I wondered if the changes in chromosome length that I observed on the X 

chromosomes were also occurring in autosomal chromosomes. The reason why I had 

studied the length of the X chromosome before the length of the autosomes was 

because X chromosome can easily be labelled by using  the αHIM-8 antibody (Phillips et 

al., 2005), which marks the pairing center of the X chromosome. Labelling specific 

autosomes in pachytene nuclei is much more challenging as the pairing center binding 

proteins of the autosomes are removed at early pachytene (Phillips and Dernburg, 

2006). A classical method to label autosomal chromosomes in C. elegans is FISH, which 

allows labelling of specific locus and identifying exact chromosomes at any meiotic stage 

(Martinez-Perez and Villeneuve, 2005). However, this technique requires DNA 

denaturation to hybridise the DNA with probes to label specific locus, altering 

chromosome structure in the process.  

 

Another possibility to label chromosomes is to use LacO arrays. Insertion of lacO repeats 

at specific regions allows visualization of these chromosome positions when the arrays 
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are bound by the LacI::GFP represor (Robinett et al., 1996). Ideally, using this method I 

aimed to distinguish at least two autosomal chromosomes (III and V), while the X 

chromosomes could still be labelled using αHIM-8 antibodies. This approach is possible  

in C. elegans because the Jorgensen’s laboratory has created several strains carrying a 

single LacO array (Frøkjær-Jensen et al., 2014). The positions of these LacO arrays are 

described and using this information, I planned to create a strain carrying one LacO 

position at the left end of chromosome III and four different LacO insertions on 

chromosome V. The chosen LacO positions were strategically selected to distinguish the 

direction of the chromosomes (figure 42A). Moreover, this “LacO strain” needed to carry 

the cosa-1::HA allele created by CRISPR to study CO distribution in several chromosomes 

within the same nucleus.  

 

This “LacO strain” was successfully created by crossing the cosa-1::HA strain with strains 

carrying the chosen LacO positions, until achieving the final strain (figure 42A). Then, I 

established the staining conditions to measure chromosome length and CO distribution 

(see Material and Methods). Firstly, CO sites were labelled using an αHA antibody to 

visualize COSA-1::HA. Secondly, αHTP-3 antibody was used to mark the axial elements 

of the SC, which labels the whole length of the axial elements at all pachytene stages 

(Goodyer et al., 2008), therefore allowing measurement of chromosome length. Thirdly, 

αHIM-8 antibodies were used to mark the pairing center of X chromosome (Phillips et 

al., 2005), providing the orientation of the X chromosome. Finally, LacI::GFP protein was 

used to label LacO positions and the signal was amplified by using and αGFP primary 

antibody conjugated with Alexa488 (figure 42B). These slides were acquired with the 

Zeiss ELYRA S1 and then, the SIM stacks were processed with Imaris. 

 

6.3.1 Chromosome length variability between early and late pachytene 

The next step after creating the LacO strain was to measure the length of chromosomes 

III, V and X. The first question I wanted to address was if the previous differences in 

length variability found in the X chromosome were because early-mid pachytene and 

late pachytene chromosomes show different length as it occurs in mice (Vranis et al., 

2010). Furthermore, it has been proposed that CO formation expands the axis length of 

chromosomes locally in C. elegans (Libuda et al., 2013). As the differences between 
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early-mid and late pachytene nuclei are not always clear in the germ line, I created a 

classification based on the number of COSA-1 foci. Only chromosomes coming from 

nuclei without any COSA-1 foci were considered as early-mid pachytene chromosomes. 

At the same time, only chromosomes coming from nuclei with 6 COSA-1 foci were 

considered as late pachytene chromosomes, as this indicates one CO per chromosome 

pair. Late pachytene X chromosomes were longer than early-mid pachytene 

chromosomes (figure 43A and D). Simultaneously, I measured the length of 

chromosomes III and V to check whether these changes in length between early-mid 

pachytene and late pachytene chromosomes could be visualised in autosomal 

chromosomes. As expected, early-mid pachytene autosomes were shorter than late 

pachytene chromosomes (figure 43B, C and D). Moreover, a ratio between chromosome 

size in megabase pairs (Mbp) and chromosome length in microns (µm) was created to 

evaluate chromosome condensation levels (figure 43E). The X chromosome showed the 

highest ratio (3.74), indicating that it is more condensed than the autosomes, as 

expected (figure 43E). Although the X chromosome was more condensed than the 

autosomes, there were differences between chromosomes III (2.06) and V (2.88) in 

condensation levels at pachytene, indicating that there might be differences in 

chromosome condensation among autosomes (figure 43E). These results demonstrate 

that chromosome length is regulated along pachytene in C. elegans, suggesting that 

conserved molecular mechanisms regulate chromosome length during pachytene.  

 

6.3.2 Chromosome length is coordinated within individual nuclei 

Once I found that chromosome length was varied as pachytene progressed in C. elegans, 

I wondered whether chromosome length was coordinated among chromosomes within 

the same nucleus, or the length of each chromosome was independent of one another. 

To test this, the length of chromosomes III, V and X of each nucleus was measured and 

represented in a plot XY graph. First, I compared the lengths of the autosomes (Chr. III 

and Chr. V) within the same nucleus (figure 44B). If there was a relationship between 

these two chromosomes, a direct correlation would be expected to be seen between 

the lengths of both chromosomes. Interestingly, this was the case (0.88), suggesting that 

a mechanism to control chromosome size may operate at this point.  
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After this, I also compared the length of the X chromosomes with chromosome III (figure 

44A) and V (figure 44C). The same trend was observed, with the X chromosomes 

displaying a high correlation with both chromosomes III (0.88) and V (0.89), 

demonstrating interconnection of the three chromosomes (figure 44A and C). These 

results indicate that chromosome length is coordinated among chromosomes within the 

same nuclei.  

 

6.3.3 Synaptonemal complex disassembly starts from the most distal end from the CO 

site 

CO formation triggers asymmetrical disassembly of the SC at the end of late pachytene 

in C. elegans (Martinez-Perez et al., 2008; Nabeshima et al., 2005). This remodelling 

involves chromosome condensation and a redistribution of SC central elements 

components and specific axial element components (HTP-1/2 and LAB-1) to separate 

opposite sides of the single CO site (Bhalla et al., 2008; De Carvalho et al., 2008; 

Martinez-Perez et al., 2008). This process concludes with the formation of diakinesis 

bivalents in which central region components are limited to the short arm, while HTP-

1/2 and LAB-1 are only found on the long arms. As HTP-1/2 and LAB-1 determine the 

pattern of SCC release during anaphase I, their correct redistribution during late-

prophase chromosome remodelling is essential to ensure accurate chromosome 

segregation (De Carvalho et al., 2008; Ferrandiz et al., 2018; Gao and Colaiácovo, 2018).  

 

Given that Imaris and SIM microscopy gave the opportunity of visualising structural 

changes in chromosomes that are challenging to observe in two dimensions, I decided 

to look at nuclei in late pachytene undergoing the early steps of the chromosome 

remodelling process. To achieve this, I used the cosa-1::HA strain and performed 

immunostaining to label CO sites (HA antibodies) and axial elements by using HTP-3 

antibodies (figure 45). Interestingly, I observed that SC disassembly, as indicated by the 

separation of axial elements belonging to homologous chromosomes, always starts from 

the furthest telomere from the CO site. This result suggests that a molecular mechanism 

should transmit the signal from the CO to the long arm end to start the disassembly of 

the SC.  
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6.4 Investigating the contribution of SMC complexes to chromosome structure 

After creating the LacO strain and using Imaris to visualise meiotic chromosome 

structures in three dimensions, I thought that I could use this method to visualise 

chromosome structure in situations where SMC function is altered. As previously 

mentioned, SMC proteins are essential for meiotic chromosome structure, participating 

in processes such as chromosome condensation, sister chromatid cohesion, and 

crucially axial element morphogenesis. For this reason, I decided to investigate 

situations in which SMC function is altered, but without compromising the integrity of 

axial elements. Thus, I investigated condensin by using a dpy-26::degron strain available 

in the lab, which should allow removal of condensing I complexes from late pachytene 

nuclei,  and the contribution of cohesin by studying wapl-1 mutants, in which axial 

elements are formed but contain an excess amount of COH-3/4 cohesin (Crawley et al. 

2016).  

 

6.4.1 wapl-1 mutant 

As mentioned above, WAPL-1 cohesin factor removes and restricts the amount of COH-

3/4 cohesin that is associated with chromosomes throughout meiotic prophase (Crawley 

et al., 2016). Although chromosome structure is not as affected as the structure of other 

cohesin mutants, such as rec-8 or coh-3/4 mutants (Severson and Meyer, 2014), wapl-1 

mutants have chromosomes with shorter axial elements during pachytene, 

demonstrating that WAPL-1 and therefore cohesin are major players in controlling 

meiotic chromosome length (Crawley et al., 2016). The same phenotype has been 

observed in yeast (Challa et al., 2016), suggesting that this meiotic role of WAPL is 

conserved across eukaryotes. This mutant is particularly interesting to study how an 

increased amount of cohesin contributes to meiotic chromosome structure. Differences 

in length between late and early pachytene chromosomes was first reported in mice 

(Vranis et al., 2010). The authors of this study proposed that cohesin removal was the 

cause of the shortening of axial elements that can be observed between early and late 

pachytene stages. Moreover, cohesin removal mechanism in meiosis by WAPL seems to 

be conserved in eukaryotes (Brieño-Enríquez et al., 2016; Challa et al., 2016; Crawley et 

al., 2016; De et al., 2014). Therefore, I decided to investigate whether differences in 
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length between early-mid and late pachytene chromosomes could be observed in a 

wapl-1 mutant, or if excess cohesin binding interferes with this process.  

 

To perform this experiment, I crossed the wapl-1 mutant with the LacO strain to be able 

to identify chromosomes III, V and X. This new strain was used to perform a staining 

using αHTP-3 antibody to label the axial elements, αHA antibody against COSA-1::HA  to 

mark CO sites, αHIM-8 antibody label the pairing center of the X chromosome, and 

purified LacI::GFP protein to label LacO positions. These slides were acquired with the 

Zeiss ELYRA S1 and then, the SIM stacks were processed with Imaris. Moreover, as 

mentioned above, only chromosomes coming from nuclei without any COSA-1 foci were 

considered as early-mid pachytene chromosomes. At the same time, only chromosomes 

coming from nuclei with 6 COSA-1 foci were considered as late pachytene 

chromosomes. The analysis demonstrated that late pachytene chromosomes were 

longer than early-mid chromosomes, with this trend seen on the X chromosome (figure 

46A), chromosome III (figure 46 B) and chromosome V (figure 46C) (figure 46D). As 

expected, wapl-1 chromosomes were shorter in both early-mid and late pachytene 

stages compared to wild type (figure 47A and B). However, an interesting feature was 

the variability in chromosome length found in wapl-1 mutants. Wild-type chromosomes 

showed a two-fold increment between the shortest and the longest chromosomes along 

pachytene (figure 43A, B and C), whereas in the wapl-1 mutant there was a three-fold 

increment between the shortest and the longest along pachytene in chromosome III, V 

and X (figure 46A, B and C). These results demonstrate that the chromosomes of the 

wapl-1 mutant are shorter than the wild type chromosomes, but they behave in the 

same way in terms of size variation, being shorter at early-mid pachytene and longer at 

late pachytene.  

 

6.4.1.1 WAPL-1 and cohesin could have a role coordinating chromosome length 

After observing that wapl-1 mutant chromosomes also increase their length from early 

pachytene to late pachytene, I wondered whether chromosome length was also 

coordinated among chromosomes within the same nuclei as it occurs in the wild type. 

To validate this hypothesis, the length of chromosomes III, V and X of each nucleus was 

measured and represented in a plot XY graph. First, I compared the lengths of the 
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autosomes (Chr. III and Chr. V) within the same nucleus (figure 48B). A direct correction 

between the length of these two chromosomes was observed (0.81) (figure 48B). 

However, this correlation between Chr. III and V was reduced in wapl-1 chromosomes 

compared to the wild type (0.81 and 0.91 respectively) (figure 48B and 44B). Afterwards, 

I compared the length of the X chromosomes with chromosomes III and V in the wapl-1 

mutant (figure 48A and C). The coefficients of determination between the X 

chromosome and chromosomes III (0.69) (figure 48A) and V (0.80) (figure 48C) in wapl-

1 chromosomes were also reduced in comparison to the wild type (Chr.III = 0.88 and Chr 

V = 0.89 in wild type chromosomes) (figure 44A and C), showing the same trend and 

suggesting that WAPL-1, and therefore cohesin, could have a role in coordinating the 

length of chromosomes through pachytene. 

 

6.4.1.2 CO distribution is not affected in wapl-1 mutants 

After corroborating that the wapl-1 mutant had shorter axial elements compared to the 

wild type, I wondered if CO distribution could also be affected in this mutant. This 

hypothesis emerged from the fact that heterozygous condensin mutants, another SMC 

protein, showed an elongation in the chromosome axis and, simultaneously, they also 

display an alteration in the CO distribution (Mets and Meyer, 2009). To address this 

question, I used the slides acquired in the previous experiment and I measured the CO 

distribution of each chromosome (III, V and X) in the wild type and wapl-1 mutant (figure 

49A, C and E). Kolmogorov Smirnoff tests confirmed that CO distributions were the same 

for chromosome X (0.381), III (0.496) and V (0.106) (figure 49B, D and F), rejecting the 

idea that WAPL-1 could have a role in regulating CO distribution, at least when detected 

by measuring CO distribution along the physical distance of late pachytene 

chromosomes.  

 

6.4.2 dpy-26::degron strain 

As previously indicated, condensin complexes play a role in regulating chromosome 

condensation and organisation (Hirano, 2016). C. elegans has two types of condensin, 

condensin I and condensin II, and a subtype of condensin I that participates in a 

mechanism of dosage compensation of chromosome X in hermaphrodites by 
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condensing its structure (Csankovszki et al., 2009a). It has been demonstrated that 

condensin complexes regulate DSB formation, and therefore CO distribution by using 

heterozygous worms carrying a mutated copy of any subunit of condensin I or II (Mets 

and Meyer, 2009). Moreover, these heterozygous mutants display longer chromosomes, 

demonstrating how condensin contributes to meiotic chromatin structure. However, 

these heterozygous mutants start from a situation where they do not have the same 

amount of condensin than wild type worms. Ongoing studies in our laboratory have seen 

that temporally-controlled depletion of cohesin complexes from axial elements that 

were normally formed during early meiosis affect chromosome structure in a rapid way. 

For this reason, I hypothesised that a depletion of Condensin I after axial element 

assembly could affect chromosome length and help to understand if condensin 

complexes participate in CO designation, apart from DSB formation.  

To understand better the interplay between chromosome structure and condensin I, I 

crossed the dpy-26::degron CRISPR strain available in the lab with the LacO strain. Then, 

I did a quadruple immunostaining using αHIM-8, αHA and αHTP-3 antibodies together 

with LacI::GFP protein. To perform this staining, I picked L4 worms and allowed them 

grow in a NGM plate for 20 hours until they were young adults. The next day, I divided 

them into two different plates, one with 1mM of auxin and another one without auxin, 

both seeded with OP50 bacteria. After 7 hours, these worms were dissected, slides were 

acquired with the Zeiss ELYRA S1 and SIM images were processed using Imaris. As nuclei 

move around 1 row per hour in the C. elegans germline, during the 7 hours of auxin-

induced depletion used in this experiment nuclei will have progressed little through 

meiotic prophase (pachytene lasts about 35 hours).  

 

5.4.3 Chromosome length is not affected in auxin-treated dpy-26::degron germlines 

The first question that I wanted to address was whether the depletion of DPY-26 would 

extend the length of the chromosome axis as it was observed with the heterozygous 

condensin mutants. Thus, I measured the length of chromosomes III, V and X within the 

same nuclei at early-mid pachytene and late pachytene in auxin treated and untreated 

dpy-26::degron germ lines. Early-mid pachytene chromosomes were longer than late 

pachytene chromosomes in both conditions (figure 50A and B), observing the same 
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tendency that occurs in the wild type. Moreover, auxin-treated and untreated 

chromosomes were compared, not showing any differences when DPY-26 was depleted 

(figure 50C and D). These preliminary data suggest that depletion of DPY-26 from 

properly assembled axial elements does not affect chromosome length under these 

conditions. However, further experiments need to be done to clarify the timing of this 

process and in particular to carefully evaluate the level of DPY-26 depletion obtained 

under the experimental conditions used here.  

 

6.4.4 CO distribution is not affected in in auxin-treated dpy-26::degron germlines 

One of the advantages of using the auxin-degron system is that it allows to separate 

subsequent processes. For example, heterozygous cohesin mutants display an altered 

CO distribution because DSB formation is affected during early prophase (Mets and 

Meyer, 2009). Nevertheless, using these mutants, it is almost impossible to address 

whether they also have defects in CO designation at later stages, given that if you make 

DSBs at different locations, COs will be made at different positions as well. The auxin-

degron system allows this question to be answered. For example, if CO distribution is 

altered in a degron strain after 7 hours, it is because CO designation is being disturbed, 

given that for a nucleus to get from transition zone, where DSBs are made, to late 

pachytene, a nucleus needs at least 35 hours. To address this, chromosomes III, V and X 

were tracked for each condition, obtaining the relative position of each CO within the 

chromosome (figure 51A, C and E). Kolmogorov Smirnoff tests confirmed that CO 

distributions were the same for chromosome X (0.200) (figure 51B), chromosome III 

(0.133) (figure 51D) and chromosome V (0.672) (figure 51F), confirming that depletion 

of DPY-26 protein does not affect CO designation under these conditions. However, as 

mentioned above, additional controls are needed to carefully address the level of 

protein depletion. 
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6.5 Summary of results 

In this chapter, I have explored the different possibilities that SIM microscopy and Imaris 

combined offered to study meiotic chromosome structure. First, using a non-aggressive 

fixation protocol, I have demonstrated that X chromosomes show variability in length 

during pachytene. Then, by using the LacO strain, I have also been able to quantify 

chromosome length variability in two autosomal chromosomes (III and V) within the 

same nuclei, confirming that the chromosome length variability occurs in autosomal 

chromosomes as well. Moreover, I have validated that this chromosome length 

variability along pachytene is somehow controlled, given that early pachytene 

chromosomes are shorter than late pachytene chromosomes for all three chromosomes 

investigated. Another question that the SIM-Imaris system has allowed me to address is 

how the SC starts to be disassembled after the CO is made, suggesting that this process 

starts from the most distal telomere to the CO site.  

I also exploited the 3D chromosome measurement method to start investigating how 

SMC complexes regulate chromosome structure. I initially focused on wapl-1 mutants, 

which were known to have shorter axial elements during pachytene due to excess 

cohesin binding. First, I confirmed that wapl-1 mutants have shorter axial elements. 

Then, I also observed that wapl-1 chromosomes are more variable in length than wild 

type chromosomes, an unexpected finding. Nonetheless, early-mid pachytene 

chromosomes were shorter than late pachytene chromosomes, similar to what I 

observed in wild-type nuclei, confirming that proteins other than WAPL-1 must be 

regulating this process. A correlation between different chromosome lengths within the 

same nucleus was also observed in this mutant, although interestingly the correlation 

was reduced in wapl-1 chromosomes compared with wild type chromosomes. 

Preliminary observations show that CO distribution was not altered in wapl-1 mutants, 

however, more numbers need to be acquired to confirm this result. 

Finally, I used the 3D tracking method to study if rapid depletion of condensin I using 

the auxin-degron system affected the organization of pachytene chromosomes, as this 

system allows temporally-resolved depletion of the tagged protein. However, neither 

chromosome length nor CO distribution seemed to be affected when condensin I was 

depleted.  
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In conclusion, these early functional studies using the 3D tracking of meiotic 

chromosomes demonstrate that this method is a powerful tool to investigate the 

organization of meiotic chromosomes with single chromosome resolution. 
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Figure 41. X Chromosome length in pachytene nuclei 

Distribution of X chromosome length between early and late pachytene (n = 86). 

Chromosomes were binned in 5 µm intervals along the X axis, while the Y axis depicts 

the frequency of chromosomes of each indicated size. Note the two-fold difference 

between the shortest and the longest X chromosomes. 
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Figure 42. LacO insertions allows measurement of autosomal chromosomes 

A - Diagrammatic representation of LacO positions within the LacO strain. LacO positions 

are indicated in purple and position of pairing centers in red. Note that HIM-8 is the 

specific pairing center of chromosome X. The LacO strain also carries the cosa-1::HA 

CRISPR allele to allow visualization of CO sites in late pachytene nuclei.  

B - Visualisation of LacO strain on Imaris. Axial elements were labelled using αHTP-3 

(green), COSA-1::HA was labelled using αHA (blue), LacO positions were marked by using 

LacI::GFP (purple) and HIM-8 was labelled by using an αHIM-8 (red).   
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Figure 43. Chromosomes increase in length from early-mid pachytene to late 

pachytene 

A - Distribution of X chromosome lengths at early-mid and late pachytene (n = 41 and 

n=45 respectively). Late pachytene chromosomes are longer than early pachytene 

chromosomes. 

B - Distribution of chromosome III lengths at early-mid and late pachytene (n = 41 and 

n=45 respectively). Late pachytene chromosomes are longer than early-mid pachytene 

chromosomes. 

C - Distribution of chromosomes V lengths at early-mid and late pachytene (n = 41 and 

n=45 respectively). Late pachytene chromosomes are longer than early-mid pachytene 

chromosomes. 

D - Comparison of chromosome length average between the three chromosomes. Note 

that the same trend is observed in all of them: early-mid chromosomes are shorter than 

late pachytene chromosomes. 

E - Comparison of chromosome length in megabase pairs (Mbp) with chromosome 

length in microns (µm). The table below the graph represents the ratio between the 

chromosome size (Mbp) and the chromosome length (µm). Note that X chromosomes 

are more condensed than chromosomes III and V. Nonetheless, this graph also shows 

how chromosome V is more condensed than chromosome III proportionally, indicating 

than these two autosomal chromosomes might behave differently.  
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Figure 44. Chromosome length is coordinated along pachytene within nuclei 

A - XY plot graph representing pachytene chromosome length of chromosomes III and X 

withing the same nuclei. Early-mid pachytene chromosomes (n =41) were indicated in 

green, whereas late pachytene chromosomes (n = 45) were indicated in orange. Linear 

regression was 0.88.  

B - XY plot graph representing pachytene chromosome length of chromosomes III and V 

withing the same nuclei. Early-mid pachytene chromosomes (n = 41) were indicated in 

green, whereas late pachytene chromosomes (n = 45) were indicated in orange. Linear 

regression was 0.91. 

C - XY plot graph representing pachytene chromosome length of chromosomes V and X 

withing the same nuclei. Early-mid pachytene chromosomes (n = 41) were indicated in 

green, whereas late pachytene chromosomes (n = 45) were indicated in orange. Linear 

regression was 0.89. 

 

Plots were made by Amalia Martinez-Segura. 
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Figure 45. Synaptonemal complex disassembly starts from the most distal end from 

the CO site 

Visualisation of SC disassembly, inferred from separating axial elements, using Imaris. 

Axial elements were labelled using αHTP-3 (green) and COSA-1::HA was labelled using 

αHA (blue) to identify CO positions. Red arrows indicate the site of separating axial 

elements. Note that SC disassembly is initiated from the telomere which is the furthest 

away from the CO site.  
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Figure 46. wapl-1 mutant chromosomes, although smaller than wild type 

chromosomes, increase in length from early-mid pachytene to late pachytene 

A - Distribution of chromosomes X length in wapl-1 mutant at early-mid and late 

pachytene (n = 50 and n=44 respectively). Late pachytene chromosomes are clearly 

longer than early pachytene chromosomes. 

B - Distribution of chromosomes III length in wapl-1 mutant at early-mid and late 

pachytene (n = 50 and n=44 respectively). Autosomal chromosomes behave as the X 

chromosome, being late pachytene chromosomes longer than early-mid pachytene 

chromosomes. 

C - Distribution of chromosomes V length in wapl-1 mutant at early-mid and late 

pachytene (n = 50 and n=44 respectively). Autosomal chromosomes behave as the X 

chromosome, being late pachytene chromosomes longer than early-mid pachytene 

chromosomes. 

D - Comparison of chromosome length averages in wapl-1 mutant between the three 

chromosomes. Note the same trend is observed, early-mid chromosomes are shorter 

than late pachytene chromosomes. 
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Figure 47. wapl-1 mutant chromosomes are shorter than wild type chromosomes at 

both early-mid and late pachytene 

A - Comparison of early-mid pachytene chromosome length averages between wild type 

and wapl-1 mutant. Note that wapl-1 mutant chromosomes are shorter than wild type 

chromosomes.  

B - Comparison of late pachytene chromosome length averages between wild type and 

wapl-1 mutant. Note the same trend is observed, wapl-1 mutant chromosomes are 

shorter than wild type chromosomes.  
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Figure 48. WAPL-1 may participate in coordinating chromosome length 

XY plot graphs show how chromosome lengths are coordinated within the same nucleus 

in the wapl-1 mutant. 

A - XY plot graph representing pachytene chromosome length of chromosomes III and X 

withing the same nuclei. Early-mid pachytene chromosomes (n = 50) were indicated in 

green, whereas late pachytene chromosomes (n = 44) were indicated in orange. Linear 

regression was 0.69.  

B - XY plot graph representing pachytene chromosome length of chromosomes III and V 

withing the same nuclei. Early-mid pachytene chromosomes (n = 50) were indicated in 

green, whereas late pachytene chromosomes (n = 44) were indicated in orange. Linear 

regression was 0.81. 

C - XY plot graph representing pachytene chromosome length of chromosomes V and X 

withing the same nuclei. Early-mid pachytene chromosomes (n = 50) were indicated in 

green, whereas late pachytene chromosomes  (n = 44) were indicated in orange. Linear 

regression was 0.80. 

 

Plots were made by Amalia Martinez-Segura.  
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Figure 49. Analysis of CO distribution in wapl-1 mutants using SIM 

A - Graph comparing the wild type COSA-1 foci distribution against the wapl-1 

distribution among four equal-length intervals along Chr. X (n = 41 and n = 50 

respectively). 

B - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from wild 

type and wapl-1 mutant germ lines. These distributions were statistically equal (0.381, 

Kolmogorov-Smirnov test). 

C - Graph comparing the wild type COSA-1 foci distribution against the wapl-1 

distribution among four equal-length intervals along Chr. III (n = 41 and n = 50 

respectively). 

D - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from wild 

type and wapl-1 mutant germ lines. These distributions were statistically equal (0.496, 

Kolmogorov-Smirnov test). 

E - Graph comparing the wild type COSA-1 foci distribution against the wapl-1 

distribution among four equal-length intervals along Chr. V (n = 41 and n = 50 

respectively). 

F - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from wild 

type and wapl-1 mutant germ lines. These distributions were statistically equal (0.106, 

Kolmogorov-Smirnov test). 
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Figure 50. No differences in length observed between treated and untreated dpy-

26::degron chromosomes 

A - Graph comparing untreated dpy-26::degron early pachytene chromosomes against 

the untreated dpy-26::degron late pachytene chromosomes. Note that the same trend 

is observed, early-mid chromosomes are shorter than late pachytene chromosomes. 

B - Graph comparing auxin treated dpy-26::degron early pachytene chromosomes 

against the auxin treated dpy-26::degron late pachytene chromosomes. Note that the 

same trend is observed, early-mid chromosomes are shorter than late pachytene 

chromosomes. 

C - Graph comparing untreated dpy-26::degron early pachytene chromosomes against 

the auxin treated dpy-26::degron early pachytene chromosomes. No differences were 

observed between treated and untreated dpy-26::degron early pachytene 

chromosomes. 

C - Graph comparing untreated dpy-26::degron late pachytene chromosomes against 

the auxin treated dpy-26::degron late pachytene chromosomes. No differences were 

observed between treated and untreated dpy-26::degron late pachytene chromosomes. 
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Figure 51. Preliminary data indicates that depletion of DPY-26 protein does not affect 

CO distribution 

A - Graph comparing the auxin treated dpy-26::degron COSA-1 foci distribution against 

the untreated mei-2::degron distribution among four equal-length intervals along Chr. X 

(n = 49 and n = 49 respectively). 

B - Accumulative frequency plot comparing COSA-1 foci position along Chr. X from 

untreated dpy-26::degron and auxin treated dpy-26::degron germ lines. These 

distributions were the same (0.200, Kolmogorov-Smirnov test). 

C - Graph comparing the auxin treated dpy-26::degron COSA-1 foci distribution against 

the untreated mei-2::degron distribution among four equal-length intervals along Chr. 

III (n = 49 and n = 49 respectively). 

D - Accumulative frequency plot comparing COSA-1 foci position along Chr. III from 

untreated dpy-26::degron and auxin treated dpy-26::degron germ lines. These 

distributions were the same (0.133, Kolmogorov-Smirnov test).  

E - Graph comparing the auxin treated dpy-26::degron COSA-1 foci distribution against 

the untreated mei-2::degron distribution among four equal-length intervals along Chr. 

V (n = 49 and n = 49 respectively). 

F - Accumulative frequency plot comparing COSA-1 foci position along Chr. V from 

untreated dpy-26::degron and auxin treated dpy-26::degron germ lines. These 

distributions were the same (0.672, Kolmogorov-Smirnov test). 
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CHAPTER 7: DISCUSSION 

 
7.1 Summary of findings 

The first goal of my PhD was to use SRM to investigate the structural changes that 

meiotic chromosomes undergo during meiosis, focusing on the process of crossover 

formation during meiotic prophase. I demonstrated that both SIM and STED systems can 

resolve the axial elements from homologous chromosomes, which in pachytene nuclei 

are separated by a distance of around 120nm. Therefore, the methods used here 

provided a lateral resolution of at least 120 nm, well beyond the 200 nm limit of 

conventional wide-field microscopy. Then, I developed a method to map CO distribution 

in three-dimensionally intact meiotic nuclei by combining Imaris image software analysis 

with the SIM system to image CRISPR-generated strains in which CO sites were followed 

by tagging the COSA-1 protein. Tracking and orientation of individual chromosomes 

allows the detailed measurement of chromosome length throughout meiotic prophase, 

while in late pachytene nuclei this approach allows accurate identification of CO position 

along homologous axial elements. Using this method to analyse CO distribution on the 

X chromosomes, I observed striking similarities between the physical distribution of CO 

along late pachytene nuclei and the known genetic map of the X chromosome. Thus, 

mapping COs in three-dimensionally intact pachytene nuclei using SIM and Imaris image 

software analysis offers a powerful tool to investigate the regulation of CO distribution.  

Besides mapping CO distribution, this technology offers further possibilities to 

investigate meiotic chromosome structure that I exploited in later sections of the thesis. 

First, I demonstrated that X chromosomes show a surprising level of variability in length 

between different pachytene nuclei. Then, I confirmed that this was also the case for 

the autosomes (chromosomes III and V). After this, I demonstrated under the 

experimental conditions employed that early pachytene chromosomes are shorter than 

late pachytene chromosomes, both in autosomes and the X chromosomes, suggesting 

that the transition to late pachytene involves a regulated extension of chromosomes. 

Moreover, I demonstrated that chromosome length was coordinated among 
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chromosomes within the same nucleus, indicating the presence of nucleus-autonomous 

mechanisms that regulate chromosome length.  

I also exploited the SIM-Imaris method to start investigating how SMC complexes 

regulate chromosome structure during meiotic prophase. I began these functional 

studies by imaging meiotic chromosomes in wapl-1 mutants, which were known to 

display shorter axial elements due to an excess in cohesin binding. First, I confirmed that 

wapl-1 mutant chromosomes were shorter than wild type chromosomes. Moreover, 

wapl-1 chromosomes were unexpectedly more variable in length than wild type 

chromosomes. Nonetheless, early-mid pachytene chromosomes were shorter than late 

pachytene chromosomes, similar to what I observed in wild-type nuclei, confirming that 

proteins other than WAPL-1 must be regulating this process. Preliminary results 

suggested that CO distribution was not altered in wapl-1 mutants, however, more nuclei 

need to be acquired to confirm this result. The potential role of condensin I to prophase 

chromosome length was also investigated using the SIM-Imaris method and the auxin-

degron system, which allows a rapid depletion of the tagged protein. However, 

depletion of condensin I using this approach did not affect chromosome length or CO 

distribution and is likely that larger depletion times are needed. Another possibility 

could be that the DPY-26::degron protein could not be degraded by the AID system. In 

conclusion, these studies confirmed that this three-dimensional method to measure 

chromosome length is a powerful tool that can be used for functional studies. Future 

studies will focus on investigating how different SMC complexes, including different 

cohesin, as well as Topo II, regulate chromosome structure during meiotic prophase. 

The second goal of my PhD was to elucidate how the him-13(e1742) mutation, whose 

molecular identity was unknown, affects CO distribution and to determine if these 

changes in CO distribution were due to altered chromosome structure. In order to 

identify the molecular identity of the him-13(e1742) mutation I took several genetic 

approaches, which together confirmed that a mutation that results in a single amino 

acid substitution (E131K) in the mei-2 gene is the responsible for the him-13 phenotypes. 

MEI-2 is the C. elegans orthologue of p80, the non-catalytic subunit of the microtubule 

severing complex katanin. Thus, MEI-2, which had previously been shown to play a role 
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in the assembly of the meiotic spindle, appears to play an unexpected role in regulating 

CO distribution during meiotic prophase.  

Following the identification of him-13(e1742) as mei-2, I started a functional 

characterisation of this mutant to understand why they display altered CO distribution.  

This demonstrated that early prophase stages were affected in him-13(e1742) mutants.   

Analysis of RAD-51 recombination intermediates suggested that DSB formation and/or 

the processing of these DSBs was delayed in him-13 mutants. Supporting this idea, him-

13 mutants also displayed extension of the period when SPO-11 can make DSBs, as 

indicated by persistence of several CHK-2-dependent markers (DSB-2, PLK-2 on PCs, 

HIM-3 pS13, and HIM-8 pT64) in mid pachytene nuclei.  These results evidenced a delay 

in early meiotic progression, which were likely due to an impairment in the early steps 

of recombination, as synaptonemal complex assembly appeared largely normal in him-

13 mutants. Crucially, delayed meiotic progression was also observed in CRISPR-

generated mei-2(fq37[E131K]) mutants and in auxin treated mei-2::degron germ lines, 

confirming that MEI-2 contributes to early prophase events. Moreover, using the SIM-

Imaris method for CO mapping, I confirmed that MEI-2 is involved in regulating CO 

distribution and that CO interference remained unaffected. Initial analysis of the 

microtubule network surrounding early prophase nuclei failed to identify obvious 

defects, however, further experiments need to be performed to confirm this and to 

elucidate how MEI-2 promotes normal CO distribution. 

 

7.2 SIM-Imaris method allows three-dimensional study of chromosome structure 

When I started my project, one of the initial goals was to use SRM techniques to 

investigate meiotic chromosome structure. Since then, several studies using SRM have 

described different aspects of meiotic chromosome structure. For example, the SC has 

been studied in detail using SIM and PALM/STORM microscopy in C. elegans and 

Drosophila (Cahoon et al., 2017; Köhler et al., 2017; Woglar and Villeneuve, 2018). 

However, the methods used in these studies have clear differences in terms of 

acquisition and/or sample preparation compared to the method developed here. In the 

first C. elegans study, the authors studied the structure of the SC, obtaining a lateral 
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resolution of 10nm using a PALM/STORM system (Köhler et al., 2017). Nevertheless, this 

system does not allow the acquisition of whole three-dimensional intact nuclei, as 

imaging can only be done a few microns into the sample. In the second C. elegans study, 

the authors used a SIM system in combination with a nuclear spreading protocol that 

allows the visualization of recombination complexes in relationship with the SC (Woglar 

and Villeneuve, 2018). Although this protocol improves the visualisation of 

recombination complexes, the spreading process alters overall chromosome structure. 

In the Drosophila study, the SC was studied using a SIM system and a new technology 

called expansion microscopy (ExM)(Cahoon et al., 2017). Using this ExM gel, the 

biological sample is expanded, which makes it possible to resolve structures that without 

this procedure would be under the limit of resolution. Similar to the previous study, it 

enhances the visualisation of the structure by altering the sample. 

In this study, I have developed a new method to investigate meiotic chromosome 

structure by combining SIM microscopy and a three-dimensional visualisation software 

(Imaris). Although the resolution that I obtained with this method is not as good as the 

resolution obtained with the methods of the studies described above, it has several 

advantages. First, the sample does not suffer any major disruption, allowing imaging of 

three-dimensional intact nuclei in relatively large numbers. Second, this method allows 

deeper imaging into the sample, making it possible to acquire two layers of whole-depth 

nuclei. Finally, this method allows the visualisation and tracking of three-dimensional 

linear structures, such as pachytene chromosomes, and to determine the position of 

specific events, such as CO sites, along chromosomes. 

 

7.3 Differences in chromosome length between early-mid and late pachytene 

Tracking and measurement of three different chromosomes (X, III, V) during meiotic 

prophase has revealed that chromosomes become longer as nuclei progress from early 

to late pachytene (figure 43D). Interestingly, a similar difference between early and late 

pachytene chromosomes have been described in mice (Vranis et al., 2010). In this study, 

the authors proposed that this difference in length could be explained by different levels 

of cohesin. However, I also observe chromosome elongation between early-mid and late 
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pachytene wapl-1 mutants, which display overall increase in cohesin binding from the 

onset of meiosis (Crawley et al., 2016) (figure 46D). Although this result does not discard 

the possibility that regulation of cohesin binding is involved in chromosome elongation 

during late pachytene, it implies that players other than WAPL-1 must regulate this 

process. Interestingly, it has been proposed that CO formation expands chromosome 

axis locally in C. elegans (Libuda et al., 2013), suggesting that CO formation could be the 

responsible for increasing chromosome length in late pachytene. However, this 

conclusion was reached by measuring late pachytene chromosomes length in situations 

with different CO numbers (COSA-1 foci), and also the length of a specific interval on the 

X chromosome in the presence and absence of COs in that region. Comparisons with 

early pachytene nuclei were not possible as the measurements required the presence 

of COSA-1 foci at CO sites, which are only present in late pachytene. Therefore, whether 

CO-triggered axis extension is responsible for the global increase in chromosome length 

that I report here, or whether this is caused by a different mechanism remains to be 

elucidated. One way of addressing this will be to compare early and late pachytene 

nuclei of spo-11 mutants. If chromosomes still show elongation at late pachytene this 

will suggest that the process is independent of recombination. On the other hand, if spo-

11 mutants do not undergo chromosome extension at late pachytene this will suggest 

that DSBs or COs intermediates are required for the global extension. Analysis of 

chromosome length in cosa-1 mutants, which make DSBs but fail to form COs (Yokoo et 

al., 2012), should clarify this point. I plan to perform these experiments in the near 

future. 

 

7.4 Chromosome length control during pachytene 

I have confirmed that the WAPL-1 cohesin removal factor plays an important role in 

regulating chromosome size during early prophase, demonstrating the key role that 

cohesin plays in meiotic chromosome structure. However, cohesin is not thought to be 

the only player controlling chromosome architecture. For this reason, I decided to 

investigate condensin, another well-known regulator of chromosome length (Mets and 

Meyer, 2009). In the Mets and Meyer´s study, heterozygous condensin mutants were 

studied, showing that a partial reduction in condensin I or II from the onset of meiosis 
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caused expansion of chromosome axis. I wanted to investigate if rapid removal of 

condensin I from pachytene chromosomes that had undergone normal morphogenesis 

at the onset of meiosis would impact chromosome length. However, no clear differences 

were detected in these preliminary experiments. Larger times of condensin I depletion 

will need to be used in the future to clarify the timing of condensin I action during 

meiotic prophase in C. elegans.  

Both condensin and cohesin appear to affect chromosome length by condensing 

chromosomes. For example, wapl-1 mutants, which have an excess of cohesin 

associated with chromosomes, display shorter axial elements (Crawley et al., 2016), 

while heterozygous condensin mutants, which have lower amount of condensin loaded 

onto the chromosomes, show longer axial elements (Mets and Meyer, 2009). A recent 

study shows that condensin shields cohesin complexes from WAPL-1 removal during 

meiosis in C. elegans (Hernandez et al., 2018). This surprising finding could explain why 

both complexes behave in the same way. It could also mean that the shortening of axial 

elements observed in heterozygous condensin mutants may be caused by an indirect 

loss of cohesin. Further experiments would help to understand the differences between 

both SMC complexes regarding chromosome structure and the functional relationship 

between them. 

In addition to condensin and cohesin, there are other potential candidates that are 

expected to regulate chromosome structure during meiotic prophase, including 

topoisomerase II and CENPA. In mammals, topoisomerase II is associated with meiotic 

chromosome axes, and defects in topoisomerase II cause problems in chromosome 

condensation and segregation (Gómez et al., 2014). Importantly, ongoing experiments 

in our laboratory with the auxin-degron system have demonstrated that topoisomerase 

II has a role in shortening chromosomes during diplotene. Moreover, a similar role for 

topoisomerase II in promoting chromosome shortening during the mitotic divisions of 

the C. elegans embryo has recently been reported (Ladouceur et al., 2017). This study 

also identified the histone H3 variant CENPA as a factor that regulates mitotic 

chromosome length, as depletion led to shorter chromosomes (Ladouceur et al., 2017). 

CENPA starts associating with meiotic chromosome during diplotene in C. elegans 

(Monen et al., 2005), suggesting that the interplay between CENPA and topoisomerase 
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II observed in mitosis may also occur during late meiotic prophase. I plan to perform 

these experiments in the future using the SIM-Imaris method. 

 

7.5 How does MEI-2 regulate CO distribution? 

As MEI-2 is a component of the microtubule severing complex katanin, the simplest way 

of explaining how a mutation in MEI-2 can affect CO distribution is through disrupting 

microtubule architecture in the germ line, which could affect chromosome movement 

during early prophase. Microtubules are essential for the chromosome movement that 

promote pairing and synapsis (Sato et al., 2009). Moreover, sun-1 mutants, which have 

major problems in chromosome movement due to a failure in connecting chromosomes 

to the cytoskeleton, have defects in CO formation, demonstrating that chromosome 

movement promotes recombination (Penkner et al., 2007, 2009). These chromosome 

movements are conserved across species and they have been proposed to shape CO 

landscape by generating waves along homologous chromosomes that facilitate CO 

formation (Hultén, 2011), and in yeast functional interplay between chromosome 

movement and recombination has been demonstrated (Conrad et al., 2008; Koszul et 

al., 2008). 

Therefore, it would be important to investigate both chromosome movement and the 

microtubule network in mei-2 mutants. To do this, I crossed mei-2 mutants with a strain 

carrying the SUN-1::GFP transgene (Penkner et al., 2007). This strain can be used to 

record chromosome movement in vivo and analyse if there was any difference between 

the mei-2 mutant and the wild type. Unfortunately, due to time constrains I could not 

perform this experiment before writing the thesis. Another important point will be to 

determine how the E131K mutation affects the activity of MEI-2 on microtubules, which 

could be achieved using biochemical methods to measure katanin activity as described 

in (Joly et al., 2016). Furthermore, it would be interesting to investigate the reason why 

CO distribution appear to be different in him-13(e1742) and mei-2(fq37[E131K]) mutant 

strains. One possible explanation for this phenotype would be that the protein levels of 

MEI-2 were different in both strains, despite being the same mutated protein. Another 

possibility would be that katanin had different levels of activity in each strain, for 
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example if the him-13(e1742) strain had accumulated other mutations in the 

background that could affect the activity of katanin. Both hypotheses would imply that 

variations in the levels of activity/expression of Katanin modulate CO distribution. If this 

is correct, it should be possible to find mutations in other microtubule-severing enzymes 

or microtubule-associated proteins that affect CO distribution.  

Based on the known function of MEI-2 (p80) as part of katanin in different organisms, it 

seems unlikely that MEI-2 affects CO distribution in C. elegans by a non-canonical role. 

Determining if impairing MEI-1 (catalytic subunit of katanin) function causes altered CO 

distribution should help clarifying this point. However, experiments described here can 

not formally rule out that MEI-2 affects CO distribution independently of its role in 

Katanin. Interestingly, several cytoskeletal proteins have been found in the nucleus 

performing different roles compared to their known cytoplasmatic activity (Spichal and 

Fabre, 2017). For example, FIDGETIN-LIKE-1 (FIGNL1), a paralogous protein of fidgetin, 

has been shown to participate with RAD51 in homologous recombination in mammals 

(Yuan and Chen, 2013). In A. thaliana, it has also been shown that FIGL1 regulates 

dynamics of DMC1 and RAD51 recombinases in meiosis (Fernandes et al., 2018; Girard 

et al., 2015). This is a surprising result because it shows that FIGL1, a severing-

microtubule enzyme as katanin, has a role not related with its canonical function. Similar 

to the him-13(e1742) mutant, CO distribution and RAD-51 numbers are affected in the 

figl1 mutant. Nevertheless, the figl1 mutant also displays an increase in the number of 

COs, a phenotype that is not observed in the him-13(e1742) (Fernandes et al., 2018; 

Girard et al., 2015). However, it is important to considerate that C. elegans shows 

complete CO interference, making it more difficult to reproduce this phenotype in this 

animal model.  

An important question to address that would help to clarify the role of MEI-2 in CO 

distribution is to identify the specific recombination step affected by MEI-2. Based on 

my functional analysis of mei-2 mutants, this step is likely to be either DSB formation or 

CO designation. Inducing artificial DSBs in a spo-11 mutant background (no endogenous 

DSBs) will help to distinguish between these possibilities (Yokoo et al., 2012). If 

irradiated mei-2; spo-11 double mutants show the same CO distribution as irradiated 
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spo-11 single mutants, this would suggest that MEI-2 is not involved in CO designation 

and is more likely to affect DSB formation by altering DSB number and/or location. 
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