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Preface

On behalf of the Program Committee, a very warm welcome to the Fifth Italian Conference on
Computational Linguistics (CLiC-it 2018). This edition of the conference is held in Torino. The
conference is locally organised by the University of Torino and hosted into its prestigious main
lecture hall “Cavallerizza Reale”. The CLiC-it conference series is an initiative of the Italian
Association for Computational Linguistics (AILC) which, after five years of activity, has clearly
established itself as the premier national forum for research and development in the fields of
Computational Linguistics and Natural Language Processing, where leading researchers and
practitioners from academia and industry meet to share their research results, experiences, and
challenges.

This year CLiC-it received 70 submissions against 64 submissions in 2015, 69 in 2016 and 72
in 2017. The Programme Committee worked very hard to ensure that every paper received at
least two careful and fair reviews. This process finally led to the acceptance of 18 papers for oral
presentation and 45 papers for poster presentation, with a global acceptance rate of 90%
motivated by the inclusive spirit of the conference. The conference is also receiving considerable
attention from the international community, with 16 (23%) submissions showing at least one
author affiliated to a foreign institution. Regardless of the format of presentation, all accepted
papers are allocated 5 pages plus 2 pages for references in the proceedings, available as open
access publication. In line with previous editions, the conference is organised around thematic
areas managed by one or two area chairs per area.

In addition to the technical programme, this year we are honoured to have as invited speakers
internationally recognised researchers as Johan Bos (University of Groningen) and Iryna
Gurevych (Technische Universitit Darmstadt). We are very grateful to Johan and Iryna for
agreeing to share with the Italian community their knowledge and expertise on key topics in
Computational Linguistics.

Traditionally, around one half of the participants at CLiC-it are young postdocs, PhD students,
and even undergraduate students. As in the previous edition of the conference, we organised a
special track called “Research Communications”, encouraging authors of articles published in
2018 at outstanding international conferences in our field to submit short abstracts of their
work. Research communications are not published in the proceedings, but are orally presented
within a dedicated session at the conference, in order to enforce dissemination of excellence in
research.

Moreover, during the conference we award the prize for the best Master Thesis (Laurea
Magistrale) in Computational Linguistics, submitted at an Italian University between August 1st
2017 and July 31st 2018. This special prize is also endorsed by AILC. We have received 6
candidate theses, which have been evaluated by a special jury. The prize will be awarded at the
conference, by a member of the jury.



As last year, we propose a tutorial at the beginning of the conference (Paolo Rosso - Profiling
Information in Social Media). We highlight the importance that this kind of opportunities have
for young researchers in particular, and we are proud of having made the tutorial attendance
free for all registered students.

Even if CLiC-it is a medium size conference, organizing this annual meeting requires major
effort from many people. This conference would not have been possible without the dedication,
devotion and hard work of the members of the Local Organising Committee, who volunteered
their time and energies to contribute to the success of the event. We are also extremely grateful
to our Programme Committee members for producing a lot of detailed and insightful reviews, as
well as to the Area Chairs who assisted the Programme Chairs in their duties. All these people
are named in the following pages. We also want to acknowledge the support from endorsing
organisations and institutions and from all of our sponsors, who generously provided funds and
services that are crucial for the realisation of this event. Special thanks are also due to the
University of Torino for its support in the organisation of the event and for hosting the
conference at the main lecture hall “Cavallerizza Reale”.

Please join us at CLiC-it 2018 to interact with experts from academia and industry on topics
related to Computational Linguistics and Natural Language Processing and to experience and
share new research findings, best practices, state-of-the-art systems and applications. We hope
that this year’s conference will be intellectually stimulating, and that you will take home many
new ideas and methods that will help extend your own research.

Elena Cabrio, Alessandro Mazzei and Fabio Tamburini
CLiC-it 2018 General Chairs

1I
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Computational Semantics in Neural Times

Johan Bos
University of Groningen, Netherlands
johan.bos@rug.nl

Abstract

Semantic parsing is more popular than ever. One reason is that we have a rising number of se-
mantically annotated corpora. Another reason is that there is new Al technology to be ex-
plored. In this talk I will present a new corpus of open-domain texts annotated with formal
meaning representations. Using a parallel corpus, the resource is developed not only for Eng-
lish, but also for Dutch, German and Italian. The meaning representations comprise logical op-
erators to assign scope, comparison operators, and non-logical symbols. The non-logical sym-
bols are completely grounded in WordNet concepts and VerbNet-style roles. I will contrast
two methods for semantic parsing on this corpus: a traditional technique using a categorial
grammar and lambda-calculus, and an ultra-modern way using a (surprise, surprise) neural
network. Guess which one performs better!

Short Bio

Johan Bos is Professor of Computational Semantics at the University of Groningen. He re-
ceived his doctorate from the Computational Linguistics Department at the University of the
Saarland in 2001. Since then, he held post-doc positions at the University of Edinburgh, work-
ing on spoken dialogue systems, and the La Sapienza University of Rome, conducting research
on automated question answering. In 2010 he moved to his current position in Groningen,
leading the computational semantics group. Bos is the developer of Boxer, a state-of-the-art
wide-coverage semantic parser for English, initiator of the Groningen Meaning Bank, a large
semantically-annotated corpus of texts, and inventor of Wordrobe, a game with a purpose for
semantic annotation. Bos received a €1.5-million Vici grant from NWO in 2015 to investigate
the role of meaning in human and machine translation.



Disentangling the Thoughts: Latest News in
Computational Argumentation

Iryna Gurevych
Technische Universitidt Darmstadt, Germany
gurevych@ukp.informatik.tu-darmstadt.de

Abstract

In this talk, I will present a bunch of papers on argument mining (co-)authored by the UKP
Lab in Darmstadt. The papers have appeared in NAACL, TACL and related venues in 2018. In
the first part, I will talk about large-scale argument search, classification and reasoning. In the
second part, the focus will be on mitigating high annotation costs for argument annotation.
Specifically, we tackle small-data scenarios for novel argument tasks, less-resourced languages
or web-scale argument analysis tasks such as detecting fallacies. The talk presents the results
of ongoing projects in Computational Argumentation at the Technische Universitdt Darmstadt
[1]: Argumentation Analysis for the Web (ArguAna) [2], Decision Support by Means of Au-
tomatically Extracting Natural Language Arguments from Big Data (ArgumenText) [3].

[1] https://www.ukp.tu-darmstadt.de/research/research-areas/argumentation-mining/
[2] https://www.ukp.tu-darmstadt.de/research/current-projects/arguana/
[3] https://www.argumentext.de/

Short Bio

Iryna Gurevych is professor of computer science at TU Darmstadt, where she leads the UKP
Lab and the DFG-funded Research Training Group “Adaptive Preparation of Information from
Heterogeneous Sources” (AIPHES). She has a broad range of research interests in natural lan-
guage processing, with a focus on computational argumentation, computational lexical seman-
tics, semantic information management, and discourse and dialogue processing. She has co-
founded and co-organized the workshop series “Collaboratively Constructed Semantic Re-
sources and their Applications to NLP”, “Argument Mining” and several research events on
innovative applications of NLP to education, social sciences and humanities. More information
can be found: https://www.ukp.tu-darmstadt.de/ .
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A distributional study of negated adjectives and antonyms

Laura Aina*
Universitat Pompeu Fabra
Barcelona, Spain
laura.aina@upf.edu

Raffaella Bernardi
University of Trento
Trento, Italy
bernardi@disi.unitn.it

Raquel Fernandez
University of Amsterdam
Amsterdam, The Netherlands
raquel.fernandez@uva.nl

Abstract

English. In this paper, we investigate the
relation between negated adjectives and
antonyms in English using Distributional
Semantics methods. Results show that, on
the basis of contexts of use, a negated ad-
jective (e.g., not cold) is typically more
similar to the adjective itself (cold) than to
its antonym (hot); such effect is less strong
for antonyms derived by affixation (e.g.,

happy - unhappy).

Italiano. In questo lavoro, analizziamo la
relazione fra aggettivi negati e antonimi
in inglese utilizzando metodi di Seman-
tica Distribuzionale. 1 risultati mostrano
che, sulla base dei contesti di uso, la
negazione di un aggettivo (ad es. “not
cold”; it.: “non freddo”) é tipicamente
piu simile all’aggettivo stesso (“cold’; it.:
“freddo”) che al suo antonimo (“hot”; it.:
“caldo”). Tale effetto ¢ meno accentuato
per antonimi derivati tramite affissi (ad
es.  “happy”-“unhappy”; it.: “felice”-
“infelice”).

1 Introduction

Negation has long represented a challenge
for theoretical and computational linguists (see
Horn (1989) and Morante and Sporleder (2012)
for overviews): in spite of the relative simplicity
of logical negation (—p is true < p is false), com-
plexity arises when negation interacts with mor-
phosyntax, semantics and pragmatics.

In this work, we focus on the negation of ad-
jectives in English, expressed by the particle not
modifying an adjective, as in not cold. A naive

* Part of the work presented in this paper was carried
out while the first author was at the University of Amsterdam.

account of these expressions would be to equate
them to antonyms, and hence take them to con-
vey the opposite of the adjective (e.g., not cold =
hot). In fact, this simplifying assumption is some-
times made in computational approaches which
model negation as a mapping from an adjective to
its antonym (e.g., The Pham et al., (2015), Rimell
et al., (2017)). However, a range of studies sup-
port what is known as mitigation hypothesis (Jes-
persen, 1965; Horn, 1972; Giora, 2006), accord-
ing to which a negated adjective conveys an in-
termediate meaning between the adjective and its
antonym (e.g., not large ~ medium-sized). The
meaning of the adjective is mitigated by negation,
while some emphasis on it still persists in mem-
ory (Giora et al., 2005). This view is compati-
ble with pragmatic theories predicting that the use
of a more complex expression (not large) when a
simpler one is available (small) triggers the impli-
cature that a different meaning is intended (e.g.,
medium-sized) (Grice, 1975; Horn, 1984). Com-
putational models predicting similar mitigating ef-
fects are those by Hermann et al., (2013) and
Socher et al., (2012; 2013).

In this work, we investigate negated adjec-
tives from the perspective of Distributional Se-
mantics (Lenci, 2008; Turney and Pantel, 2010).
We study antonymic adjectives and their negations
in terms of their distribution across contexts of
use: to this end, we employ an existing dataset
of antonyms, whose annotation we further extend,
and the distributional representations of these and
their negated version, as derived with a standard
distributional model. This allows us to conduct
a data-driven study of negation and antonymy
that covers a large set of instances. We compare
pairs of antonyms with distinct lexical roots and
those derived by affixation, i.e., lexical and mor-
phological antonyms (Joshi, 2012) (e.g., small -
large and happy - unhappy respectively). More-



over, we investigate the distinction between lexical
antonyms that are contrary or contradictory, that
is, those that have or do not have an available in-
termediate value (Fraenkel and Schul, 2008): e.g.,
something not cold is not necessarily hot - it could
be lukewarm - but something not present is absent.
As for negations of morphological antonyms, we
compare instances of simple and double nega-
tion, where the latter occurs if the antonym that is
negated is an affixal negation (e.g., not unhappy).
Our analyses show that, when considering dis-
tributional information, negated adjectives are
more similar to the adjective itself than to the
antonym (e.g., not cold is closer to cold than
to hot), regardless of the type of antonym or of
negation. However, we find that morphological
antonymy is closer to negation than lexical one is.

2 Motivation and data

We are interested in how negation acts with respect
to pairs of adjectives connected by the lexical rela-
tion of antonymy (Murphy, 2003), i.e., that are as-
sociated with opposite properties within the same
domain (e.g., hot - cold). In particular, we want
to compare the negation of one of the antonymic
adjectives with itself and its antonym respectively
(e.g., not cold vs. cold and vs. hot). Our data of
interest are then triples obtained starting from an
antonymic pair and negating one of the two items
(for each pair we obtain two triples). For example:

(1)  ( hot, cold, not {hot|cold})
(2)  (happy, unhappy, not {happy|unhappy})

As data, we make use of a subset of the Lexi-
cal Negation Dictionary by Van Son et al. (2016).
This consists of antonym pairs in WordNet (Fell-
baum, 1998) annotated for different types of lex-
ical negation (Joshi, 2012). We consider adjec-
tive pairs that are either lexical antonyms, i.e., with
distinct lexical roots (e.g., cold - hot), or morpho-
logical antonyms, i.e., derived by affixal negation
(e.g., happy - unhappy)." In our analyses, we com-
pare different subsets of the data: we explicate and
motivate the distinctions in the following.

Lexical vs. morphological antonyms These
two groups are usually taken to express the same
lexical relation - i.e., opposition - and to be differ-
ent only on morphological terms. However, such

'In the dataset, the former are coded as regular antonyms
and the latter as direct affixal negations.

adj. not.adj. # triples
Lexical antonyms 254715 1144 198
— contrary 336923 1057 68
— contradictory 298378 1031 28
Morphological antonyms 83232 1821 185
— simple negations 84744 2002 157
— double negations 122525 871 28

Table 1: Average frequency of adjectives and
negated adjectives per class, and total number of
triples (a1, ag, not {ay|as}) considered.

difference might affect their relation with negated
adjectives: indeed, affixal negations have a mor-
phological structure that resembles negated adjec-
tives (e.g., un-happy vs. not happy). For this rea-
son, we keep triples derived from lexical and mor-
phological antonyms distinct, and compare them
in our analyses: in particular, we are interested
in testing whether in a distributional space nega-
tion tends to be more similar to morphological
antonymy than to lexical one. Besides this com-
parison, we apply other distinctions to the triples
obtained with lexical and morphological antonyms
respectively, in order to investigate further effects.

Contrary vs. contradictory Lexical antonyms
have been classified as either contradictory or con-
trary (Clark, 1974), depending on whether the
negation of one entails the truth of the other,
without the availability of a mid-value. Fraenkel
and Shul (2008) provided psycholinguistic results
showing that if an adjective is part of a contradic-
tory pair, its negation is interpreted as closer to the
antonym than if it is part of a contrary pair (e.g.,
not dead is interpreted as being closer to alive than
not small to large). We aim to investigate this re-
sult in a distributional space, where we are able to
quantify similarities between lexical items.

Since no data annotated with respect to this
distinction is available, the three authors inde-
pendently annotated the antonym pairs in the
dataset as either contrary, contradictory or un-
clear, following the definition used by Fraenkel
and Shul (2008).2 Not surprisingly, the inter-
annotator agreement is only moderate (Fleiss’ k =
0.37): already Fraenkel and Shul (2008) noted
that even for what they considered contradictory
pairs it is possible to conceive a mid-value inter-
pretation (e.g., not dead ~ half-dead; Paradis and
Willners (2006)). This suggests that the contrary

Annotation guidelines at https://lauraina.
github.io/data/notadj.pdf



vs. contradictory distinction involves a continuum
rather than a dichotomy. We leave this aspect to
be further clarified by future research and, for the
purpose of our analysis, only consider pairs clas-
sified with full agreement.

Simple vs. double negation In the case of
morphological antonyms, one of the two adjec-
tives is an affixal negation, and hence already
contains a negating prefix (such as un- in un-
happy): adding not thus gives rise to a double
negation (e.g., not unhappy). These expressions
have been widely studied in the literature due
to their difference with double negation in logic
(e.g., Bolinger (1972), Kritka (2007) and recently
Tessler and Franke (2018)). While in logic two
negations cancel each other out (——p=p), in nat-
ural language double negations are typically em-
ployed to weaken the meaning of the adjective that
is negated twice (e.g., not unhappy # happy) . Our
goal is to test whether evidence for this effect is
found in a distributional space: in particular, if two
negations were to cancel each other out then the
negation of an affixal negation (e.g., not unhappy)
should be particularly close to the antonym (e.g.,
happy). We then test whether simple (e.g., not
happy) and double (e.g., not unhappy) negations
exhibit similar trends in relation to an antonym

pair (happy vs. unhappy).

3 Analyses

3.1 Methods

Previous studies about negation of adjectives de-
scribed its effect as a meaning shift from the adjec-
tive towards the antonym, that can be measured in
terms of semantic similarity (Fraenkel and Schul,
2008). Distributional Semantics offers us a data-
driven method of quantifying this: we can rep-
resent expressions as vectors summarizing their
large-scale patterns of usage and then interpret
their proximity relations in terms of similarity.

To this aim, we build a distributional semantic
model with standard techniques, but whose vocab-
ulary includes, besides word units, also negated
adjectives. In practice, each occurrence of a
negated adjective (adjacent occurrence of not and
an adjective without intervening words; e.g., we
exclude cases like not very cold) is treated as a
single and independent token (e.g., not cold ~~
not_cold). With this pre-processing, we train a

word2vec CBOW model (Mikolov et al., 2013)?
on the concatenation of UkWaC and Wackypedia-
En corpora (2.7B tokens; Baroni et al., (2009)),
setting parameters as in the best performing model
by Baroni et al. (2014).* We do not carry out
any hyperparameters search, nor we employ any
ad hoc techniques aimed at, for example, ampli-
fying the distances between antonyms in the se-
mantic space (such as that of Nguyen et al. (2016)
or The Pham et al. (2015)). Indeed, we are inter-
ested in investigating characteristics of antonyms
and negated adjectives in a standard distributional
model, that is not fine-tuned to a particular task
and where no assumptions about the structure of
its space are incorporated. However, we assess the
quality of the induced model through a similarity
relatedness task, where we find that it achieves sat-
isfying performances.’

For our analyses, we consider triples as
those described in Section 2. Given a triple
(aj, aj,not a;) (e.g., cold, hot, not cold), we de-
fine the following score:

(3) Shift := Sim(not a;, a;) — Sim(not a;, a;)

where i#j, and Sim(not a;, a;) and Sim(not a;, a;)
are the cosine similarities of the negated adjective
with the antonym and the adjective, respectively.
This measures how much closer a negated adjec-
tive is to the antonym than to the adjective (i.e.,
how much closer not cold is to hot than to cold),
and hence how much negation shifts the mean-
ing of an adjective towards that of the antonym.
Due to the well-known tendency of antonyms to be
close in a distributional space (Mohammad et al.,
2013), the absolute value of Shift is not expected
to be high (a vector close to one is likely close to
the other too). However, we can test whether a
higher proximity is registered towards one of the
two adjectives.

From the data introduced in Section 2, we only
consider triples where each of the three elements
occurs at least 100 times in the training corpus of
the distributional model. Table 1 shows the num-
ber of triples considered for each class and the
average frequency of adjectives and negated ad-
jectives.® The number of contradictory triples is

3Gensim implementation.

*Vectors size: 400; window size: 5; minimum frequency:
20; sample: 0.005; negative samples: 1.

SSpearman’s p of 0.75 on the MEN dataset (Bruni et al.,
2014); see results by Baroni et al. (2009) for a comparison.

®Negated adjectives are overall less frequent than their
non-negated counterparts, as shown in Table 1.



small due to the choice of keeping only antonyms
for which we had full agreement in the annotation;
double negations triples are few due to the limited
frequency of these expressions in the corpus.’

3.2 Results and discussion

Table 2 shows the scores across the different cate-
gories mentioned in Section 2. Example triples for
each category are given in Table 3, together with
the nearest adjectives of each element in the triple.

Lexical vs. morphological antonyms The av-
erage Shift scores of both classes are negative,
showing that a negated adjective is typically closer
to the adjective than to the antonym. Indeed,
as shown in Table 3, the nearest neighbor of a
negated adjective is often the related adjective. On
one hand, this could be seen as supporting the
idea that negated adjectives express an intermedi-
ate meaning between that of the adjective and the
antonym (e.g., not small is close to normal-sized).
More in general, it shows that negated adjectives
have a profile of use that is more similar to that of
the adjective than to the antonym.

The two classes of antonyms differ significantly
in the extent of this effect: negated adjectives are
closer to a morphological antonym than a lexi-
cal one (e.g., not perfect vs. imperfect, not wide
vs. narrow). Such similarity in distribution can be
explained by the similarity in structure, and hence
possibly in meaning, of negated adjectives and af-
fixal negations. Yet, in spite of the higher simi-
larity in use, affixal negation still does not seem
equivalent to negation by not, due to the negative
average Shift value.

Contrary vs. contradictory antonyms In con-
trast to the results from the linguistic literature (see
Section 2), the behavior of contrary and contra-
dictory antonym pairs is not significantly differ-
ent in our analysis. When we look into a distribu-
tional space, even for contradictory antonyms, the
negated adjectives tend to be more similar to the
adjective itself than to the antonym.

This result points at the fact that distributional
similarity is capturing a different type of simi-
larity from that considered in the experiments of
Fraenkel and Shul (2008). We cannot thus directly
interpret our results as just a product of the mit-
igating aspect of negation. Distributional infor-
mation may discriminate between the negation of

"Full list of triples at https://lauraina.
github.io/data/notadj.pdf
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an adjective and the antonym, even when the two
seem intuitively equivalent (e.g., not dead is closer
to dead than to alive): indeed, the use of one or
the other may serve different functions (e.g., con-
tradicting an expectation, politeness, etc.), lead-
ing them to appear in different contexts. More-
over, we find that, since continuous representa-
tions are able to capture nuanced differences, the
alleged dichotomy between contrary and contra-
dictory antonyms may become a continuum in dis-
tributional space: for example, one of the closest
adjectives to not dead is half-dead. This further
underscores the difficulty in distinguishing be-
tween contrary and contradictory antonyms which
we had already encountered in the annotation.

Simple vs. double negations There is not a sig-
nificant difference between negated adjectives that
are instances of simple and double negations: cru-
cially, it is not the case that double negations are
very close to the antonym as a result of the two
negations canceling each other out (e.g., not un-
happy is closer to unhappy than to happy).

As before, the result cannot be interpreted only
in terms of mitigation (though, e.g., not unhappy is
close to unimpressed, hence a mid-value between
happy and unhappy). In general, it suggests that
the contexts of use of double negations are more
similar to the ones of the adjective that is negated
than to those of its antonym. Indeed, double nega-
tions typically appear in contexts where the use
of the “logically” equivalent alternative (i.e., the
antonym) is to be avoided for pragmatic reasons,
as possibly too strong or direct (e.g., not unprob-
lematic vs. problematic; Horn, (1984)).

4 Conclusion

We have investigated negated adjectives using the
tools of Distributional Semantics, which allows us
to quantify the similarities between expressions
on the basis of how they are used. Our analy-
ses show that, when considering contexts of oc-
currence, negating an adjective does not make it
closer to the antonym than to the adjective itself.
This can be seen as a result of the various func-
tions of negation (e.g., mitigation, contradiction to
an expectation, politeness) that may lead to dif-
ferent patterns of use for negated adjectives and
antonyms. Further research may shed light on
which type of contexts actually discriminate them,
for example through a corpus study, and which
other properties negated adjectives have in a distri-



Lexical antonyms —.19 (0 =.16) Morphological antonyms  —.04 (o = .16) ¥
Contrary antonyms  —.18 (0 = .15)  Contradictory antonyms  —.19 (o = .16)
Simple negations —.03 (0 =.17)  Double negations —.06 (o = .11)

Table 2: Average Shift scores, with standard deviation, for each category. ***: significant difference
between categories in the row (p < 0.001, Welch’s ¢-test).

Contrary small: large, tiny, smallish,  large: small, sizeable, huge, not small: small, smallish,
antonyms sizeable, largish vast, smallish normal-sized, largish, middle-sized
Contradictory dead: drowned, lifeless, alive: dead, awake, not dead: dead, half-dead, alive,
antonyms half-dead, wounded, alive unharmed, beloved, tortured comatose, lifeless

Simple negations  similar: analogous,
identical, comparable,

dissimilar, same

dissimilar: similar, different,
distinct, unrelated, identical

not similar: similar, dissimilar,
identical, distinguishable,
analogous

Double negations  happy: glad, pleased,

contented, nice, kind

unhappy: disappointed,
dissatisfied, unsatisfied,
resentful, anxious

not unhappy: unhappy, adamant,
disappointed, dismayed,
unimpressed

Table 3: Nearest adjectives is semantic space for the three elements in some sample triples.

butional space, such as their interaction with scalar
dimensions (e.g., not hot vs. freezing, cold, luke-
warm, hot etc.; Wilkinson and Tim (2016)). Fi-
nally, while for the purpose of this study we opted
for a standard word2vec model, one could test for
the same effects with differently obtained distribu-
tional vectors.

Despite its current limitations in covering truth-
related aspects of meaning, Distributional Seman-
tics was shown by Kruszewski et al. (2017) to be
apt to model at least some aspects of negation, es-
pecially if graded in nature, such as alternative-
hood. Our study provides supporting evidence
for this line of research and in addition points at
the utility of using Distributional Semantics to un-
cover nuanced differences in use between a nega-
tion and other expressions, even when logically
equivalent. Moreover, we regard our results to be
of general interest for the NLP community, since
effects of negation like the ones we studied and
how they are represented in a distributional space
can be critical for tasks like sentiment analysis
(e.g., what does it imply that a costumer is not
happy or not unhappy with a product?; Wiegand
et al, (2010)).
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Abstract

English. In this paper we present PRET, a
gold dataset annotated for prerequisite re-
lations between educational concepts ex-
tracted from a computer science textbook,
and we describe the language and domain
independent approach for the creation of
the resource. Additionally, we have cre-
ated an annotation tool to support, validate
and analyze the annotation.

Italiano. In questo articolo presentiamo
PRET, un dataset annotato manualmente
rispetto alla relazione di prerequisito fra
concetti estratti da un manuale di infor-
matica, e descriviamo la metodologia, in-
dipendente da lingua e dominio, usata per
la creazione della risorsa. Per favorire
[’annotazione, abbiamo creato uno stru-
mento per il supporto, la validazione e
[’analisi dell’ annotazione.

1 Introduction

Educational Concept Maps (ECM) are acyclic
graphs which formally represent a domain’s
knowledge and make explicit the pedagogical de-
pendency relations between concepts (Adorni and
Koceva, 2016). A concept, in an ECM, is an
atomic piece of knowledge of the subject domain.
From a pedagogical point of view, the most im-
portant dependency relation between concepts is
the prerequisite relation, that explicits which con-
cepts a student has to learn before moving to the
next. Several approaches have been proposed to
extract prerequisite relations from various educa-
tional sources (Vuong et al., 2011; Yang et al.,
2015; Gordon et al., 2016; Wang et al., 2016;
Liang et al., 2017; Liang et al., 2018; Adorni et
al., 2018). Textbooks in particular are a valuable
resource for this task since they are designed to
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support the learning process respecting the prereq-
uisite relation.

In the literature, the evaluation of the extracted
prerequisite relations is usually performed through
comparison with a gold standard produced by hu-
man subjects that annotate relations between con-
cepts (see, among the others, (Talukdar and Co-
hen, 2012; Liang et al., 2015; Fabbri et al., 2018)).
However, most of the evaluations lack a systematic
approach or simply lack the details that allow them
to be repeated. In this paper, we present our ex-
perience in building PRET (Prerequisite-Enriched
Terminology), a gold dataset annotated with the
prerequisite relation between pairs of concepts.
The issues emerged with PRET led us to define
a methodology and a tool for manual prerequisite
annotation. The goal of the tool is to support the
creation of gold datasets for validating automatic
extraction of prerequisites. Both the PRET dataset
and the tool are available online'.

PRET was constructed in two main steps: first
we exploited computational linguistics methods
to extract relevant terms from a textbook?, then
we asked humans to manually identify and anno-
tate the prerequisite relations between educational
concepts. Since the terminology creation step was
extensively described in Adorni et al. (2018), this
paper mainly focuses on the annotation phase.

The annotation task consists in making explicit
the prerequisite relations between two distinct
concepts if the relation is somehow inferable from
the text in question. We represent a concept as a
domain-specific term denoting domain entities ex-
pressed by either single nominal terms (e.g. infer-
net, network, software) or complex nominal struc-
tures with modifiers (e.g. malicious software, tro-
jan horse, Hyperlext Document). Figure 1 shows

'http://teldh.dibris.unige.it/pret

?For the annotation we used chapter 4 of the computer sci-
ence textbook “Computer Science: An Overview” (Brook-
shear and Brylow, 2015).
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ECM.

a sample of the ECM resulting from PRET. Ac-
cording to PRET dataset, an example of prerequi-
site relation is network is a prerequisite of internet,
since a student has to know network before learn-
ing internet.

The paper is organized as follows. The re-
lated work pertaining to the proposed method is
discussed in Section 2. Section 3 describes the
methodology used for the creation of the PRET
dataset and Section 4 presents the characteristics
of the obtained gold dataset and the agreement
computed for each pair of annotators together with
other statistics about the data. Section 5 describes
the main features of the annotation tool we de-
signed. Section 6 concludes the paper.

2 Related Work

Automatic prerequisite identification is a task that
gained growing interest in recent years, especially
among scholars interested in automatic synthesis
of study plans (Gasparetti et al., 2015; Yang et al.,
2015; Agrawal et al., 2016; Alsaad et al., 2018).
When applying automatic prerequisite extraction
methods, a baseline for evaluation is needed. De-
spite being time consuming, creating manually an-
notated datasets is more effective and produces
gold resources, which are still rare.

To the best of our knowledge, Talukdar and Co-
hen (2012) is the only case where crowd—sourcing
is employed for annotation: they infer prerequi-
site relationship between concepts by exploiting
hyper-links in Wikipedia pages and use crowd-
sourcing to validate those relations in order to have
a gold training dataset for a classifier.

More frequently the annotation of prerequisite
relations is performed by domain experts (Liang et
al., 2015; Liang et al., 2018; Fabbri et al., 2018) or
by students with a certain competence on the do-
main (Wang et al., 2015; Pan et al., 2017). When
annotation is performed by non—experts, agree-

ment usually results very low, so an expert can
be consulted (Chaplot et al., 2016; Gordon et al.,
2016). Regardless of the annotation methodology,
we observe that in the mentioned related works
prerequisite relation properties (i.e. irreflexivity,
anti-symmetry, etc.) are rarely taken into account
in the annotation instructions for annotators. For
example, the fact that a concept cannot be anno-
tated as prerequisite of itself is usually left unspec-
ified.

To support the annotation of prerequisites be-
tween pairs of concepts, Gordon et al. (2016) de-
veloped an interface showing, for each concept of
the domain, the list of relevant terms and docu-
ments. Although this can be of some support for
the annotation providing certain useful informa-
tion, it cannot be considered an annotation tool it-
self. According to our knowledge, a tool specif-
ically designed for prerequisite structure annota-
tion which also features agreement metrics is still
missing.

3 Annotation Methodology

In Section 4 we will describe the PRET dataset,
while here we present the annotation methodology
that we used to build PRET and that we refined on
the basis of such experience.

Concept identification. Our methodology for
prerequisite annotation requires that concepts are
extracted from educational materials, that we
broadly define Document (D), and provided to an-
notators. Although we are conscious that a con-
cept, as mental structure, might entail multiple
terms, we simplify the problem of concept iden-
tification assuming that each relevant term of D
represents a concept (Novak and Canas, 2006).
Thus, our list of concepts is a terminology (T) of
domain-specific terms (either single or complex
nominal structures) ordered according to the first
appearance of the terms of T in D and where each
concept corresponds to a single term.

For the task of prerequisite annotation, it does
not matter if concepts are extracted automati-
cally, manually or semi—automatically. To build
PRET, we extracted concepts automatically. To
identify our terminology T, we relied on Text-
To-Knowledge (T2K?) (Dell’Orletta et al., 2014),
a software platform developed at the Institute
of Computational Linguistics A. Zampolli of the
CNR in Pisa. T2K? exploits Natural Language
Processing, statistical text analysis and machine
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learning to extract and organize the domain knowl-
edge from a linguistically annotated text.

We applied T2K? to a text of 20,378 tokens dis-
tributed over 751 sentences. 185 terms were rec-
ognized as concepts of the domain (around 20% of
the total number of nouns in the corpus). As ex-
pected, the extracted terminology contained both
single nominal structures, such as computer, net-
work and software, and complex nominal struc-
tures with modifiers, like hypertext transfer pro-
tocol, world wide web and hypertext markup lan-
guage. The set of concepts did not go through any
post—processing phase.

Annotators selection. The role of annotators is
fundamental in order to obtain a gold dataset that
represents the pedagogical relations expressed in
the educational material. Consequently, the choice
of annotators is crucial. As mentioned above, in
the literature annotators are often domain experts
(Liang et al., 2015; Liang et al., 2018; Fabbri
et al., 2018) or students with some knowledge in
that domain (Wang et al., 2015; Pan et al., 2017).
Based on our experience with different types of
annotators, we suggest that annotators should have
enough knowledge to understand the content of
the educational material. Otherwise, the anno-
tation can be distorted by wrong comprehension
of the relations between concepts. On the other
hand, experts should not rely on their background
knowledge to identify relations, since the goal of
the annotation is to capture the knowledge embod-
ied in the educational resource. To build PRET we
recruited 6 annotators among professors and PhD
students working in fields related to computer sci-
ence, but eventually 2 of them revealed not to have
enough knowledge for the task.

Annotation task. A prerequisite relation be-
tween two concepts A and B is defined as a de-
pendency relation which represents what a learner
must know/study (concept A), before approaching
concept B. Thus, by definition, the prerequisite re-
lation has the following properties: i) asymmetry:
if concept A is a prerequisite of concept B, the op-
posite cannot be true (e.g. network is prerequisite
of internet, so internet cannot be prerequisite of
network); ii) irreflexivity: a concept cannot be pre-
requisite of itself; iii) transitiveness: if concept A
is a prerequisite of concept B, and concept B of
concept C, then concept A is also a prerequisite of
concept C (e.g. browser is prerequisite of HTTP,
HTTP is prerequisite of WWW, hence browser is

16

prerequisite of WWW according to the transitive
property).

To keep the annotation as uniform as possible,
we provided the annotators with suggestions on
how to perform the task together with the book
chapter and the terminology extracted from it.
Considering the material supplied, we asked an-
notators to trust the text considering only pairs of
distinct concepts of T and annotating the existence
of a prerequisite relation between the two concepts
only if derivable from D. In our method, annota-
tors should read the text and, for each new concept
(i.e. never mentioned in the previous lines), iden-
tify all its prerequisites, but, if no prerequisite can
be identified, they should not enter any annotation.
We also wanted pedagogical relation properties to
be preserved, so we asked to respect the irreflex-
ive property not annotating self—prerequisites and
to avoid adding transitive relations. Considering
the topology of an ECM, we also asked annota-
tors not to enter cycles in the annotation because
they represent conceptually wrong relations. To
better understand this point, consider the ECM in
Figure 1: having a prerequisite relation between
computer and network and between network and
internet, entering a relation where internet is pre-
requisite of computer would create a cycle (loop).

The output of the annotation of each annota-
tor is an enriched terminology: a set of concepts
paired and enhanced with the prerequisite relation.
The enriched terminology can be used to create
an ECM where each concept is a node and the
edges are prerequisite relations identified by hu-
mans (see Figure 1).

Annotation validation. Human annotators are
not immune from making mistakes and violating
the supplied recommendations. The tool we pro-
pose addresses this issue by introducing controls
to prevent the annotators from making errors (e.g.
cycles, reflexive relations, symmetric relations).
In the next section we will describe the approach
we used to identify some mistakes by using graph
analysis algorithms.

Annotators agreement evaluation. Our expe-
rience and the literature (Fabbri et al., 2018) show
that human judgments about prerequisite identi-
fication can vary considerably, even when strict
guidelines are provided. This can depend on sev-
eral factors, including the subjectivity of annota-
tors and the type and complexity of D. Evaluating
the annotators’ agreement can be useful to assess



Relation Type Weight Count (%)
Non—prerequisite 0 33,699 (98.46%)
Prerequisite All weights 526 (154%)
1 annot. 0.25 293 (55.70%)
2 annot. 0.50 131 (24.90%)
3 annot. 0.75 75 (14.26%)
4 annot. 1 27 (5.13%)
Total number of pairs 34,225

Table 1: Relations and weight distribution in
PRET dataset.

if the gold dataset is to be trusted or further an-
notators are required. Section 4 will describe the
measures we used to evaluate annotators’ agree-
ment in PRET.

The final combination of the enriched termi-
nologies produced by each annotator is a neces-
sary step to build a gold dataset but, due to space
constraints, below we will only present our ap-
proach, while a survey on combination metrics is
out of the scope of this paper.

4 The PRET Dataset

The PRET gold dataset consists of 34,225 con-
cept pairs obtained by all possible combinations of
the elements in the concepts set (excluding self-
prerequisites). Pairs vary with respect to the re-
lation weight, computed for each pair by dividing
the number of annotators that annotated the pair by
the total number of annotators. Only 1.54% (526)
of the pairs has a relation weight higher than 0 (i.e.
it was annotated as prerequisite by at least one an-
notator). Details about the distribution of prereq-
uisite relations and respective weights are reported
in Table 1.

55.70% (293) of the prerequisite pairs was iden-
tified by only one annotator, meaning that it is hard
for humans to agree on what a prerequisite is. We
further investigate this aspect in section 4.1.

The analysis of the dataset carried out before
applying validation checks highlighted some crit-
ical issues: some transitive relations were explic-
itly annotated and some cycles were erroneously
added in the dataset, violating the instructions.
While cycles are due to distraction, transitive rela-
tions are hard to recognize per se, especially when
broad terms are involved (e.g. computer, software,
machine).

In order to study how these issues impact the
dataset, each annotation was validated against cy-
cles and transitive relations obtaining 5 dataset
variations, in addition to the original annotation.

The validation was conducted on the ECM derived
from the enriched terminology of each annotator
using a graph analysis algorithm. We operated on
cycles and transitive relations. In some variations,
the latter were added if the pair of concepts in the
ECM is connected by a path shorter than a certain
threshold, defined by considering the ECM diame-
ter, while cycles were either preserved or removed
depending on the variation we wanted to obtain.

Eventually, we obtained the following an-
notation variations: no cycles (removing cy-
cles), cycles and transitive (preserving cycles
and adding transitive relations), cycles and non—
transitive (preserving cycles and keeping only di-
rect links), no cycles and transitive (removing cy-
cles and adding transitivity) and no cycles and
non—transitive (removing both cycles and transi-
tivity).

4.1 Annotators Agreement in PRET

Following Artstein and Poesio (2008), we com-
puted the agreement between multiple annotators
using Fleiss” k (Fleiss, 1971) and between pairs
of annotators using Cohen’s k (Cohen, 1960). Us-
ing the scale defined by Landis and Koch (1977),
Fleiss’ k values show fair agreement, suggesting
that prerequisite annotation is difficult. Similar
tasks obtained comparable or lower values, con-
firming our hypothesis: Gordon et al. (2016) mea-
sured the agreement as Pearson Correlation ob-
taining 36%, while Fabbri et al. (2018) and Chap-
lot et al. (2016) obtained respectively 30% and
19% of Fleiss’ k.

Compared to the other variations, removing cy-
cles and adding transitive relations showed the
highest improvement on the agreement, also for
pairs of annotators (Table 2). Our results sug-
gest that different competence level entails dif-
ferent annotations and values of agreement, con-
firming previous results (Gordon et al., 2016):
lower agreement can be observed when annotator
4 (quasi—expert) is involved, possibly due to the
lower competence level if compared to the other
annotators. Annotator 4 is also the one who con-
sidered the highest number of transitive relations,
producing a more connected ECM: it is likely that
when the competence in the domain is lower, a
person tends to consider a higher number of pre-
requisites for each concept. On the other hand, an-
notators with more experience show even moder-
ate (pairs A1-A3 and A2-A3) or substantial agree-
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. . No Cycl. .

Metric Orig. & Trans. Diff
Fleiss’s k. All raters | 38.50% 39.94% | +1.44
Cohen’s k Al1-A2 | 34.46% 42.81% | +8.35
Al1-A3 | 57.80% 50.84% | -6.96

Al-Ad | 37.59% 39.29% | +1.70

A2-A3 | 56.50% 63.62% | +7.12

A2-A4 | 28.02% 29.42% | +1.40

A3-A4 | 25.35% 2571% | +0.36

Table 2: Agreement values and differences for two
annotation variations.

ment (pair A2-A3 for the variation). Adding tran-
sitive relations and removing cycles generally im-
proves the agreement values also when we con-
sider pairs: we notice an increase of 8.35 points
for A1-A2. The only exception is observed for the
pair A1-A3, which experienced a decrease of al-
most 7 points. The cause is though to be the num-
ber of transitive relations considered by annotator
3, which is around one third of the transitive re-
lations annotated by annotator 1: the validation
creates more distance between the two annotations
reducing the agreement.

As a support for the annotation, the experts used
a n x n matrix of the terminology T where they
entered a binary value in the intersection between
two concepts to indicate the presence of a pre-
requisite relation. We believe that our results are
partially influenced by the instrument we used to
perform the annotation: a large matrix structure
is likely to cause distraction errors and does not
perform validation checks during the annotation.
Based on this experience and the encountered is-
sues, we developed an annotation tool able to sup-
port and validate the annotation. It will be de-
scribed in the next section.

5 Annotation and Analysis Tool

We provide a language and domain independent
prototype tool which aims on the one hand to sup-
port and validate the annotation process and on
the other hand to perform annotation analysis. All
its main features have been designed taking into
account real problems encountered while build-
ing PRET. Thus, this tool is highly valuable for
annotators because specifically addresses annota-
tors’ needs and, at the same time, avoids possible
annotation biases. In particular, the tool has three
main functionalities: annotation support, annota-
tion representation and analysis of the results.

To support the annotation, the user is provided
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with the terminology T as a list L of concepts or-
dered by their first occurrence in the text. This is
done in order to give the annotator an overview of
the context in which the concept occurs. We ob-
served that the textual context plays a crucial role
in deciding which concepts are prerequisites of the
one under observation, so for each term we show
the list of other terms with visual indication of the
progress in the text. Additionally, as said before,
the tool validates the map resulting from the anno-
tation against the existence of symmetric relations,
transitivity and cycles.

Once the annotation is completed, the user can
choose to generate different types of visualization
of her/his annotation. The goal of this functional-
ity is to provide information visualization and data
summarization for analyzing and exploring the re-
sult of the annotation. We provide the following
different views: Matrix (ordered by concept fre-
quency, clusters, temporal, occurrence or alpha-
betic order), Arc Diagram, Graph and Clusters.
Furthermore, the Data Synthesis task provides the
number of concepts, number of relations, number
and list of disconnected nodes and transitive rela-
tions.

Lastly, the tool computes the agreement be-
tween relations inserted by all annotators who took
part in the task (see Section 4.1) and provides vi-
sualization of the final dataset, which results as
a combination of all users’ annotation. This fea-
ture also outputs a Data Synthesis that provides the
number of relations of every annotator, number of
transitive relations and the direction of conflicting
relations between annotators.

The demo version of the tool is available online
at the URL provided in the Introduction.

6 Conclusion and Future Work

In this paper, we described PRET, a gold dataset
manually annotated for prerequisite relations be-
tween pairs of concepts; moreover we presented
the methodology we adopted and a tool to support
prerequisite annotation. The case study, even lim-
ited as for the number of annotators and the edu-
cational material, was a reasonably good training
ground to set the basis to define a methodology
for prerequisite annotation and to identify the ma-
jor issues related to this task. Moreover, the anal-
ysis of the annotation provided insights for auto-
matic identification of concepts and prerequisites,
that will be investigated in future work.
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1 Abstract

English In this paper we introduce the task
of interpreting verbal neologism (VNeo) for
the Italian language making use of a highly
context-sensitive  distributional  semantic
model (DSM). The task is commonly
performed manually by lexicographers
verifying the contexts in which the VNeo
appear. Developing such a task is likely to be
of use from a cognitive, social and linguistic
perspective. In the following, we first outline
the motivation for our study and our goal,
then focus on the construction of the dataset
and the definition of the task.

Italian /n questo contributo introduciamo un
task di interpretazione dei neologismi verbali
(Vneo) in italiano, utilizzando un modello di
semantica distribuzionale altamente sensibile
al contesto. Questa attivita ¢ comunemente
svolta manualmente dai lessicografi, i quali
verificano il contesto in cui il Vneo appare.
Sviluppare questo tipo di task puo rivelarsi
utile da una prospettiva linguistica, cognitiva

e sociale. Di seguito  presenteremo
inizialmente le motivazioni e gli scopi
dell’analisi,  concentrandoci  poi  sulla

costruzione del dataset e sulla definizione del
task.

1 Introduction: motivation and goals

Studying neologisms can tell us several things.
From a lexicographic point of view, neologisms
can show trends that a language is following. In
our opinion, they can also shed light on various
aspects related to linguistic creativity; when
speakers use new words (coined by themselves,
or recently coined by someone else), they expect
that the hearer can understand what they have
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just said.! Reversing the perspective, from the
point of view of the hearers, when they
encounter a word for the first time, they are
generally capable of making hypotheses about
the meaning of that word. The process of
understanding unknown words involves the
employment of previously acquired information.
This knowledge can come from various sources:
experience of the world, education, and
contextual elements;? in this contribution we
focus on linguistic contextual (namely co-
occurrence) information.

For computational linguistics, neologisms
raise some intriguing issues: automatic detection
(especially for languages which do not separate
written words with blank spaces); lemmatisation;
POS tagging; semantic analysis; and so forth.

In this paper we present the task we have
developed in order to interpret neologisms, using
a context-sensitive DSM described by McGregor
et al. (McGregor et al., 2015). This model was
built to represent concepts in a spatial
configuration, making use of a computational
technique that creates conceptual subspaces.
With the help of this DSM we intend to analyse
the behaviour of a sub-group of neologisms,
namely verbal neologisms (see Amore 2017 for
more background).

Our goal is primarily linguistic. We intend to
investigate the interpretation of VNeo, measuring
the semantic salience of candidate synonyms by
way of geometries indicated by an analysis of co-
occurrence observations of VNeos. For instance,
we expect that the VNeo googlare ‘to google’
and a verb like cercare ‘to search’ are
geometrically related in a subspace specific to
the conceptual context of the neologism.

' This is not the case of neologisms created for
advertising, brand names or marketing purposes in
general (Lehrer, 2003:380).
2 All of these aspects are investigated, for example, in
the field of Contextual Vocabulary Acquisition
(Rapaport & Ehrlich, 2000).



The interpretation of neologisms presents two
main challenges: a) analysing verbs using vectors
built only upon co-occurrences (thus excluding
argument structures) is notoriously a difficult
task for DSM;? b) neologisms are, by definition,
words whose frequency is (very) low, because
their use is (still) not widespread. Thus, it
represents a challenge for DSM models exactly
because the vectors for most VNeo will rely
upon few occurrences. In order to evaluate our
results, we will compare them with the ones
obtained using the Word2Vec model (Mikolov et
al., 2013a), and with a gold standard consisting
in human judgments on semantic relatedness
(synonymy). The paper is structured as follows.
In section 2 we introduce the DSM model that
we employ in our task, and in section 3 we
describe the construction of VNeo dataset and
the problems we encountered. Finally, in section
4 we outline the task and present some
preliminary thoughts on expected results.

2 Distributional Semantic Modelling

DSM is a technique for building up measurable,
computationally tractable lexical semantic
representations based on observations of the way
that words co-occur with one another across
large-scale corpora. This methodology is
grounded in the distributional hypothesis, which
maintains that words that are observed to have
similar co-occurrence profiles are likely to be
semantically related (Harris, 1954; Sahlgren,
2008). In general, a DSM consists of a high-
dimensional vector space in which words
correspond to vectors, and the geometric
relationship between vectors is expected to
indicate  something about the semantic
relationship between the associated words. The
relationship most typically modelled is general
semantic relatedness, as opposed to more precise
indications of, for instance, similarity (Hill et al.,
2015), but distributional semantic models have
been effectively applied to tasks ranging from
language modelling (Bengio, 2009) to metaphor
classification (Gutiérrez et al., 2016) and the
extrapolation of more fine-grained intensional
correspondences between concepts (Derrac and
Schockaert, 2015).

Standard DSM techniques present two
problems for the task of interpreting neologisms.
First,  distributional ~ representations  are
predicated on many observations of a word

3 Cf. Bundell et al., 2017 and Chersoni et al., 2016.
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across a large-scale corpus: it is the plurality of
context which gives these representations their
semantic nuance. Second, the spaces generated
by standard approaches like matrix factorisation
and neural networks are abstract, in the sense
that their dimensions are not interpretable; as
such, typical distributional semantic models are
not sensitive to the context specific way in which
meaning arises in the course of language use.
McGregor et al. (2015) have proposed a context-
sensitive approach to distributional semantic
modelling that seeks to overcome this second
problem by using contextual information to
project semantic representations into lower
dimensional conceptual perspectives in an on-
line way.

This methodology entails the selection of sets
of dimensions from a base space of co-
occurrence statistics that are in some sense
conceptually salient to the context being
modelled. The selection of salient features
facilitates the projection of subspaces in which
the geometric situation of and relationship
between word-vectors are expected to map to a
specific conceptual context. This technique has
been applied to tasks involving context sensitive
semantic phenomena such as metaphor rating
(Agres et al., 2016), analogy completion
(McGregor et al., 2016), and the classification of
semantic type coercion (McGregor et al., 2017).

With regard to the first problem of data
sparsity, we propose that the facility of the
dynamically contextual approach for handling
the ad hoc emergence of concepts (Barsalou,
1993) should provide a way of mapping from
relatively few observations of neologisms,
possibly taken outside the data used to build the

underlying model, to context specific
perspectives  on  distributional ~ semantic
representations.

3 Verbal Neologisms: dataset, corpus
and lemmatisation

We will now explain the methodology we use in
our analysis, and describe the resources we
exploit highlighting their main features.

3.1 Sources for the neologisms list

To select the VNeo to be analysed, we extract
data from pre-existing lists of Italian neologisms.
These lists come from three websites: a)



treccani.it* b) iliesi.cnr.it/ONLI/? c)
accademiadellacrusca.it.® (a) and (b) are
manually compiled and validated: they contain
words manually found in some widely read
newspapers but not (yet) included in Italian
dictionaries, coherently with the lexicographical
definition of neologisms (cf. Adamo & Della
Valle 2017). (c) consists of a list of words that,
according to the users of the website, should be
included in dictionaries. There is no curating of
these suggestions (except the removal of
swearwords); thus some neologisms might
already be included in dictionaries. We chose to
use this list because it allows analysing words
which are perceived as new from a community of
Italian speakers. In this way we intend to
highlight the perspective of the hearers
encountering new words.

Within the lists, we select only the verbs,
obtaining a set of 504 VNeo. Of these VNeo, we
check their presence in the itTenTenl6 corpus,
which we will also use to create the distributional
vector space. 340 VNeo are attested in the

corpus: 108 have between 10 and 99
occurrences; 79 between 100 and 999
occurrences; and 26 have more than 1000
occurrences.

Instead of using heuristic techniques that
might have identified neologisms within the
corpus (e.g. computing less frequent words and
manually  checking  their  presence in
dictionaries),” we chose to rely on lists because
we intend to study words whose use is wider and
not restricted only to the web domain.

3.3 itTenTen16 corpus

We conduct an analysis of the itTenTenl6
corpus (Jakubicek et al. 2013) because it is the
most up-to-date corpus available for Italian. It is
also a web-based corpus, and so particularly well
fitted to examine neologisms: in fact, the web
and IT domain is a notable source of new words
and, especially, of new loanwords. As the corpus
dimensions are sizeable (4.9 billion tokens), we
will use a random sample of the full corpus for
purposes of computability. This sample will
correspond to s of the original corpus.

4 http://www.treccani.it/magazine/lingua_italiana/
neologismi (last consulted 10/04/2018)

5 http://www.iliesi.cnr.ittONLI/BD.php (last consulted
02/05/2018)

® http://www.accademiadellacrusca.it/it/lingua-
italiana/parole-nuove (last consulted 02/05/2018)

7 We are aware that this might correspond to the loss
of some other neologisms contained in the corpus.
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Starting from the corpus, the base DSM is
built based on observations of the most frequent
200,000 words (defined as vocabulary) and their
contextual information, considering a co-
occurrence window of 5 words on either side of a
target word. For the purposes of this study, we
consider the VNeos included in the vocabulary.
In this way we obtain the base space.

In order to project a subspace contextualised
by a VNeo, we consider the co-occurrence
features with the highest mutual information
statistics associate with that particular VNeo.
So, for instance, we find the following salient
features:

customizzare 'to customise' [city;
modellazione; illustrato; type; batch; editare;
nastro; segmentare; preferenza; iconico; ...]

resettare  'to  reset' [reset;  password;
formattare; bios; clempad; clementoni; fonera;
resettare; centralina; router; ...]

googlare 'to google' [telespettatore; pdf;
tecnologia; informazione; addirittura; vi; chiave;
invito; risposta; sapere; ...].

These features are associated with the
maximum mutual information values in terms of

their co-occurrence with each of the
corresponding input neologisms.
Some other VNeos represented in the

vocabulary are: postare ‘to post’, taggare ‘to
tag’, twittare ‘to tweet’, spammare ‘to spam’,
attenzionare ‘to  warn’, spoilerare ‘share
information that reveals plot of a book or film’,
bloggare ‘to blog’, loggare ‘to log’, switchare
‘to switch’.

It is worth noting that we create vectors
starting from lemmas (not tokens). Our analysis
highlighted the presence of some inaccuracies in
the automatic lemmatisation of neologisms,®
which was already present in the original
corpus.’ In a future investigation we are planning
to compare the results produced with the original
lemmatised corpus against the results obtained
from a corpus version, where the lemmatisation
will be corrected. This correction process might
be performed using regular expressions, in order

§ Neologisms are not stored in common word-lists,
and they are (usually) rare words, thus presenting
difficulties for machine learning techniques.

 The lemmatisation is obtained using the TreeTagger
tool (Schmid, 1994) with Baroni’s parameter file
(http://www.cis.uni-
muenchen.de/~schmid/tools/TreeTagger/)
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Figure 1: Two subspaces projected based on two
co-occurrence dimensions closely associated
with the words (a) vaped and vaping, and (b)
trolled and trolling, as observed in a small set of
recent posts on Twitter. Among vectors for a
number of candidate interpretations  of
neologisms, we see appropriate interpretations
emerging based on distance from the origin in
each contextualised subspace, based on PMI
statistics  extrapolated from co-occurrences
observed across English language Wikipedia.

4. Interpreting VNeo using geometrical
subspaces

As referenced in §1, our goal is to verify whether
the meaning of a neologism can be induced from
its context through distributional techniques, in
particular by discovering verbs with salient
geometric features in a contextualised subspace.
To this end, we organize the task as follows.
Starting from a subset of the most frequent
VNeos found in the corpus (§3), we first build
subspaces for VNeos using the DSM model
presented in §2. Subspaces are created by
selecting the sets of dimensions that are
conceptually salient to the context being
modelled: each dimension in a subspace
corresponds to a specific co-occurrence feature
(i.e. a word). By finding a whole set of co-
occurrences and using these to generate a
relatively high-dimensional projection, we hope
to establish a general contextualised conceptual
profile and to overcome the peculiarities
associated with low-frequency targets. For
example, if the model finds that googlare ‘to
google’ co-occurs with words like nome ‘name’,
indirizzo ‘address’, and sito ‘website’, we use
those co-occurrences as a basis for a projection
of a subspace in which one could predict to find

10 Regular expressions might be useful, within the
corpus, to find an inflected form of a verb
(lemmatised as it is) and replace it with the correct
lemma: e.g. find lemma googlav. (meaning
googlavo, googlavi, etc.) and replace it with googlare.
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terms like cercare ‘search’ using geometric
techniques.

Context can be defined in an open ended way
in these models. For instance, the salient co-
occurrence features of a single word can be used
to generate a subspace. Small sets of words,
either components of observed compositions
(McGregor et al., 2017) or groups of
conceptually related terms (McGregor et al.,
2015) have also been used to generate
semantically productive subspaces. In the small
example illustrated in Figure 1, on the other
hand, dimensions are defined explicitly in terms
of the salient words associated with a small
number of very recent observations of two
different neologisms in use, specifically
extrapolated from the salient co-occurrence
features of Twitter posts in which the targeted
neologisms are mentioned.

Contextualised subspaces can be explored in
terms of the geometric features of word-vectors
projected into those subspaces. So, for instance,
McGregor et al. (2015) propose a norm method,
by which word-vectors salient in a particular
context will emerge as being far from the origin.
This phenomenon is observed with appropriate
interpretations  percolating into the salient
regions even in the low-dimensional toy
examples illustrated in Figure 1, which involves
a dynamically contextual DSM built from
English language Wikipedia. Choices about
context  selection  techniques,  geometric
characteristics of subspaces to be explored, and
modelling parameters including dimensionality
of projections will be the subject of our
forthcoming experiments.

In order to evaluate the model, we will
compare our results against the results obtained
applying the Word2Vec model to the same
corpus (Mikolov et al., 2013a).

With further investigations we will also test
this model using a gold standard consisting of
human judgments on VNeos interpretations
collected for this purpose. Similarity judgments
will be provided by two native speakers with
significant background in linguistics.
Specifically, the dataset will consist of verb pairs
in which VNeo are grouped with more common
verbs (googlare and cercare) based on human
ratings collected in the form of a TOEFL-like
multiple-choice synonymy test.!!

! Here the task is to determine, for a number of target
words, the closest synonym from a choice of four
alternatives.



4 Conclusion

The aim of the task presented here is to
investigate the importance of linguistic context
for the interpretation of neologisms, grounding
the analysis in a context-sensitive DSM. With
this task we intend to tackle issues connected
with creativity processes and the environmental
(contextual) sensibility typical of human
cognition. In addition, we apply, for the first
time, this DSM to Italian, providing a new
semantic resource for the analysis of the
language. Further studies may compare our
results with other DSMs, and/or study what the
semantic relations found with this specific
approach reveal about other phenomena
belonging to different linguistic levels (e.g.
syntax).
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Abstract

English. In this paper we present a work
aimed at testing the most advanced, state-
of-the-art syntactic parsers based on deep
neural networks (DNN) on Italian. We
made a set of experiments by using the
Universal Dependencies benchmarks and
propose a new solution based on ensem-
ble systems obtaining very good perfor-
mances.

Italiano. In questo contributo presentia-
mo alcuni esperimenti volti a verificare
le prestazioni dei pin avanzati parser
sintattici sull’italiano utilizzando i tree-
bank disponibili nell’ambito delle Univer-
sal Dependencies. Proponiamo inoltre un
nuovo sistema basato sull’ensemble par-
sing che ha mostrato ottime prestazioni.

1 Introduction

Syntactic parsing of morphologically rich lan-
guages like Italian often poses a number of hard
challenges. Various works applied different kinds
of freely available parsers on Italian training them
using different resources and different methods for
comparing their results (Lavelli, 2014; Alicante
et al., 2015; Lavelli, 2016) and gather a clear pic-
ture of the syntactic parsing task performances for
the Italian language. In this direction seems rel-
evant to cite the EVALITA! periodic campaigns
for the evaluation of constituency and dependency
parsers devoted to the syntactic analysis of Italian
(Bosco and Mazzei, 2011; Bosco et al., 2014).

Other studies regarding the syntactic parsing
of Italian tried to enhance the parsing perfor-
mances by building some kind of ensemble sys-
tems (Lavelli, 2013; Mazzei, 2015).

"http://www.evalita.it
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By looking at the cited papers we can observe
that they evaluated the state-of-the-art parsers be-
fore the “neural net revolution” not including the
last improvements proposed by new research stud-
ies.

The goal of this paper is twofold: first, we
would like to test the effectiveness of parsers based
on the newly-proposed technologies, mainly deep
neural networks, on Italian, and, second, we would
like to propose an ensemble system able to further
improve the neural parsers performances when
parsing Italian texts.

2 The Neural Parsers

We considered nine state of the art parsers repre-
senting a wide range of contemporary approaches
to dependency parsing whose architectures are
based on neural network models (see Table 1). We
set-up each parser using the data from the Italian
Universal Dependencies (Nivre et al., 2016) tree-
bank, UD Italian 2.1 (general texts) and UD Italian
PoSTWITA 2.2 (tweets). For all parsers, we used
the default settings for training, following the rec-
ommendation of the developers.

In Chen and Manning (2014) dense features are
used to learn representations of words, tags and
labels using a neural network classifier in order
to take parsing decisions within a transition-based
greedy model. To address some limitations, in An-
dor et al. (2016) the authors augmented the parser
model with a beam search and a conditional ran-
dom field loss objective. The work of Balles-
teros et al. (2015) extends the parser defined in
Dyer et al. (2015) introducing character-level rep-
resentation of words using bidirectional LSTMs
to improve the performance of stack-LSTM model
which learn representations of the parser state.
In Kiperwasser and Goldberg (2016) the bidirec-
tional LSTMs recurrent output vector for each
word is concatenated with any possible heads re-
current vector, and the result is used as input to a



multi-layer perceptron (MLP) network that scores
each resulting edge. Cheng et al. (2016) pro-
pose a bidirectional attention model which uses
two additional unidirectional RNN, called left-
right and right-left query component. Based on
Kiperwasser and Goldberg (2016) and Cheng et al.
(2016) model, in Dozat and Manning (2017) a
biaffine attention mechanism is used, instead of
traditional MLP-based attention. The model pro-
posed in Nguyen et al. (2017) train a neural net-
work model that learn jointly POS tagging and
graph-based dependency parsing. The model uses
a bidirectional LSTM to learn POS tagging and the
Kiperwasser and Goldberg (2016) approach for
dependency parsing. Shi et al. (2017a,b) described
a parser that combines three parsing paradigms us-
ing a dynamic programming approach.

Parser Ref.-Abbreviation Method Parsing

(Chen and Manning, 2014) - Tb: a-s  Greedy
CM14

(Ballesteros et al., 2015) - Tb: a-s  Be-se
BA15

(Kiperwasser and Goldberg, 2016)- Tb: a-h  Greedy
KG16:T

(Kiperwasser and Goldberg, 2016)- Gb: a-f  Eisner
KG16:G

(Andor et al., 2016) - Tb: a-s  Beam-S
AN16

(Cheng et al., 2016) - Gb: a-f cle
CHI16

(Dozat and Manning, 2017) - Gb: a-f cle
DM17

(Shi et al., 2017a,b)- Tb: a-h./ Greedy
SH17 -eager

Gb: a-f Eisner

(Nguyen et al., 2017) - Gb: a-f Eisner

NG17
Table 1: All the neural parsers considered in

this study with their fundamental features as well
as their abbreviations used throughout the paper.
In this table “Tb/Gb” means “Transition/Graph-
based”, “Beam-S” means “Beam-search” and “a-
s/h/f” means “arc-standard/hybrid/factored”.

We trained, validated and tested the nine con-
sidered parsers, as well as all the proposed exten-
sions, by considering three different setups:

e setup(: only the UD Italian 2.1 dataset;

e setupl: only the UD Italian PoOSTWITA 2.2
dataset;

e setup2: UD Italian 2.1 dataset joined with the
UD Italian PoOSTWITA 2.2 dataset (train and
validation sets) keeping the test set of PoST-
WITA 2.2;
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After the influential paper from Reimers and
Gurevych (2017) it is clear to the community that
reporting a single score for each DNN training ses-
sion could be heavily affected by the system ini-
tialisation point and we should instead report the
mean and standard deviation of various runs with
the same setting in order to get a more accurate
picture of the real systems performances and make
more reliable comparisons between them.

Table 2 shows the parsers performances on
the test set for the three setups described above
executing the training/validation/test cycle for 5
times. In any setup the DM17 parser exhibits the
best performances, notably very high for general
Italian. As we can expect, the performances on
setupl were much lower than that for setupO due
to the intrinsic difficulties of parsing tweets and to
the scarcity of annotated tweets for training. Join-
ing the two datasets in the setup2 allowed to get
a relevant gain in parsing tweets even if we added
out-of-domain data. For these reasons, for all the
following experiments, we abandoned the setupl
because it seemed more relevant to use the joined
data (setup2) and compare them to setup0.

3 An Ensemble of Neural Parsers

The DEPENDABLE tool in Choi et al. (2015) re-
ports ensemble upper bound performance assum-
ing that, given the parsers outputs, the best tree
can be identified by an oracle “MACRO” (M A), or
that the best arc can be identified by another oracle
“MICRO” (ms). Table 3 shows that, by applying
these oracles, we have plenty of space for improv-
ing the performances by building some kind of en-
semble system able to cleverly choose the correct
information from the different parsers outputs and
combine them improving the final solution. This
observation motivates our proposal.

To combine the parser outputs we used the fol-
lowing ensemble schemas:

e Voting: Each parser contributes by assigning
a vote on every dependency edge as described
in Zeman and Zabokrtsk}’/ (2005). With the
majority approach the dependency tree could
be ill-formed, in this case using the switching
approach the tree is replaced with the output
of the first parser.

e Reparsing: As described in Sagae and Lavie
(2006) together with Hall et al. (2007) a MST
algorithm is used to reparse a graph where



setup0

Valid. Ita Test Ita

UAS LAS UAS LAS
CM14  88.20/0.18 85.46/0.14 89.33/0.17 86.85/0.22
BAI5  91.15/0.11 88.55/0.23 91.57/0.38 89.15/0.33
KG16:T 91.17/0.29 88.42/0.24 91.21/0.33 88.72/0.24
KG16:G 91.85/0.27 89.23/0.31 92.04/0.18 89.65/0.10
ANI16  85.52/0.34 77.67/0.30 87.70/0.31 79.48/0.24
CH16  92.42/0.00 89.60/0.00 92.82/0.00 90.26/0.00
DM17  93.37/0.27 91.37/0.24 93.72/0.14 91.84/0.18
SH17 89.67/0.24 85.05/0.24 89.89/0.29 84.55/0.30
NG17  90.37/0.12 87.19/0.21 90.67/0.15 87.58/0.11

setupl

Valid. PoSTW Test PoOSTW

UAS LAS UAS LAS
CM14  81.03/0.17 75.24/0.30 81.50/0.28 76.07/0.17
BA15 83.44/0.20 77.70/0.25 84.06/0.38 78.64/0.44
KGI16:T 77.38/0.14 68.81/0.25 77.41/0.43 69.13/0.43
KG16:G 78.81/0.23 70.14/0.33 78.78/0.44 70.52/0.51
ANI16  77.74/0.25 66.63/0.16 77.78/0.33 67.21/0.30
CH16  84.78/0.00 78.51/0.00 86.12/0.00 79.89/0.00
DM17 85.01/0.16 78.80/0.09 86.26/0.16 80.40/0.19
SH17 80.52/0.18 73.71/0.14 81.11/0.29 74.53/0.26
NG17  82.02/0.11 75.20/0.24 82.74/0.39 76.22/0.41

setup2

Valid. Ita+PoSTW Test PoOSTW

UAS LAS UAS LAS
CM14  85.52/0.13 81.51/0.05 82.62/0.24 77.45/0.23
BAI15 87.85/0.13 83.80/0.12 85.15/0.29 80.12/0.27
KG16:T 83.89/0.23 77.77/0.26 80.47/0.36 72.92/0.46

KG16:G 84.70/0.14 78.41/0.14 81.41/0.37 73.49/0.19

AN16  82.95/0.33 73.46/0.37 79.81/0.27 69.19/0.19
CH16  89.16/0.00 84.56/0.00 86.85/0.00 80.93/0.00
DM17  89.72/0.10 85.85/0.13 87.22/0.24 81.65/0.21
SH17  85.85/0.36 80.00/0.39 83.12/0.50 76.38/0.38
NG17  86.81/0.04 82.13/0.09 84.09/0.07 78.02/0.11

Table 2: Mean/standard deviation of UAS/LAS for
each parser and for the different setups by repeat-
ing the experiments 5 times. All the results are sta-
tistically significant (p < 0.05) and the best values
are showed in boldface.

Validation Test
UAS LAS UAS LAS
setupO
mi  98.30% 97.82% 98.08% 97.72%
MA 96.62% 95.10% 96.31% 94.82%
setup2
mi  97.08% 96.02% 96.32% 94.73%
MA 94.62% 91.29% 93.27% 88.50%

Table 3: Results obtained by building an ensemble
system based on the oracles mi e M A and consid-
ering all parsers.

each word in the sentence is a node. The
MSTs algorithms used are Chu-Liu/Edmons
(cle) and Eisner as reported in McDonald
et al. (2005). Three weighting strategies for

Chu-Liu/Edmons are used: equally weighted
(w2); weighted according to the total la-
beled accuracy on the validation set (w3);
weighted according to labeled accuracy per
coarse grained PoS tag on the validation set
(W4).

e Distilling: In Kuncoro et al. (2016) the au-
thors train a distillation parser using a loss
objective with a cost that incorporates ensem-
ble uncertainty estimates for each possible at-
tachment.

4 Results

Tables 4, 7 and 9 show the performances of the en-
sembles built on the best results on validation set
obtained in the 5 training/test cycles considering
both setup0 and setup2. Table 6 reports the num-
ber of malformed trees for the majority strategy.

Table 5 and 8 report the number of cases when
the ensemble combination output differs from the
baseline, including both labeled (L) and unla-
beled (U) outputs. On the average the percent-
age of different unlabeled output varies from 2%
to 15% with respect to baseline. For the best result
(DM17+ALL) the difference on setup(O and setup2
is about 4%.

The results of the voting approach reported in
Table 4 shows that the majority strategy is slightly
better than the switching strategy, although it must
be taken into account that there might be ill-
formed dependency trees for the former strategy.
The percentage of ill-formed trees on valid./test
set vary from a minimum of 2% to a maximum
of 8%. For this reasons the majority strategy
should be used when it is followed by a man-
ual correction phase. The switching strategy per-
forms well if the first parser of voters is one of the
best parsers, in fact the combinations AN16+ALL
and AN16+CM14+SH17 have worst performance
than the counterparts which using the best parser
(DM17) as the first voter. Overall, the highest
performance is achieved using all parsers together
with DM17 as the first voter. For setupO the in-
creases are +0.19% in UAS e +0.38% in LAS,
while in setup2 are +0.92% in UAS e +2.47% in
LAS with respect to the best single parser (again
DM17).

The results of the reparsing approach reported
in Table 7 shows that the Chu-Liu/Edmonds al-
gorithm 1is slightly better than the Eisner algo-
rithm. In this case, the choice of which strategy
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setup( setup(
Validation Test Validation Test

Voters/Strategy UAS LAS UAS LAS /11.908 /10.417
DM17+CH16+BA15/maj. 94.20% 92.27% 93.77% 92.13% Voters/Strategy U L U L
DM17+CH16+BA15/swi. 94.11% 92.16% 93.79% 92.14% DM17+CH16+BA15/maj. 208 61 188 46
AN16+CM14+SH17/maj. 90.43% 87.96% 91.03% 88.47% DM17+CHI16+BA15/swi. 192 52 175 39
AN16+CM14+SH17/swi. 89.44% 86.77% 90.17% 87.43% AN16+CM14+SH17/maj. 1.006 424 783 336
DM17+CM14+SH17/maj. 93.84% 92.03% 93.82% 92.27% AN16+CM14+SH17/swi. 1.130 489 870 371
DM17+CM144+SH17/swi. 93.76% 91.94% 93.82% 92.25% DM17+CM14+SH17/maj. 170 37 139 15
AN16+ALL/maj. 94.37% 92.65% 93.83% 92.27% DMI17+CM14+SH17/swi. 157 33 129 13
ANI16+ALL/swi. 93.99% 92.15% 93.43% 91.73% AN16+ALL/maj. 382 126 328 105
DM 17+ALL/maj. 94.42% 92.67% 93.94% 92.41% ANI16+ALL/swi. 460 164 386 133
DM17+ALL/swi. 94.38% 92.60% 93.91% 92.37% DM17+ALL/maj. 356 117 282 81
DM17 (baseline) 93.74% 91.66% 93.75% 92.03% DMI17+ALL/swi. 312 97 255 72

setup2 setup2

Validation Test Validation Test

Voters/Strategy UAS LAS UAS LAS /24.243 /12.668
DM17+CHI16+BA15/maj. 90.57% 87.16% 88.21% 83.64% Voters/Strategy U L U L
DM17+CH16+BA15/swi. 90.51% 87.10% 88.13% 83.51% DMI17+CH16+BA15/maj. 597 219 470 213
AN16+CM14+SH17/maj. 86.90% 83.60% 84.09% 79.78% DMI17+CH16+BA15/swi. 521 185 394 172
AN16+CM14+SH17/swi. 86.01% 82.50% 82.58% 77.94% AN16+CM14+SH17/maj. 2.757 1.329 1.805 941
DM17+CM14+SH17/maj. 90.35% 87.21% 88.07% 83.64% AN16+CM14+SH17/swi. 2.976 1.429 1.986 1.033
DM17+CM144+SH17/swi. 90.27% 87.11% 87.99% 83.52% DMI17+CM14+SH17/maj. 490 140 337 93
AN16+ALL/maj. 90.30% 87.26% 88.36% 84.13% DMI17+CM14+SH17/swi. 453 121 300 73
ANI16+ALL/swi. 89.70% 86.45% 87.46% 83.06% AN16+ALL/maj. 1.377 624 897 440
DM 17+ALL/maj. 90.64% 87.60% 88.51% 84.42% ANI16+ALL/swi. 1.610 741 1.063 534
DM17+ALL/swi. 90.65% 87.62% 88.50% 84.20% DM17+ALL/maj. 1.156 502 784 378

89.82% 85.96% 87.59% 81.95% DMI17+ALL/swi. 920 374 614 280

DM17 (baseline)

Table 4: Results of ensembles using switching and
majority approaches on the best models in setupO
and setup2. The baseline is defined by the best
results of Dozat and Manning (2017).

to use must take into account if we want to allow
non-projectivity or not. The percentage of non-
projective dependency trees on valid./test set for
Chu-Liu/Edmonds vary from a minimum of 7% to
a maximum of 12% compared with the average for
the Italian corpora of 4%. Overall, the highest per-
formances are achieved using Chu-Liu/Edmonds
algorithm. For setupO the increases are +0.25%
in UAS and +0.45% in LAS, while in setup2 are
+0.77% in UAS and +2.30% in LAS with respect
to the best single parser (DM17).

The results of the distilling strategy reported in
Table 9, unlike the previous proposals, show worse
outcomes, which score below the baseline.

5 Discussion and Conclusions

We have studied the performances of some neu-
ral dependency parsers on generic and social me-
dia domain. Using the predictions of each single
parser we combined the best outcomes to improve
the performance in various ways. The ensemble
models are more efficient on corpora built using
in-domain data (social media), giving an improve-
ment of ~ 1% in UAS and ~ 2.5% in LAS.
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Table 5: Numbers of cases when there is a dif-
ferent output between the ensemble systems, us-
ing switching and majority, and the baseline Dozat
and Manning (2017).

setup(0 setup2

Voters Valid. Test Valid. Test

/564 /482 /1235 /674
DM17+CH16+BA15 9 7 31 31
AN16+CM14+SH17 45 25 88 77
DM17+CM14+SH17 6 6 19 23
AN16+ALL 18 17 73 63
DM17+ALL 17 11 75 57

Table 6: Number of malformed trees obtained by
using the majority strategy for both setups.

Thanks to the number of parser models adopted
in the experiments it has been possible to verify
that the performances of the ensemble models in-
crease as the number of parsers grows.

The improvement of LAS is, in most cases, at
least twice the value of UAS. This could mean
that ensemble models catch with better precision
the type of dependency relations rather than head-
dependent relations.

All the proposed ensemble strategies, except for
distilling, perform more or less in the same way,
therefore the choice of which strategy to use is
due, in part, to the properties that we want to ob-
tain on the combined dependency tree.

Our work is inspired by the work of Mazzei



setup0 Setup UAS LAS
Validation Test setup0  92.50% (-1.25%) 89.93% (-2.10%)
Voters/Strategy UAS LAS UAS LAS

DM17+CH16+BA15/cle-w2 93.82% 91.85% 93.54% 91.83%
DM17+CH16+BA15/cle-w3 93.89% 91.82% 93.78% 92.06%
DM17+CH16+BA15/cle-w4 94.20% 92.28% 93.72% 92.04%
DM17+CH16+BA15/eisner 94.05% 92.05% 93.46% 91.78%

ALL/cle-w2 94.31% 92.53% 93.85% 92.23%
ALL/cle-w3 94.16% 92.41% 94.00% 92.48%
ALL/cle-w4 94.29% 92.58% 93.95% 92.38%
ALL/eisner 94.31% 92.53% 93.95% 92.35%

DM17 (baseline) 93.74% 91.66% 93.75% 92.03%

setup2
Validation Test
Voters/Strategy UAS LAS UAS LAS

DM17+CH16+BA15/cle-w2 90.33% 86.95% 87.69% 83.31%
DM17+CH16+BA15/cle-w3 89.82% 85.96% 87.59% 81.95%
DM17+CH16+BA15/cle-w4 90.41% 86.99% 87.94% 83.32%
DM17+CH16+BA15/eisner 90.50% 87.05% 88.04% 83.51%

ALL/cle-w2 90.52% 87.53% 88.36% 84.25%
ALL/cle-w3 89.90% 86.75% 87.79% 83.54%
ALL/cle-w4 90.42% 87.46% 88.19% 84.11%
ALL/eisner 90.45% 87.41% 88.31% 84.08%

DM17 (baseline) 89.82% 85.96% 87.59% 81.95%

Table 7: Results of ensembles using reparsing ap-
proaches on the best models in setupO and setup?2.
The baseline is again defined by the best results of
DM17.

setup(
Validation  Test
/11.908  /10.417
Voters/Strategy UAS LAS UAS LAS
DM17+CHI16+BA15/cle-w2 360 129 307 90
DM17+CH16+BA15/cle-w3 96 0 89 1
DM17+CH16+BA15/cle-w4 267 76 247 52
DM17+CH16+BA15/eisner 375 130 327 103
ALL/cle-w2 400 131 333 103
ALL/cle-w3 351 108 299 79
ALL/cle-w4 383 126 307 87
ALL/eisner 411 133 333 106
setup2
Validation  Test
/24243 /12.668
Voters/Strategy UAS LAS UAS LAS
DM17+CH16+BA15/cle-w2 1.056 496 800 424

DM17+CH16+BA15/cle-w3 0 0o 0 O

DM17+CH16+BA15/cle-w4 603 264 491 236
DM17+CH16+BA15/eisner 1.047 443 789 376
ALL/cle-w2 1.347 599 882 417
ALL/cle-w3 1.261 537 804 363
ALL/cle-w4 1.274 576 822 389
ALL/eisner 1.367 607 916 436

Table 8: Numbers of cases when there is a differ-
ent output between the ensemble systems, using
reparsing approaches, and the baseline Dozat and
Manning (2017).

(2015). Different from his work, we use larger
set of state-of-the-art parsers, all based on neural
networks, in order to gain more diversity among

setup2  86.73% (-0.86%) 81.39% (-0.56%)

Table 9: Results of distilling approach on the best
models in setupO and setup2. In brackets are re-
ported the differences between the distilled mod-
els and the best results of DM 17, as baseline.

the models used in the ensembles; furthermore we
have experimented the distilling strategy and eis-
ner reparsing algorithm. Moreover, we built en-
sembles on larger datasets using both generic and
social media texts.
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Abstract

English. We report the results of an ex-
ploratory study aimed at investigating the
language of happiness in Italian tweets.
Specifically, we conduct a time-wise anal-
ysis of the happiness load of tweets by
leveraging a lexicon of happiness ex-
tracted from 8.6M tweets. Furthermore,
we report the results of a statistical lin-
guistic analysis aimed at extracting the
most frequent concepts associated with the
happy and sad words in our lexicon.

Italiano. Riportiamo i  risultati
dell’analisi esplorativa di un corpus
di tweet in Italiano, al fine di individuare i
concetti tipicamente associati alla felicita.
Riportiamo inoltre i risultati di un’analisi
time-wise dell’happiness load dei tweet
nelle diverse ore della giornata e nei
diversi giorni della settimana.

1 Introduction

The widespread diffusion of social media has re-
shaped the way we interact and communicate.
Among others, microblogging platforms as Twit-
ter are becoming extremely popular and people
constantly use them for sharing opinions about
facts of public interest. Furthermore, its world-
wide adoption and the fact that tweets are publicly
available, makes Twitter an extremely appealing
virtual place for researchers interested in language
analysis as a mean to investigate social phenom-
ena (Bollen et al., 2009; Garimella et al., 2016).
In addition, recent research showed how mi-
croblogging is also used for self-disclosure of in-
dividual feelings (Roberts et al., 2012; Andalibi
et al., 2017). As such, microblogs constitute an
invaluable wealth of data ready to be mined for
discovering affective stereotypes (Joseph et al.,

34

2017) using corpus-based approaches to linguistic
ethnography (Mihalcea and Liu, 2006). Such anal-
yses, can further enhance our understanding on
how people conceptualize the experience of emo-
tions and what are their more common triggers.
Recent studies even envisaged the emergence of
tools for monitoring the public mood ! and health
through the analysis of Twitter users’ reaction to
major social, political, economics events (Bollen
et al., 2009).

In this study we report the results of an ex-
ploratory analysis of the language of happiness in
Twitter. In particular, we perform a partial repli-
cation of the approach proposed by (Mihalcea and
Liu, 2006) for mining sources of happiness in blog
posts. The contributions of this paper are as fol-
lows. First, we extract a happiness dictionary from
a sample of about 8.6M tweets from the TWITA
corpus of Italian tweets (Basile and Nissim, 2013).
For each word in the dictionary, we compute a
happiness factor by adapting the approach pro-
posed in the original study. Furthermore, we per-
form a qualitative investigation of the 100 happi-
est and saddest words by mapping them into psy-
cholinguistic word categories (see Section 2). As
a second step, we use our dictionary to perform a
time-wise analysis of happiness as shared in dif-
ferent hours and days of the week (see Section 3).
Third, we extract concepts most frequently asso-
ciated with happy words in our dictionary, which
we map into WordNet super-senses (see Section
4). We discuss limitations and provide suggestions
for future work in Section 5.

2 The Happiness Dictionary

2.1 A Dataset of Happy and Sad Tweets

Our study is based on TWITA (Basile and Nis-
sim, 2013), the largest available corpus of Ital-

"What Twitter tells us about our happiness’ https: //
goo.gl/fmYBP3 - Last accessed: Oct. 2018



ian tweets. In particular, we analyze a subset of
400M tweets obtained by filtering-out re-tweets
from all the S00M tweets collected from February
2012 to September 2015. Following the idea pro-
posed in (Read, 2005; Go et al., 2009), we select
positive and negative tweets based on the presence
of positive or negative emoticons”. Since a tweet
can contain multiple emoticons, we selected only
tweets that contain a single emoticon appearing at
the end of the tweet. Using this procedure we ob-
tain a corpus Chqppy of 8,648,476 tweets.

2.2 Happy/Sad Word Extraction and Scoring

From the Cjqppy corpus, we extract a subset of
words and we assign them an happiness factor
(hf) computed according to the log of the odds
ratio between the probability that the word occurs
in positive tweets ppappy (w;) and the probability
that it occurs in negative tweets pgqq(w;) as in Eq.
1.

Phappy (Wi)
psad(wi)

We adopt additive smoothing (Laplace smoothing)
for computing both ppqppy and p,.q probabilities.
In our lexicon, we include and compute the hap-
piness factor only for words that occur at least
10,000 times, for a total of 718 words. We call
this list “the happiness dictionary” (Dj,)>. Table 1
reports the most happy/sad words with the corre-
sponding happiness factor (score(hf)).

hf(wi) = log ey

Table 1: The happiness factor of the most

happy/sad words.
happy score (hf) | sad score (hf)
fback 4.04 triste -2.37
ricambi 3.83 purtroppo  -1.91
benvenuta 3.17 dispiace ~ -1.68
grazie 2.32 brutto -1.68
buon 2.14 peccato -1.63
piacere 2.03 manca -1.53
gentile 1.91 compiti -1.35
auguro 1.86 paura -1.33
dolcezza  1.74 studiare -1.30

We observe that some happy words (fback,
ricambi, benvenuta) are due to several positive
tweets that users post when they establish new
connections, i.e. when they start following a

*We use :-) and :) for happy and :-( and :( for sad.
3The dictionary is available on github https://
github.com/pippokill/happyFactor

new user or when they ask sombebody to follow
them back (fback) as in: @usermention ciao sono
nuova, fback? Grazie mille :) Sad words refer to
negative emotions or evaluations, such as triste,
dispiace, brutto, peccato. Interestingly, several
negative words emerge from the school domain
(compiti, studiare) and the word scuola has a neg-
ative score of -0.93 itself.

2.3 Happiness by Psycholinguistic Categories

We are interested in understanding how happiness
words map into psycholinguistic word classes.
Hence, we check their distribution along the word
categories in the Linguistic Inquiry and Word
Count (LIWC) taxonomy (Pennebaker and Fran-
cis, 2001). To this aim, we perform a qualitative
investigation on the 100 most happy and 100 most
sad words, that are the words with the highest and
lowest happiness scores, respectively. We map
each word into LIWC word categories. LIWC
organizes words into psychologically meaningful
categories, based on the assumption that the lan-
guage reflects the cognitive and emotional phe-
nomena involved in communication. It has been
used for a wide range of psycholinguistics exper-
imental settings, including investigation on emo-
tions, social relationships, and thinking styles
(Tausczik and Pennebaker, 2010).

We perform a coding of the English transla-
tion of the happy/sad words into LIWC categories.
When translating, we keep the information about
the subject conveyed by the Italian verbs (e.g.,
penso’ is translated as 'l think’). The coding
is performed manually by the authors: in a first
round, one rater associates each word with the
corresponding LIWC category; then, the other re-
vises the annotation, checking for consistency and
verifying also the correctness of the translation.
22 words are discarded and replaced with others
from the dictionary because we could not find a
mapping with any of the categories. Furthermore,
we add an ad hoc category to enable modeling of
words from the social media domain (retweet, fol-
low).

Figure 1 shows how the happy and sad words
distribute along the dimensions associated with the
most frequent categories. Sample words for each
word category are reported in Table 2. We observe
that happy words in the dictionary mainly refer to
positive emotions as well as to the social and social
media dimensions. Conversely, sad words mainly
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describe negative emotions with focus on the au-
thor. Words describing cognitive mechanisms are
also associated with sadness.

——Happy --ee-Sad

NEGATE
s,

POSEMO

NEGEMO

SOCIAL SELF

AFFECT

SOCIAL MEDIA COGMECH

COMM POSFEEL

PRESENT

Figure 1: Comparing the most happy/sad words
along dimensions associated with word categories.

Table 2: Mapping the happiness dictionary to
word categories

Category | Sample words

Affect buono/a, ottimo, triste, brutto
Cogmech | avrei, pensare, capisco, so, volevo
Comm benvenut*, buonanotte, ciao

I mi, io, first person verbs

Negate mai, nulla, non

Negemo | difficile, peggio, sola

Posemo benvenuta, piacere, sorriso, cara
Posfeel cara, contenta, adoro, felice
Present avermi, trovi, riesco

Self mi, io, first person verbs

Social ricambi, gruppo

S. media | fback, follow, seguire, Instagram
Time serata, anticipo, periodo, ultima
You te, tuo, second person verbs

3 Time-wise analysis

As observed in the original study, happiness is not
constant in our life and different degrees of hap-
piness might be observed at different moments in
time. As such, we analyze how happiness changes
over time. In particular we take into account the
days of the week and the different hours in a day.
For this analysis, we exploit the whole corpus
of 400M tweets and we compute the distribution
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Happiness load

mon tue wed thu fri sat

Day of week

(a) Happiness load by day of the week

Happiness load

20

Hour of day

(b) Happiness load for a 24-hour day

Figure 2: Time-wise analysis.

of words occurring in the happiness dictionary in
each different time period. Using this strategy, in
each time period the word has an happiness load
obtained by multiplying its frequency in that pe-
riod by its happiness factor. The happiness load
of each time period is the average of all the happi-
ness load in that period. The obtained values are
mapped in the interval [-1, 1] and plotted in Figure
2a (for days) and in Figure 2b (for hours).

Our time-wise analysis reveals a drop in happi-
ness on Thurdsay, with a subsequent twist towards
positive mood on Friday, before the weekend that
is the happiest moment in the week. This is consis-
tent with the findings of the original study report-
ing mid-week blues around Wednesday and a hap-
piness peak on Saturday (Mihalcea and Liu, 2006).
Regarding the hours, we observe the highest hap-
piness load in the morning, with a peak around 6
AM, and it constantly decreases over the day, with
the lowest value observed around 11 PM.

4 Concept analysis

We are interested in concepts related to words in
the happiness dictionary. In the original study, the
authors extract the ’ingredients’ for their recipe of
happiness by ranking the most relevant 2- and 3-
grams from their corpus according to their happi-
ness load. Such an approach is not easy to repli-
cate as the number of 2- and 3-grams extracted
from 400M tweets is potentially huge. Hence,
starting from the words in our happiness dictio-



Table 3: The most happy and sad word pairs.

word pair score
buon, appetito 9.74
buon, auspicio 8.84
happy dolcezza, infinita 6.94
grazie, mille 5.23
piacere, ciao 5.12
grazie, esistere 4.50
dispiacere, deludervi  -9.28
brutto, presentimento  -8.45
triste, arrabbiata -8.10
peccato, potevamo -4.85
sad . .
triste, piangere -3.68
studiare, matematica  -3.55
peccato, gola -2.63
manca, vederlo -1.97

nary, we extract the most 50 co-occurring words
in a window of two words. Then we rank all the
word pairs (dictionary word, co-occurring word)*
according to the Pointwise Mutual Information
(PMI) multiplied by the happiness factor. Table
3 reports some of the most happy and sad pairs.
Starting from word pairs, we perform another
kind of analysis aiming at mapping the words oc-
curring in each pair with super-senses in WordNet.
A super-sense is a general semantic taxonomy de-
fined by the WordNet lexicographer classes as a
way for defining logical aggregation of senses in
each syntactic category. We assign a happiness
score to each super-sense by averaging the hap-
piness factor associated with the dictionary word
in the pair. Since each pair contains a dictionary
word and a co-occurring word, we map the co-
occurring word to its super-sense and increment
the score of the super-sense by summing the hap-
piness factor associated with the dictionary word.
Finally, the score of each super-sense is divided
by the number of the co-occurring words belong-
ing to the super-sense. For ambiguous words, we
select the super-sense associated with the most fre-
quent sense. In this study, we do not rely on
a Word Sense Disambiguation (WSD) algorithm
since WSD is a critical task. We need to test
the WSD performance on tweets before to use
it. Generally, WSD algorithms give performance
slightly above the most frequent sense. We plan
to test WSD in a further study. As super-senses
are defined in the English version of WordNet, we

*We do not take into account the word order in the pairs.

performed a mapping of Italian words to the En-
glish WordNet through the use of both Morph-it!
(Zanchetta and Baroni, 2005) and MultiWordNet
(Pianta et al., 2002), while sense occurrences are
extracted from MultiSemCor (Bentivogli and Pi-
anta, 2005).

In Table 4 we report the most happy and
sad super-senses with the most frequent words
extracted by our corpus.  Consistently with
the evidence provided by the analysis of the
psycholinguistic word categories (see Section
2.3), we observe that socialness is associ-
ated with positive feelings, with concepts refer-
ring to people (noun.person) and communication
(verb.communication, noun.communication) Scor-
ing high in happiness. Food (noun.food) also
seems to be a major cause of positive mood, as
well as money and gifts (noun.possession), sport
achievements (’vitforia and ’gol’ in noun.act),
and mundane locations and events (’centro’, ’pi-
azza’, ‘concerto’, 'viaggio’ in noun.location and
noun.act). This is consistent with suggestion by
(Mihalcea and Liu, 2006) to enjoy food and drinks
in an ’interesting social place’ as a recipe for hap-
piness. People also report their desires and prefer-
ences (voglio, amo, spero in verb.emotion).

Also for sadness, results confirm findings
emerging from the analysis of psycholinguis-
tic categories in LIWC. In fact, we ob-
serve that people tend to report their own
individual negative feelings (rido, piango in
verb.body), thoughts (verb.cognition), percep-
tions (e.g., 'vedo’, ’sento’), and personal needs
(’bisogno’ and ’sonno’ in noun.state). We observe
also stereotypical complaints about weather (pi-
ove) as well as swear words (noun.body).

5 Discussion and Conclusions

We performed an exploratory analysis of the lex-
icon and concepts associated with happiness in
Italian tweets. We leveraged a corpus of happy
and sad tweets to extract a “happiness dictionary’,
which we use to perform a time-wise analysis of
happiness on Twitter and to extract the most fre-
quent concepts and psycholinguistic categories as-
sociated to positive and negative emotions.

This study is a partial replication of the pre-
vious one by (Mihalcea and Liu, 2006) on blog
posts. The main differences with respect to the
original study are in the size, language and source
of the corpus used for extracting the happiness
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Table 4: The most happy and sad super-senses based in our corpus.

super-sense

most frequent concepts

happy

noun.relation
noun.food
noun.attribute
noun.person
verb.communication
noun.communication
verb.possession
verb.emotion
noun.location
noun.possession

resto, ricambio

cena, pranzo, colazione, caffé

coraggio, voce, numero, bellezza, splendore, silenzio
mamma, ragazz*, amic*, dio, tesoro, donna

dico(no), parlare, prego, profilo, parla, chiedere

film, scusa, merda, musica, buongiorno, canzone, concerto
trov*, dare, perdere, perso, averti, comprato

voglio/vorrei, amo, piace, vuoi, spero, odio, auguri

sito, centro, post, piazza, scena, sud, nord, regione

soldi, regalo, fondo

sad

noun.event vittoria, gara, onda, campagna, scarica, fuoco, episodio, meraviglia
noun.act cose, partita, gol, colpa, ricerca, viaggio, tour, bacio, corso, sesso
verb.consumption bisogna, mangiare, usare, mangio/mangiato, usa/o, usato, mangio
verb.body piangere, dormire, ridere, sveglia, sorridere, piango, rido
noun.body swear words, testa, occhi, mano/i, capelli

verb.change
verb.perception
verb.cognition
noun.state
noun.substance

inizio/inizia(re), cambiare, finito, morire/morte, successo, finisce
vedere, vedo, sento, sentire, guarda, guardare, ascoltare, pare

S0, sai, penso, letto, credo, sa, leggere, sapere, pensare, studiare
bisogno, punto, problemi/a, accordo, pace, crisi, situazione, sonno
aria, acqua

verb.weather

piove

lexicon. Specifically, (Mihalcea and Liu, 2006)
rely on a collection of 10,000 blog posts in En-
glish from LiveJournal.com to extract a list of
happy/sad words with their associated happiness
scores, while we leverage a bigger corpus consist-
ing of 8.6M Italian tweets. Furthermore, the blog
posts were labeled as happy or sad by their au-
thors. Conversely, for tweets we relied on silver
labeling based on the presence of emoticons as a
proxy the author self-reporting of her own positive
or negative emotions.

Our analysis of psycholinguistic categories and
the extraction of concepts and WordNet super-
senses associated with them reveals interesting
findings. Happiness appears related to the so-
cial aspects of life while sad tweets mainly re-
volves around self-centered negative feelings and
thoughts. In addition, our-time wise analysis re-
veals a mid-week drop in happiness also observed
in the original study. We also observe that hap-
piness is high in the morning and decreases over
the day. As a future work, it would be interesting
to investigate if time-wise analysis based on hours
produces consistent results if a weekday or the
weekend is considered and if emotion-triggering
concepts associated with happiness also vary over
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time.

We are aware of the main limitations of this
study. First of all, by relying on microblogs we
are probably able to mine emotion triggers that
do not necessarily coincide with those shared in
daily face-to-face conversations or reported in pri-
vate logs. Furthermore, we do not attempt to make
any categorization of the authors of tweets. In-
deed, different target user groups could be studied
to fulfill specific research goals and enable per-
spective applications, i.e. for supporting creative
writing or for providing personalized recommen-
dations based on moods. Finally, we consider only
Twitter as a source of data. The same methodology
could produce different results if applied to other
social media. Indeed, recent research (Andalibi et
al., 2017) showed that other media, such as Insta-
gram, are also used for sharing extremely private
emotions, such as feelings linked to depression.
Based on these observations, further replications
could focus on finer-grained emotions, also lever-
aging corpora from different platforms and includ-
ing consideration of demographics and geograph-
ical information (Mitchell et al., 2013; Allisio et
al., 2013) as additional dimensions of analysis.
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Long-term Social Media Data Collection at the University of Turin
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Abstract

We report on the collection of social media
messages — from Twitter in particular —
in the Italian language that is continuously
going on since 2012 at the University of
Turin. A number of smaller datasets have
been extracted from the main collection
and enriched with different kinds of anno-
tations for linguistic purposes. Moreover,
a few extra datasets have been collected
independently and are now in the process
of being merged with the main collection.
We aim at making the resource available
to the community to the best of our pos-
sibility, in accordance with the Terms of
Service provided by the platforms where
data have been gathered from.

(Italian) In questo articolo descriviamo il
lavoro di raccolta di messaggi — da Twit-
ter in particolar modo — in lingua italiana
che va avanti in maniera continuativa dal
2012 presso I’Universita di Torino. Di-
versi dataset sono stati estratti dalla rac-
colta principale ed arricchiti con differ-
enti tipi di annotazione per scopi linguis-
tici. Inoltre, dataset ulteriori sono stati rac-
colti indipendentemente, e fanno ora parte
della raccolta principale. Il nostro scopo &
rendere questa risorsa disponibile alla co-
munita in maniera pit completa possibile,
considerati i termini d’uso imposti dalle
piattaforme da cui i dati sono stati estratti.

1 Introduction

The online micro-blogging platform Twitter' has
been a popular source for natural language data
since the second half of the 2010’s, due to the
enormous quantity of public messages exchanged

'https://twitter.com/

Mirko Lai
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by its users, and the relative ease of collecting
them through the official APIL.

Many researchers implemented systems to col-
lect large datasets of tweets, and share them
with the community. Among them, the Content-
centered Computing group at the University of
Turin? is maintaining a large, diversified collec-
tion of datasets of tweets in the Italian language?.
However, although the Twitter datasets in Italian
make the majority of our collection, over the years,
and also in the recent past, several resources have
been created in other languages and including data
retrieved from other sources than Twitter.

In this paper, we report on the current status of
the collection (Section 2) and we give an overview
of several annotated datasets included in it (Sec-
tion 3). Finally, we describe our current and future
plans to make the data and annotations available to
the research community (Section 4).

2 TWITA: Long-term Collection of
Italian Tweets

The current effort to collect tweets in the Ital-
ian language started in 2012 at the University of
Groningen (Basile and Nissim, 2013). Taking in-
spiration from the large collection of Dutch tweets
by Tjong Kim Sang and van den Bosch (2013),
Basile and Nissim (2013) implemented a pipeline
to collect and automatically annotate a large set
of tweets in Italian by leveraging the Twitter API.
The process interrogates the stream API with a set
of keywords designed to capture the Italian lan-
guage and at the same time excluding other lan-
guages. At the time of its publishing, the resource
contained about 100 million tweets in Italian in
the first year (from February 2012 to February

http://beta.di.unito.it/index.
php/english/research/groups/
content-centered-computing/people

*Some of the datasets included in this report and their
methodology of annotation are described in Sanguinetti et al.
(2014)



2013). The automatic collection, however, contin-
ued, and in 2015 was transferred from the Univer-
sity of Groningen to the University of Turin. From
June 2018, a new filter based on the five Italian
vowels has been added to the pipeline, along with
the language filter provided by the Twitter API,
which was not previously available, in order to
limit the number of accidentally captured tweets
in other languages. In the latest version of the
data collection pipeline, a Python script employ-
ing the tweepy library* gathers JSON tweets us-
ing the following filter: track=["a”,’e”,’1”,”0”,’u”’]
and languages=["it”’]. We stored the raw, complete
JSON tweet structures in zipped files for backup.
Meanwhile, we store the text and the most useful
metadata (username , timestamp, geolocalization,
retweet and reply status) in a relational database in
order to perform efficient queries.

At the time of this writing, the collection com-
prises more than 500 million tweets in the Ital-
ian language, spanning 7 years (57 months) from
February 2012 to July 2018. There are a few
holes in the collection, sometimes spanning entire
months, due to incidents involving the server in-
frastructure or changes in the Twitter API which
required manual adjustment of the collection soft-
ware. Figure 1 shows the percentage of days in
each month for which the collection has data, at
the time of this writing.
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Figure 1: Percentage of days in each month for
which tweets are available.

“http://www.tweepy.org/

3 Annotated Datasets

In the past years, the TWITA collection has been
made available to many research teams interested
in the study of social media in the Italian language
with computational methods. Several such studies
focused on creating new linguistic resources start-
ing from the raw tweets and basic metadata pro-
vided by TWITA, including a number of datasets
created for shared tasks of computational linguis-
tics. In this section, we give an overview of such
resources. Moreover, some datasets were created
independently from TWITA, and are now man-
aged under the same infrastructure, therefore we
include them in this report.

For each dataset, we provide a summary in-
fobox with basic information, including the type
of annotation performed on the the dataset and
how it was achieved, i.e., by means of expert an-
notators or a crowdsourcing platform.

3.1 Datasets From TWITA

The datasets described in this section are subsets
of the main TWITA dataset, obtained by sampling
the collection according to different criteria, and
annotated for several purposes.

TWitterBuonaScuola  (Stranisci et al., 2016)
is a corpus of Italian tweets on the topic
of the national educational and training sys-
tems. The tweets were extracted from a spe-
cific hashtag (#labuonascuola, the nickname of
an education reform, translating to the good
school) and a set of related keywords: “la
buona scuola” (the good school), “buona scuola”
(good school), “riforma scuola” (school re-
form), “riforma istruzione” (education reform).

Name: TWitterBuonaScuola

Size: 35,148 total tweets, 7,049 annotated tweets
Time period: February 22, 2014—December 31, 2014
Annotation: polarity, irony and topic

Annotation method: crowdsourcing

URL: http://twita.dipinfo.di.unito.it/tw-bs

TW-SWELLFER  (Sulis et al.,, 2016) is a
corpus of Italian tweets on subjective well-
being, in particular regarding the topics of fer-
tility and parenthood. The tweets were col-
lected by searching for 11 hashtags — #papa (fa-
ther), #mamma (mother), #babbo (dad), #inc-
inta (pregnant), #primofiglio (first child), #sec-
ondofiglio (second child), #futuremamme (fu-
ture moms), #maternita (materhood), #paternita
(fatherhood), #allattamento (nursing), #gravi-
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danza (pregnancy) — and 19 related keywords.

Name: TW-SWELLFER

Size: 2,760,416 total tweets, 1,508 annotated tweets
Time period: 2014

Annotation: polarity, irony and sub-topic
Annotation method: crowdsourcing

URL: http://twita.dipinfo.di.unito.it/tw-swellfer

Italian Hate Speech Corpus (Sanguinetti et al.,
2018b; Poletto et al., 2017) is a corpus of hate
speech on social media towards migrants and eth-
nic minorities, in the context of the Hate Speech
Monitoring Program of the University of Turin’.
The tweets were collected according to a set
of keywords: invadere (invade), invasione (inva-
sion), basta (enough), fuori (out), comunist™ (com-
munist*), african* (African), barcon* (migrants
boat*®).

Name: Italian Hate Speech Corpus

Size: 236,193 total tweets, 6,965 annotated tweets

Time period: October 1st, 2016—April 25th, 2017
Annotation: hate speech, aggressiveness, offensiveness,
stereotype, irony, intensity

Annotation method: crowdsourcing and experts

URL: http://twita.dipinfo.di.unito.it/ihsc

TWITTIRO (Cignarella et al., 2017) is a
dataset of tweets overlapping with other datasets
included in the University of Turin collection,
on which a finer-grained annotation of irony
is superimposed. The TWITTIRO tweets are
taken from TWitterBuonaScuola, SENTIPOLC
(see Section 3.2), and TWSpino (see Section 3.3).
Name: TWITTIRO

Size: 1,600 total tweets: 400 tweets from TWSpino,
600 from SENTIPOLC tweets, 600 tweets from TWitter-
BuonaScuola

Time period: 2012-2016

Annotation: fine-grained irony

Annotation method: experts
URL: http://twita.dipinfo.di.unito.it/twittiro

3.2 Shared Task Datasets

The large collection of Italian tweets of the Uni-
versity of Turin has been exploited in different oc-
casions to extract datasets to organize shared tasks
for the Italian community, in particular under the
umbrella of the EVALITA evaluation campaign®.
In this section, we describe such datasets.

SENTIPOLC The SENTIment POLarity Clas-
sification task was proposed in two editions of
the EVALITA campaign, namely in 2014 (Basile
et al.,, 2014) and 2016 (Barbieri et al., 2016).
Both editions were organized into three different

Shttp://hatespeech.di.unito.it/
*http://www.evalita.it/

sub-tasks: subjectivity and polarity classification,
and irony detection. The data for SENTIPOLC
2014 were gathered from TWITA and Senti-TUT
(see Section 3.3), while for the 2016 edition the
dataset was further expanded by including other
data sources, such as TWitterBuonaScuola (see
Section 3.1) and a subset of TWITA overlapping
with the dataset used for the shared task on Named
Entity Recognition and Linking in Italian Tweets
(Basile et al., 2016, NEEL-it).

Name: SENTIPOLC

Size: 6,448 (SENTIPOLC 2014), 9,410 (SENTIPOLC
2016) tweets

Time period: 2012 (SENTIPOLC 2014), 2014 (SEN-
TIPOLC 2016)

Anneotation: subjectivity, polarity, irony

Annotation method: experts (SENTIPOLC 2014), crowd-
sourcing and experts (SENTIPOLC 2016)

URL: http://twita.dipinfo.di.unito.it/sentipolc

PoSTWITA  (Bosco et al., 2016b) is the shared
task on Part-of-Speech tagging of Twitter posts
held at EVALITA 2016. Its content was extracted
from the SENTIPOLC corpus described above.
The PoSTWITA dataset consists of Italian tweets
tokenized and annotated at PoS level with a tagset
inspired by the Universal Dependencies scheme’.

Name: PoSTWITA

Size: 6,738 tweets

Time period: 2012

Anneotation: part of speech

Annotation method: experts

URL: http://twita.dipinfo.di.unito.it/postwita

After the task took place, the POSTWITA cor-
pus has been used in a new independent project
on the development of a Twitter-based Italian tree-
bank fully compliant with the Universal Depen-
dencies, thus becoming PoSTWITA-UD (San-
guinetti et al., 2018a). In particular, the first core
of the resource was automatically annotated by
out-of-domain parsing experiments using different
parsers. The output with the best results was then
revised by two annotators for the final version of
the resource.

PoSTWITA-UD has been made available in the of-
ficial UD repository® since v2.1 release.

Name: PoSTWITA-UD

Size: 6,712 tweets

Time period: 2012

Anneotation: dependency-based syntactic annotation
Annotation method: experts

URL: http://twita.dipinfo.di.unito.it/postwita-ud

"http://universaldependencies.org/

*https://github.com/
UniversalDependencies/UD_
Italian—-PoSTWITA



IronITA The irony detection task proposed for
EVALITA 2018 consists in automatically classi-
fying tweets according to the presence of irony
(sub-task A) and sarcasm (sub-task B). Given the
array of situations and topics where ironic or sar-
castic devices can be used, the corpus has been
created by resorting to multiple annotated sources,
such as the already mentioned TWITTIRO, SEN-
TIPOLC, and the Italian Hate Speech Corpus.

Name: IronITA

Size: 4,877 tweets

Time period: 2012-2016

Annotation: irony, sarcasm

Annotation method: crowdsourcing and experts
URL: http://twita.dipinfo.di.unito.it/ironita

HaSpeeDe The Hate Speech Detection task!® at
EVALITA 2018 consists in automatically annotat-
ing messages from Twitter and Facebook. The
dataset proposed for the task is the result of a
joint effort of two research groups on harmonizing
the annotation previously applied to two different
datasets: the first one is a collection of Facebook
comments developed by the group from CNR-Pisa
and created in 2016 (Del Vigna et al., 2017), while
the other one is a subset of the Italian Hate Speech
Corpus (described in Section 3.1). The annota-
tion scheme has thus been simplified, and it only
includes a binary value indicating whether hate-
ful contents are present or not in a given tweet or
Facebook comment. The task organizers created
such harmonized scheme also in view of a cross-
domain evaluation, with one dataset used for train-
ing and the other one for testing the system.

It is worth pointing out, however, that despite
their joint use in the task, the resources are main-
tained separately, thus only the Twitter section of
the dataset is part of TWITA.

Name: HaSpeeDe

Size: 4,000 tweets and 4,000 Facebook comments

Time period: 2016-2017 for the Twitter dataset, May 2016
for the Facebook dataset

Annotation: hate speech

Annotation method: crowdsourcing and experts for the
Twitter dataset, experts for the Facebook dataset

URL: http://twita.dipinfo.di.unito.it/haspeede

3.3 Independently-collected Datasets

To complete the overview of the social media
datasets, in this section we describe collections
of tweets that have been compiled independently

‘http://www.di.unito.it/~tutreeb/
ironita-evalitals8

Yhttp://www.di.unito.it/~tutreeb/
haspeede-evalital8

from TWITA. However, they are now hosted in
the same infrastructure and therefore can be con-
sidered part of the same collection.

Senti-TUT  (Bosco et al., 2013) is a dataset
of Italian tweets with a focus on politics and
irony. Senti-TUT includes two corpora: TWNews
contains tweets retrieved by querying the Twit-
ter search API with a series of hashtags related

to Mario Monti (the Italian First Minister at the

time); TWSpino contains tweets from Spinoza'!, a

popular satirical Italian blog on politics.

Name: Senti-TUT

Size: 3,288 (TWNews), 1,159 tweets (TWSpino)

Time period: October 16th, 2011-February 3rd, 2012
(TWNews), July 2009-February 2012 (TWSpino)
Annotation: polarity, irony

Annotation method: experts

URL: http://twita.dipinfo.di.unito.it/senti-tut

Felicitta (Allisio et al., 2013) was a project on
the development of a platform that aimed to esti-
mate and interactively display the degree of happi-
ness in Italian cities, based on the analysis of data
from Twitter. For its evaluation, a gold corpus was
created by Bosco et al. (2014), using the same an-
notation scheme provided for Senti-TUT.

Name: Felicitta

Size: 1,500 tweets

Time period: November 1st, 2013—July 7th, 2014
Annotation: polarity, irony

Annotation method: experts

URL: http://twita.dipinfo.di.unito.it/felicitta

ConRef-STANCE-ita (Laietal.,2018)isacol-
lection of tweets on the topic of the Referendum
held in Italy on December 4, 2016, about a reform
of the Italian Constitution. This is supposedly a
highly controversial topic, chosen to highlight lan-
guage features useful for the study of stance de-
tection. The tweets were collected by searching
for specific hashtags: #referendumcostituzionale
(constitutional referendum), #iovotosi (I vote yes),
#iovotono (I vote no). Subsequently, the collection
was enriched by recovering the conversation chain
from each retrieved tweet to its source, annotat-
ing triplets consisting in one tweet, one retweet,
and one reply posted by the same user in a specific
temporal window. The aim of the collection is to
monitor the evolution of the stance of 248 users
during the debate in four different temporal win-
dows and also inspecting their social network.

Uhttp://www.spinoza.it

43



Name: ConRef-STANCE-ita

Size: 2,976 tweets (963 triplets)

Time period: November 24th, 2016-December 7th, 2016
Annotation: stance

Annotation method: crowdsourcing and experts

URL: http://twita.dipinfo.di.unito.it/conref-stance-ita

3.4 Work in Progress and Other Datasets

Finally, there are a number of additional datasets
hosted in our infrastructure that are being actively
developed at the time of this writing. Some of
those datasets include a collection of geo-localized
tweets on the 2016 edition of the “giro d’Italia”
cycling competition, a dataset of tweets concern-
ing the 2016 local elections in 10 major Italian
cities, and an addendum to the ConRef-STANCE-
ita dataset described in Section 3.3.

Furthermore, we limited this report to the
datasets of tweets in the Italian language, which
make for the majority of our collection. How-
ever, we curate several datasets in other languages,
often as a result of collaborations with interna-
tional research teams and projects, such as, for in-
stance, TwitterMariagePourTous (Bosco et al.,
2016a), a corpus of 2,872 French tweets extracted
in the period 16th December 2010 - 20th July 2013
on the topic of same-sex marriage. In addition,
several new corpora have been developed within
the Hate Speech Monitoring program (see Section
3.1), aiming at studying hate speech phenomenon
against different targets such as women and the
LGBTQ community, and resorting to other data
sources than Twitter (Facebook and online news-
papers in particular). Although such resources are
still under construction - therefore it is not possible
to provide any corpus statistics yet - our goal is to
include them in our resource infrastructure, thus
making a step forward and ensuring its improve-
ment also in terms of diversity of data sources.

4 Data Availability

The main goal of collecting and organizing
datasets such as the ones described in this paper is,
generally speaking, to provide the NLP research
community with powerful tools to enhance the
state of the art of language technologies. There-
fore, our default policy is to share as much data
as possible, as freely as possible. Twitter has
proven to behave cooperatively towards the sci-
entific community, relaxing the limits imposed to

data sharing for non-commercial use over time'2.

Phttps://developer.twitter.com/en/
developer-terms/agreement—-and-policy.
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However, there are considerations about the pri-
vacy of the users that must be accounted for in re-
leasing Twitter data. In particular, the EU General
Data Protection Regulation from 2018 (GDPR)"?
strictly regulates data and user privacy. For in-
stance, if a tweet has been deleted by a user, it
should not be published in other forms (Article
17), although it can still be used for scientific pur-
poses.

Technically, we follow these consideration by
implementing an interface to download the ID of
the tweets in our collection, and tools to retrieve
the original tweets (if still available). The anno-
tated datasets can instead be shared in their en-
tirety, given their limited size, thus we provide
links to download them in tabular format. Finally,
we are developing interactive interfaces to select
and download samples of the collection based on
the time period and sets of keywords and hashtags.
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Abstract

We present an architecture based on neural
networks to generate natural language
from unordered dependency trees. The
task is split into the two subproblems of
word order prediction and morphology
inflection. We test our model gold corpus
(the Italian portion of the Universal De-
pendency treebanks) and an automatically
parsed corpus from the Web.

(Italian)  Questo  lavoro  introduce
un’architettura basata su reti
per generare frasi in linguaggio natu-
rale a partire da alberi a dipendenze.
Il processo ¢ diviso nei due sotto-
problemi dell’ordinamento di parole e
dell’inflessione morfologica, per i quali
la nostra architettura prevede due modelli
indipendenti, il cui risultato e combinato
nella fase finale.  Abbiamo testato il
modello usando un gold corpus e un silver
corpus ottenuto dal Web.

neurali

1 Introduction

Natural Language Generation is the process of
producing natural language utterances from an ab-
stract representation of knowledge. As opposed to
Natural Language Understanding, where the input
is well-defined (typically a text or speech segment)
and the output may vary in terms of complexity
and scope of the analysis, in the generation process
the input can take different forms and levels of ab-
straction, depending on the specific goals and ap-
plicative scenarios. However, the input structures
for generation should be at least formally defined.
In this work we focus on the final part of the
standard NLG pipeline defined by Reiter and Dale
(2000), that is, surface realization, the task of pro-
ducing natural language from formal abstract rep-
resentations of sentences’ meaning and syntax.
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We consider the surface realization of un-
ordered Universal Dependency (UD) trees, i.e.,
syntactic structures where the words of a sentence
are connected by labeled directed arcs in a tree-
like fashion. The labels on the arcs indicate the
syntactic relation holding between each word and
its dependent words (Figure 1a). We approach
the surface realization task in a supervised statis-
tical setting. In particular, we draw inspiration
from Basile (2015) by dividing the task into the
two independent subtasks of word order predic-
tion and morphology inflection prediction. Two
neural network-based models run in parallel on the
same input structure, and their output is later com-
bined to produce the final surface form.

A first version of the system implementing our
proposed architecture (called the Diplnfo-UniTo
realizer) was submitted to the shallow track of the
Surface Realization Shared Task 2018 (Mille et al.,
2018). The main research goal of this paper is to
provide a critical analysis for tuning the training
data and learning parameters of the DipInfo-UniTo
realizer.

2 Neural network-based Surface
Realization

In the following sections, we detail the two neural
networks employed to solve the subtasks of word
order prediction (2.1) and morphology inflection
(2.2) respectively.

2.1 Word Ordering

We reformulate the problem of sentence-wise
word ordering in terms of reordering the subtrees
of its syntactical structure. The algorithm is com-
posed of three steps: 1) splitting the unordered tree
into single-level unordered subtrees; ii) predicting
the local word order for each subtree; iii) recom-
posing the single-level ordered subtrees into a sin-
gle multi-level ordered tree to obtain the global
word order.



In the first step, we split the original unordered
universal dependency multilevel tree into a num-
ber of single-level unordered trees, where each
subtree is composed by a head (the root) and all
its dependents (the children), similarly to Bohnet
et al. (2012). An example is shown in Figure 1:

ROOT

T

contenere

AN

prodotto

AN

chimico

opera

e

suo numeroso tossico
(a) Tree corresponding to the Italian sentence “Numerose
sue opere contengono prodotti chimici tossici.” (“Many

of his works contain toxic chemicals.”)
contenere
v AN

TN

prodotto

prodotto
/N

chimico

opera

/N
opera Suo numeroso lOSSiCO

(b) Three subtrees extracted from the main tree.

Figure 1: Splitting the input tree into subtrees to
extract lists of items for learning to rank.

from the (unordered) tree representing the sen-
tence “Numerose sue opere contengono prodotti
chimici tossici.” (1a), each of its component sub-
trees (limited to one-level dependency) is consid-
ered separarately (1b). The head and the depen-
dents of each subtree form an unordered list of lex-
ical items. Crucially, we leverage the flat structure
of the subtrees in order to extract structures that
are suitable as input to the learning to rank algo-
rithm in the next step of the process.

In the second step of the algorithm, we predict
the relative order of the head and the dependents
of each subtree with a learning to rank approach.
We employ the list-wise learning to rank algorithm
ListNet, proposed by Cao et al. (2007). The rela-
tively small size of the lists of items to rank al-
lows us to use a list-wise approach, as opposed to
pair-wise or poin-twise approaches, while keeping
the computation times manageable. ListNet uses a
list-wise loss function based on fop one probabil-
ity, i.e., the probability of an element of being the
first one in the ranking. The top one probability
model approximates the permutation probability
model that assigns a probability to each possible

permutation of an ordered list. This approxima-
tion is necessary to keep the problem tractable by
avoiding the exponential explosion of the number
of permutations. Formally, the top one probability
of an object j is defined as

P(j)= >

7(1)=j,mE€Qm

Py(m)

that is, the sum of the probabilities of all the pos-
sible permutations of n objects (denoted as €,)
where j is the first element. s = (s1,...,8,) is a
given list of scores, i.e., the position of elements in
the list. Considering two permutations of the same
list 4y and z (for instance, the predicted order and
the reference order) their distance is computed us-
ing cross entropy. The distance measure and the
top one probabilities of the list elements are used
in the loss function:

L(y,2) = = > Py(j)log(P.(4))
j=1

The list-wise loss function is plugged into a lin-
ear neural network model to provide a learning
environment. ListNet takes as input a sequence
of ordered lists of feature vectors (the features are
encoded as numeric vectors). The weights of the
network are iteratively adjusted by computing a
list-wise cost function that measure the distance
between the reference ranking and the prediction
of the model and passing its value to the gradient
descent algorithm for optimization of the parame-
ters.

The choice of features for the supervised learn-
ing to rank component is a critical point of our
solution. We use several word-level features en-
coded as one-hot vectors, namely: the universal
POS-tag, the treebank specific POS tag, the mor-
phology features and the head-status of the word
(head of the single-level tree vs. leaf). Further-
more, we included word representations, differen-
tiating between content words and function words:
for open-class word lemmas (content words) we
added the corresponding language-specific word
embedding to the feature vector, from the pre-
trained multilingual model Polyglot (Al-Rfou’ et
al., 2013). Closed-class word lemmas (function
words) are encoded as one-hot bags of words vec-
tors. An implementation of the feature encoding
for the word ordering module of our architecture
is available online'.

"https://github.com/alexmazzei/ud2ln
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In the third step of the word ordering algorithm,
we reconstruct the global (i.e. sentence-level) or-
der from the local order of the one-level trees un-
der the hypothesis of projectivity> — see Basile
and Mazzei (2018) for details on this step.

2.2 Morphology Inflection

The second component of our architecture is re-
sponsible for the morphology inflection. The task
is formulated as an alignment problem between
characters that can be modeled with the sequence
to sequence paradigm. We use a deep neural net-
work architecture based on a hard attention mech-
anism. The model has been recently introduced by
Aharoni and Goldberg (2017). The model consists
of a neural network in an encoder-decoder setting.
However, at each step of the training, the model
can either write a symbol to the output sequence,
or move the attention pointer to the next state of
the sequence. This mechanism is meant to model
the natural monotonic alignment between the in-
put and output sequences, while allowing the free-
dom to condition the output on the entire input se-
quence.

We employ all the morphological features pro-
vided by the UD annotation and the dependency
relation binding the word to its head, that is, we
transform the training files into a set of struc-
tures ((lemma, features), form) in order to
learn the neural inflectional model associating a
(lemma, features) to the corresponding form.
An example of training instance for our morphol-
ogy inflection module is the following:

lemma: artificiale
features:
uPoS=ADJ
xPoS=A
rel=amod
Number=Plur

form: artificiali

Corresponding to the word form artificiali, an in-

flected form (plural) of the lemma artificiale (arti-
ficial).

3 Evaluation

In this section, we present an evaluation of the
models presented in Section 2, with particular
consideration for two crucial points influencing

2As a consequence of the design of our approach, the

DiplInfo-UniTo realizer cannot predict the correct word order
for non-projective sentences.
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the performances of the DipInfo-UniTo realizer,
namely training data and learning parameters set-
tings. In Basile and Mazzei (2018), the hard-
ware limitations did not allow for an extensive
experimentation dedicated to the optimization of
the realizer performances. In this paper, we aim
to bridge this gap by experimenting with higher
computing capabilities, specifically a virtualized
GNU/Linux box with 16-core and 64GB of RAM.

3.1 Training Data

For our experiments, we used the four Italian
corpora annotated with Universal Dependencies
available on the Universal Dependency reposito-
ries®. In total, they comprise 270,703 tokens and
12,838 sentences. We have previously used this
corpus for the training of the DipInfo-UniTo real-
izer that participated to the SRST18 competition
(Basile and Mazzei, 2018). We refer to this corpus
as Gold-SRST18 henceforth.

Moreover, we used a larger corpus extracted
from ItWaC, a large unannotated corpus of Ital-
ian (Baroni et al., 2009). We parsed ItWaC with
UDpipe (Straka and Strakova, 2017), and selected
a random sample of 9,427 sentence (274,115 to-
kens). We refer to this corpus as Silver-WaC
henceforth.

3.2 Word Ordering Performances

We trained the word order prediction module of
our system* on the Gold-SRST18 corpus as well
as on the larger corpus created by concatenating
Gold-SRST18 and Silver-WaC.

The performance of the ListNet algorithm for
word ordering is given in terms of average
Kendall’s Tau (Kendall, 1938, 7), a measure of
rank correlation used to give a score to each of the
rankings predicted by our model for every subtree
(Figure 2). 7 measures the similarity between two
rankings by counting how many pairs of elements
are swapped with respect to the original ordering
out of all possible pairs of n elements:

_ #tconcordant_pairs — #discordant tpairs
sn(n—1)

Therefore, 7 ranges from -1 to 1.
In Figure 2 we reported the 7 values obtained
at various epochs of learning for both the Gold-

*http://universaldependencies.org/

*Our implementation of ListNet featuring a regularization
parameter to prevent overfitting is available at https://
github.com/valeriobasile/listnet
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Figure 3: The trend of the Morphology Accuracy
on the SRST18 development set with respect to the
DNN training epochs.

SRST18 and Gold-SRST18+Silver-WaC corpora.
In particular, in order to investigate the influence
of the learning rate parameter (L. R) in the learning
of the ListNet model, we reported the 7 trends for
LR = 5-1077 (the value originally used for the
official SRST18 submission), LR = 5 - 1076 and
LR = 5-1077. Tt is quite clear that the value of
LR has a great impact on the performance of the
word ordering, and that LR = 5 - 10~ is not ap-
propriate to reach the best performance. This ex-
plains the poor performance of the DipInfo-UniTo
realizer in the SRST18 competition (Table 1). In-
deed, the typical zigzag shape of the curve sug-
gests a sort of loop in the gradient learning algo-
rithm. In contrast, the LR = 5 - 107% seems to
reach a plateau value after the 100th epoch with
both corpora used in the experiments. We used the
system tuned with this value of the learning rate to
evaluate the global performance of the realizer.

3.3 Morphology Inflection Performances

In order to understand the impact of the Silver-
WaC corpus on the global performance of the sys-
tem, we trained the DNN system for morphology
inflection® both on the Gold-SRST18 corpus and
on the larger corpus composed by Gold-SRST18+
Silver-WaC. In Figure 3 we reported the accuracy
on the SRST18 development set for both the cor-
pora. A first analysis of the trend shows little im-
provement to the global performance of the real-
ization from the inclusion of additional data (see
the discussion in the next section).

3.4 Global Surface Realization Performances

Finally, we evaluate the end-to-end performance
of our systems by combining the output of the two
modules and submitting it to the evaluation scorer
of the Surface Realization Shared Task. In Ta-
ble 1 we report the performance of various tests
systems with respect to the BLUE-4, DIST, NIST
measures, as defined by Mille et al. (2018). The
first line reports the official performance of the
DipInfo-Unito realizer in the SRST18 for Ital-
ian. The last line reports the best performances
achieved on Italian by the participants to SRST18
(Mille et al., 2018). The other lines report the per-
formance of the DipInfo-UniTo realizer by consid-
ering various combination of the gold and silver
corpora. The results show a clear improvement

ListNet | Morpho | BLEU-4 | DIST | NIST
G G 24.61 | 36.11 8.25
G G 36.40 | 32.80 | 9.27
G G+S 36.60 | 32.70 | 9.30
G+S G 36.40 | 32.80 | 9.27
G+S G+S 36.60 | 32.70 | 9.30

[ - [ - [ 4416 [ 58.61 [ 9.1 |

Table 1: The performances of the systems with
respect to the BLUE-4, DIST, NIST measures.

for the word order module (note that the DIST
metric is character-based, therefore it is more sen-
sitive to the morphological variation than NIST
and BLEU-4). In contrast, the morphology sub-
module performance seems to be unaffected by
the use of a larger training corpus. This effect
could be due different causes. Errors are present in
the silver standard training set, and it is not clear
to what extent the morphology analysis is correct

3 An implementation of the model by (Aharoni and Gold-

berg, 2017) is freely available as https://github.com/
roeeaharoni/morphological-reinflection
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with respect to the syntactic analysis. The other
possible cause is the neural model itself. Indeed,
Aharoni and Goldberg (2017) report a plateau in
performance after feeding it with relatively small
datasets. The Diplnfo-UniTo realizer performs
better than the best systems of the SRST18 chal-
lenge for one out of three metrics (NIST).

4 Conclusion and Future Work

In this paper, we considered the problem of
analysing the impact of the training data and pa-
rameters tuning on the (modular and global) per-
formance of the DipInfo-UniTo realizer. We com-
putationally proved that the DipInfo-UniTo real-
izer can gives competitive results (i) by augment-
ing the training data set with automatically anno-
tated sentences, and (ii) by tuning the learning pa-
rameters of the neural models.

In future work, we intend to resolve the main
lack of our approach, that is the impossibility to re-
alize non-projective sentences. Moreover, further
optimization of both neural models will be carried
out on a new high-performance architecture (Ald-
inucci et al., 2018), by executing a systematic grid-
search over the hyperparameter space, namely the
regularization factor and weight initialization for
ListNet, and the specific DNN hyperparameters
for the morphology module.
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Abstract

English. We describe the creation of
HurtLex, a multilingual lexicon of hate
words. The starting point is the Ital-
ian hate lexicon developed by the linguist
Tullio De Mauro, organized in 17 cat-
egories. It has been expanded through
the link to available synset-based com-
putational lexical resources such as Mul-
tiWordNet and BabelNet, and evolved
in a multi-lingual perspective by semi-
automatic translation and expert annota-
tion. A twofold evaluation of HurtLex
as a resource for hate speech detection
in social media is provided: a qualita-
tive evaluation against an Italian anno-
tated Twitter corpus of hate against immi-
grants, and an extrinsic evaluation in the
context of the AMI@Ibereval2018 shared
task, where the resource was exploited for
extracting domain-specific lexicon-based
features for the supervised classification of
misogyny in English and Spanish tweets.

Italiano. L’articolo descrive lo sviluppo
di Hurtlex, un lessico multilingue di pa-
role per ferire. Il punto di partenza ¢ il
lessico di parole d’odio italiane sviluppato
dal linguista Tullio De Mauro, organiz-
zato in 17 categorie. Il lessico & stato es-
panso sfruttando risorse lessicali svilup-
pate dalla comunita di Linguistica Com-
putazionale come MultiWordNet e Babel-
Net e le sue controparti in altre lingue
sono state generate semi-automaticamente
con traduzione ed annotazione manuale di
esperti. Viene presentata sia un’analisi
qualitativa della nuova risorsa, mediante
I’analisi di corpus di tweet italiani anno-
tati per odio nei confronti dei migranti e
una valutazione estrinseca, mediante 1’uso

della risorsa nell’ambito dello sviluppo di
un sistema Automatic Misogyny Identifi-
cation in tweet in spagnolo ed inglese.

1 Introduction

Communication between people is rapidly chang-
ing, in particular due to the exponential growth
of the use of social media. As a privileged place
for expressing opinions and feelings, social me-
dia are also used to convey expressions of hostil-
ity and hate speech, mirroring social and politi-
cal tensions. Social media enable a wide and viral
dissemination of hate messages. The extreme ex-
pressions of verbal violence and their proliferation
in the network are progressively being configured
as unavoidable emergencies. Therefore, the devel-
opment of new linguistic resources and computa-
tional techniques for the analysis of large amounts
of data becomes increasingly important, with par-
ticular emphasis on the identification of hate in
language (Schmidt and Wiegand, 2017; Waseem
and Hovy, 2016; Davidson et al., 2017).

The main objective of this work is the develop-
ment of a lexicon of hate words that can be used
as a resource to analyze and identify hate speech
in social media texts in a multilingual perspective.
The starting point is the lexicon ‘Le parole per
ferire’ developed by the Italian linguist Tullio De
Mauro for the “Joe Cox” Committee on intoler-
ance, xenophobia, racism and hate phenomena of
the Italian Chamber of Deputies. The lexicon con-
sists of more than 1,000 Italian hate words orga-
nized along different semantic categories of hate
(De Mauro, 2016).

In this work, we present a computational ver-
sion of the lexicon. The hate categories and lem-
mas have been represented in a machine-readable
format and a semi-automatic extension and enrich-
ment with additional information has been pro-
vided using lexical databases and ontologies. In
particular we augmented the original Italian lexi-
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con with translations in multiple languages.

HurtLex, the hate lexicon obtained with the
method described in Section 3, has been tested
with a corpus-based evaluation, through the anal-
ysis of a hate corpus of about 6,000 Italian tweets
(Section 4.1), and through an extrinsic evaluation
in the context of the shared task on Automatic
Misogyny Identification at IberEval 2018, focus-
ing on the identification of hate against women in
Twitter in English and Spanish (Section 4.2).

The resource is available for download at
http://hatespeech.di.unito.it/
resources.html

2 Related Work

Lexical knowledge for the detection of hate
speech, and abusive language in general, has re-
ceived little attention in literature until recently.
Even for English, there are few publicly available
domain-independent resources — see for instance
the novel lexicon of abusive words recently pro-
posed by (Wiegand et al., 2018). Indeed, lexi-
cons of abusive words are often manually com-
piled specifically for a task, thus they are rarely
based on deep linguistic studies and reusable in
the context of new classification tasks. Moreover,
the lexical knowledge exploited in this context is
often limited to inherently derogative words (such
as slurs, swear words, taboo words). De Mauro
(2016) highlights that this can be a restriction in
the compilation of a lexicon of hate words, where
the accent is also on derogatory epithets aimed at
hurting weak and vulnerable categories of people,
targeting individuals and groups of individuals on
the basis of race, nationality, religion, gender or
sexual orientation (Bianchi, 2014).

Regarding Italian, apart from the lexicon of hate
words developed by Tullio De Mauro described
in Section 3, the literature is sparse, but it is
worth mentioning at least the study by Pelosi et
al. (2017) on mining offensive language on social
media and the project reported in D’Errico et al.
(2018) on distinguishing between pro-social and
anti-social attitudes. Both the works rely on the
use of corpora of Facebook posts. In particular, in
Pelosi et al. (2017) the focus is on automatically
annotating hate speech in a corpus of posts from
the Facebook page “Sesso Droga e Pastorizia”, by
exploiting a lexicon-based method using a dataset
of Italian taboo expressions.

To conclude, let us mention that a new shared
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task on hate speech detection has been proposed
in the context of the EVALITA 2018 evaluation
campaign!, which provides a stimulating setting
for discussion on the role of lexical knowledge in
the detection of hate in language.

3 Method

Our lexicon was created starting from preexist-
ing lexical resources. In this section we give an
overview of such resources and of the process we
followed to create HurtLex.

3.1

We started from the lexicon of “words to hurt” Le
parole per ferire by the Italian linguist Tullio De
Mauro (De Mauro, 2016). This lexicon includes
more than 1,000 Italian words from 3 macro-
categories: derogatory words (all those words that
have a clearly offensive and negative value, e.g.
slurs), words bearing stereotypes (typically hurt-
ing individuals or groups belonging to vulnerable
categories) and words that are neutral, but which
can be used to be derogatory in certain contexts
through semantic shift (such as metaphor). The
lexicon is divided into 17 finer-grained, more spe-
cific sub-categories that aim at capturing the con-
text of each word (see also Table 1):

“Parole per Ferire”

Negative stereotypes ethnic slurs (PS); loca-
tions and demonyms (RCI); professions and oc-
cupations (PA); physical disabilities and diversity
(DDF); cognitive disabilities and diversity (DDP);
moral and behavioral defects (DMC); words re-
lated to social and economic disadvantage (IS).

Hate words and slurs beyond stereotypes
plants (OR); animals (AN); male genitalia (ASM);
female genitalia (ASF); words related to prostitu-
tion (PR); words related to homosexuality (OM).

Other words and insults descriptive words
with potential negative connotations (QAS);
derogatory words (CDS); felonies and words re-
lated to crime and immoral behavior (RE); words
related to the seven deadly sins of the Christian
tradition (SVP).

3.2 Lexical Resources

WordNet (Fellbaum, 1998) is a lexical reference
system for the English language based on psy-
cholinguistic theories of human lexical memory.

"http://www.di.unito.it/~tutreeb/
haspeede-evalitals8



Category Percentage Category Percentage
PS 3,85% ASM 7,07%
RCI 0,81%  ASF 2,78%
PA 7,52% PR 5,01%
DDF 2,06% OM 2,78%
DDP 6,00% QAS 7,34%
DMC 6,98% CDS 26,68%
IS 1,52% RE 3,31%
OR 1,52% SVP 4.83%
AN 9,94%

Table 1: Distribution of sub-categories in Le pa-
role per ferire.

WordNet is structured around synsets (sets of syn-
onyms) and their 4 coarse-grained parts of speech:
noun, verb, adjective and adverb.

MultiWordNet (Pianta et al., 2002), is an exten-
sion of WordNet that contains mappings between
the English lexical items in Wordnet and lexical
items of other languages, including Italian.

BabelNet (Navigli and Ponzetto, 2012) is a
combination of a multilingual encyclopedic dic-
tionary and a semantic network that links concepts
and named entities in a very wide network of se-
mantic relationships.

3.3 A Computational Lexicon of Hate Words

The first step for the creation of our lexicon con-
sisted in extracting every item from the lexicon
Le parole per ferire. We obtain 1,138 items, but
1,082 unique items because several items were du-
plicated in multiple categories. We also removed
10 lemmas that belong to idiomatic multi-word-
expressions, e.g., “coccodrillo” (crocodile) in the
expression “lacrime di coccodrillo” (crocodile
tears), leaving us to 1,072 unique lemmas.

As a second step, we use MultiWordNet to aug-
ment the words with their part-of-speech tags. We
use the Italian index of MultiWordNet, compris-
ing, for each lemma, four fields containing the
identifiers of the synsets in which the lemma is in-
tended like a noun, an adjective, a verb and a pro-
noun. By joining this index with our lexicon, we
obtain all the possible part-of-speech for 59,2 % of
the lemmas, bringing the total number of lemmas
from 1,072 to 1,156 to include duplicates with dif-
ferent part of speech. The remaining lemmas were
annotated manually.

The third step consists of linking the lemmas
of the lexicon with a definition. We use the Babel-
Net API to retrieve the definitions, aiming for high
coverage. In total, we were able to retrieve a defi-
nition for 71,1% of the lemmas. Table 2 shows the

Category Percentage Category Percentage
PS 2,16% ASM 6,21%
RCI 0,41%  ASF 1,66%
PA 5,38% PR 1,66%
DDF 1,52% OM 2,76%
DDP 8,55% QAS 11,03%
DMC 7,45% CDS 26,07%
IS 1,38% RE 4,69%
OR 2,34%  SVP 6.07%
AN 10,07%

Table 2: Distribution of the words not present
in BabelNet along the 17 sub-categories of De
Mauro.

distribution of the words not present in BabelNet
across the HurtLex categories. All the informa-
tion about the entries of HurtLex (lemma, part of
speech, definition) and the hierarchy of categories
is collected in one XML structured file for distri-
bution in machine-readable format.

3.4 Semi-automatic Multilingual Extension
of the Lexicon

We leverage BabelNet to translate the lexicon into
multiple languages, by querying the API? to re-
trieve all the senses of all the words in the lexicon.

Next, we queried the BabelNet API again to
retrieve all the lemmas in all the supported lan-
guages, thus creating a basis for a multilingual lex-
icon starting from an Italian resource.

Not surprisingly, some of the senses retrieved in
the first step were unrelated to the offensive con-
text, therefore their translation to other languages
would generate unlikely candidates for a lexicon
of hate words. For instance, BabelNet senses of
named entities which are homograph to words in
the input lexicon are extracted along with the other
senses, but they are typically to exclude from a re-
source such as HurtLex.

Therefore, we performed a manual filtering of
the senses prior to the automatic translation, with
the aim of translating the original words only ac-
cording to their offensive meaning. We manually
annotated each pair lemma-sense according to one
of three classes: Not offensive (used for senses
that are totally unrelated to any offensive context),
Neutral (senses that are not inherently offensive,
but are linked to some offensive use of the word,
for example by means of a semantic shift), and
Offensive (senses that embody a crystallized of-
fensive use of a word). To check the consistency

2https ://babelnet.org/guide# java

53



Definition Annotation
Finocchio is a station Not offensive
of Line C of the

Rome Metro.

Aromatic bulbous stem  Neutral®
base eaten cooked or

raw in salads.

Offensive term Offensive

for an openly
homosexual man.

Table 3: Annotation of three senses of the Italian
word “Finocchio”.

of the annotation, a subset of 200 senses were an-
notated by two experts, reporting an agreement on
87.6% of the items. Table 3 shows examples of the
different annotation of senses of the same word.

After discussing the results of the pilot annota-
tion, we decided to split the Neutral class into two
additional classes. One of the new classes covers
the cases where a sense is not literally pejorative,
but it is used to insult by means of a semantic shift,
e.g. metaphorically. The other additional class is
for the senses which have a clear negative con-
notation, but not necessarily a direct derogatory
use in a derogatory way, e.g., the main senses of
“criminal”. Subsequently, the lexicon was anno-
tated by two other experts reporting an agreement
on 61% of the items. Most disagreement was con-
centrated in the distinctions Not offensive/Not lit-
erally pejorative (43% of the disagreement cases)
and Negative connotation/Offensive (25% of the
disagreement cases).

After the annotation, we discarded all the senses
marked ‘“not offensive”, and created two differ-
ent versions of the multilingual lexicon in 53 lan-
guages: one containing only the translations of
“offensive” senses (more conservative), and the
other containing translations of “offensive”, “not
literally pejorative” and ‘“negative connotation”
senses (more inclusive).

4 Evaluation

We evaluated the quality of the lexicon of hate
words created with the method described in the
previous section in two settings: by studying the
occurrence of its words and their categories in a
corpus of hate speech (Section 4.1), and by ex-
tracting features from HurtLex for supervised clas-

3The derogatory use of the word “finocchio” (fennel) in
Italian is thought to originate from the middle ages, linking
the fennel plant to the execution of gay men at the burning
stake.
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Category  Occurrence  Category  Occurrence
RE 45,10% DDP 1,90%
QAS 23,32% IS 1,60%
CDS 8,30% SVP 0,50%
PS 7,10% RCI 0,30%
ASM 2,70% PR 0,30%
oM 2,20% DDF 0,30%
AN 2,10% OR 0,20%
PA 2,00% ASF 0,00%
DMC 1,90%

Table 4: Percentage of messages in the hate speech
corpus containing words from the 17 HurtLex cat-
egories.

sification of misogyny in social media text (Sec-
tion 4.2).

4.1 Qualitative Evaluation

In order to gain insights on the composition of the
HurtLex lexicon, we evaluated it against an anno-
tated corpus of Hate Speech on social media, re-
cently published by Sanguinetti et al. (2018b). The
corpus consists of 6,008 tweets selected accord-
ing to keywords related to immigration and ethnic
minorities. Each tweet in the corpus is annotated
following a rich schema, including hate speech
(yes/no), aggressiveness (strong/weak/none), of-
fensiveness (strong/weak/none), irony (yes/no)
and stereotype (yes/no).

We searched the lemmas of HurtLex in the
version of the hate speech corpus enriched with
Universal Dependencies annotations*, by match-
ing the pairs (lemma, POS-tag) in HurtLex with
the morphosyntactic annotation of the corpus, and
computed several statistics on the actual usage of
such words in a specific abusive context of hate
against immigrants. Table 4 shows the rate of
messages in the corpus featuring words from each
HurtLex category in the corpus.

For a more in-depth analysis, we also examined
the relative frequency of single words in HurtLex
with respect to the finer-grained annotation of the
messages where they occur. Figures 1, 2, 3, 4 and
5 show examples of such analysis.

It can be noted how the relative frequency of words
like “terrorismo” (terrorism), “ladro” (thief) and
“rubare” (stealing) decrease drastically as the
tweets become more aggressive, offensive or with
a higher level of hate speech (perhaps because, al-
beit negative, they are not swear words)), while

“The corpus of hate speech by Sanguinetti et al. (2018b)
has been annotated with a method similar to that described in
Sanguinetti et al. (2018a).
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Figure 1: Relative frequency of the words “terror-
ismo” (terrorism) and “criminale” (criminal) with
respect to the hate speech annotation.
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Figure 2: Relative frequency of the words “ladro”
(thief) and “zingaro” (gypsy) with respect to the
aggressiveness annotation.
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words like “bastardo” (bastard) occur more as the
tweets become more offensive (possibly also be-
cause they belong to the swearing sphere). An-
other class of words, like “zingaro” (gypsy), show
a parabolic distribution. We hypothesize that this
behavior is typical of words with an apparently
neutral connotation that are sometimes used in
abusive context with an offensive connotation. We
plan to leverage this method of analysis for further
studies on this line.

4.2 Misogyny Identification on Social Media

HurtLex was one of the resources used by the
Unito’s team to participate to the shared task Au-
tomatic Misogyny Identification (AMI) at IberEval
2018 (Pamungkas et al., 2018). The task consists
of identifying misogynous content in Twitter mes-
sages (first sub-task) and classifying their misogy-
nist behavior (second sub-task). The Unito’s team
employed different subsets of the 17 categories of
HurtLex by extracting lexicon-based features for
a supervised classifier. They identified the Pros-
titution, Female and Male Sexual Apparatus and
Physical and Mental Diversity and Disability cat-
egories as the most informative for this task. The
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Figure 3: Relative frequency of the words
“rubare” (stealing), “zingaro” (gypsy) and “bas-
tardo” (bastard) with respect to the offensiveness
annotation.
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Figure 4: Relative frequency of the words
“politico” (politician) and “terrone” (slur referring
to southern Italians) with respect to the irony an-
notation.

Unito classifier obtained the best result in the first
sub-task for both languages and the best result in
the second sub-task for Spanish.

5 Conclusion and Future Work

Our main contribution is a machine-readable ver-
sion of the hate words lexicon by De Mauro, en-
riched with lexical features from available com-
putational resources. We make HurtLex avail-
able for download as a tool for hate speech de-
tection. A first evaluation of the lexicon against
corpora featuring different targets of hate (immi-
grants and women) has been presented. The multi-
lingual evaluation of HurtLex showed also promis-
ing results. Although we are aware that hate
speech-related phenomena tend to follow regional
and cultural patterns, our semi-automatically pro-
duced resource was able to partially fill the gap
towards hate speech detection in less represented
languages. To this end, we aim at investigat-
ing the potential and pitfalls of semi-automating
mappings further. In particular, two possible ex-
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Figure 5: Relative frequency of the words
“rubare” (stealing) and “cinese” (chinese) with re-
spect to the stereotype annotation.

tensions of our method involve using distribu-
tional semantic models to automatically expand
the lexicon with synonyms and lemmas semanti-
cally related to the original ones, and exploiting
De Mauro’s derivational rules.
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Abstract

English. This paper describes a collec-
tion of modules for Italian language pro-
cessing based on CoreNLP and Univer-
sal Dependencies (UD). The software will
be freely available for download under
the GNU General Public License (GNU
GPL). Given the flexibility of the frame-
work, it is easily adaptable to new lan-
guages provided with an UD Treebank.

Italiano.  Questo lavoro descrive un
insieme di strumenti di analisi linguis-
tica per [ltaliano basati su CoreNLP
e Universal Dependencies (UD). Il soft-
ware sara liberamente scaricabile sotto li-
cenza GNU General Public License (GNU
GPL). Data la sua flessibilita, il frame-
work ¢ facilmente adattabile ad altre
lingue con una Treebank UD.

1 Introduction

The fast-growing research field of Text Min-
ing and Natural Language Processing (NLP) has
shown important advancements in recent years.
NLP tools that provide basic linguistic annotation
of raw texts are a crucial building block for further
research and applications. Most of these tools, like
NLTK (Bird et al., 2009) and Stanford CoreNLP
(Manning et al., 2014), have been developed for
English, and, most importantly, are freely avail-
able. For Italian, several tools have been devel-
oped during the years such as TextPro (Pianta et
al., 2008) and the Tanl Pipeline (Attardi et al.,
2010) but unfortunately they are either outdated
or not open source. An exception is represented
by Tint (Aprosio and Moretti, 2016), a standalone
freely available and customizable software based
on Stanford CoreNLP. The main drawback of this
solution is that it is a resource highly tailored for

Italian in which some of the modules have been
completely re-implemented on new classes and
data structures compared to the CoreNLP ones. In
addition, like for the other existing resources, it
does not provide an output that is fully compatible
with the Universal Dependency (UD) framework,'
which is becoming the de facto standard especially
for morpho-syntactic annotation, as well as for
text annotation in general.

In this paper, we present CoreNLP-it, a set of
customizable classes for CoreNLP designed for
Italian. Our system, despite being simpler than
any of the above mentioned toolkits, both in scope
and number of features, has the advantage of be-
ing easily integrated with the CoreNLP suite, since
its development has been grounded on the princi-
ple that all data structures be natively supported by
CoreNLP.

The key properties of CoreNLP-it are:

e UD based and compliant: The toolkit and
models are based on UD and follow its guide-
lines for token and parsing representation. It
can provide all annotation required in the UD
framework, and produces a CoNLL-U for-
matted output at any level of annotation, as
well as any other type of annotation provided
in CoreNLP.

e Multi-word token representation: Multi-
word tokens (e.g., enclitic constructions) are
handled by providing separate tokens. More-
over, the CONLL-U output can represent such
information following the UD guidelines.

e Hybrid tokenization: A fast and accurate
hybrid tokenization and sentence splitting
module replaces the original rule-based an-
notators for this task.

o Integration with CoreNLP: Given the way
it is built (including the exclusive usage of

"http://universaldependencies.org/
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CoreNLP classifiers and data structures), the
add-on can be seamlessly integrated with the
latest available version (3.9.1) of CoreNLP,
and is expected to work with upcoming ver-
sions as well.

Support for other languages: It provides
out-of-the-box new capabilities of support-
ing basic annotations for other languages pro-
vided with a UD Treebank.

This paper is organized as follows: in Section 2,
we present the architecture of the toolkit, whereas
its core components (annotators) are described in
Section 3. The results on Italian are discussed in
Section 3.5. Section 4 shows preliminary experi-
ments for the adaptation of the software to two ad-
ditional languages provided with a UD treebank,
namely Spanish and French.

2 Architecture

CoreNLP-it has been built as an add-on to the
Stanford CoreNLP toolkit (Manning et al., 2014).
CoreNLP offers a set of linguistic tools to per-
form core linguistic analyses of texts in English
and other languages, and produces an annotated
output in various formats such as CoNLL (Nivre
et al., 2007), XML, Json, etc.

2.1 Stanford CoreNLP

The main architecture of CoreNLP consists of an
annotation object as well as a sequence of anno-
tators aimed at annotating texts at different levels
of analysis. Starting from a raw text, each mod-
ule adds a new annotation layer such as tokeniza-
ton, PoS tagging, parsing etc. The behavior of
the single annotators can be controlled via stan-
dard Java properties. Annotators can analyze text
with both rule-based or statistical-based models.
While rule-based models are typically language
dependent, statistical based ones can be trained di-
rectly within the CoreNLP toolkit in order to im-
prove the performance of the default models or to
deal with different languages and domains.

2.2 CoreNLP-it

The main goal we pursued in developing
CoreNLP-it was to keep the original CoreNLP
structure and usage intact, while enabling it to
deal with Italian texts in order to produce a UD-
compliant and UD-complete output. More specif-
ically, we aimed at building a system capable of
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providing all textual annotations required by the
UD guidelines. Moreover, our system is also com-
patible with standard CoreNLP functions (e.g.,
Named Entity Recognition (NER) and Sentiment
annotation). For these reasons,we implemented a
series of custom annotators and statistical models
for Italian. The custom annotators replace the cor-
responding CoreNLP annotators leaving intact the
annotation structure and output of the annotators
they are replacing.

For simplicity, we used only one of the UD tree-
banks available for Italian, namely the UD adapta-
tion of the ISDT Italian Treebank (Bosco et al.,
2013). The resource was used to build most of the
new models, as well as for training standard sta-
tistical models (e.g., PoS tagging and Dependency
Parsing) available in CoreNLP. More specifically,
to obtain a UD-compliant output, we trained the
Italian models on the training, dev, and test sets
provided within the treebank.

The current version of CoreNLP-it can be eas-
ily integrated and configured into CoreNLP by
adding the custom annotator classes and their re-
spective models into the pipeline. Such classes
and their properties can be added in a configura-
tion file or called via the API interface. This pro-
cedure follows the standard CoreNLP documenta-
tion and guidelines for custom annotator classes.
In addition, we provide a new class (resembling
a CoreNLP one) for the training of the hybrid to-
kenization and sentence splitting. The configura-
tion of the classifier and the required dictionaries
(cf. Section 3.1) can be specified in a separate
property file.

3 Modules

The annotators described in the following sections
are aimed at producing a UD compliant and com-
plete output. The following information is ex-
tracted from text: Sentences, Tokens, Universal
PoS Tags, language specific PoS Tags, Lemmas,
Morphological Features, and Dependency Parse
Tree for each sentence.

In this section, we briefly describe each module
of our linguistic pipeline, focusing on the annota-
tors and models it implements.

3.1 Sentence Splitting and Tokenization

Sentence Splitting and Tokenization are han-
dled by a single classifier, namely the annotator
it_tok_sent. The process splits raw text into sen-



tences, and each sentence into tokens. Crucially,
the tokenization process can deal with both single
and multi-word tokens as specified by the CoNLL-
U format.

Multi word tokens such as verbs with clitic pro-
nouns (e.g., portar-vi “carry to you”) and articu-
lated prepositions (prep + determiner) (e.g., della,
di+la “of the™), are split into their respective com-
ponents. The information about the original word
and its position in the sentence is however retained
within each token by exploiting the foken span and
original word annotations.

Tokenization is usually solved with rule-based
systems able to identify word and sentence bound-
aries, for example by identifying white spaces and
full stops. However, in order to avoid encoding
such set of rules, we implemented a model in-
spired by Evang et al. (2013). At its core, the pro-
cess is driven by a hybrid model. First, it uses a
character-based statistical model to recognize sen-
tences, tokens, and clitic prepositions. Then, a
rule based dictionary is used to optimize the multi-
word tokens detection and splitting.

The classifier tags each character with respect
to one of the following classes: i. S: start of a new
sentence; ii. T: start of a new token; iii. I: inside
of a token; iv. O: outside of a token; v. C: start of a
clitic preposition inside a token (e.g. mandarvi).

The classifier is a simple implementation of the
maximum entropy Column Data Classifier avail-
able in the Stanford CoreNLP. To train the model,
we used the following feature set: i. window: a
window of n characters before and after the target
character; ii. the case of the character; iii. the class
of the previous character.

In order to deal with multi-tokens, the system
allows for a full rule-based tagging of a parametric
list of multi-tokens typically belonging to a strictly
language dependent closed class words. In the
Italian implementation, such words are articulated
prepositions (prep + determiner). The word list to
be ignored is fed to the classifier during training.

Moreover, an additional set of rules can be ap-
plied after the classification step in order to deal
with possibly misclassified items. In particular,
the system simply checks each token against a dic-
tionary of multi-words and split them accordingly.
In the case of Italian, we built a dictionary of clitic
verbs (which are instead an open class) by boot-
strapping the verbs in the treebank with all possi-
ble combinations of clitic pronouns. A final tag-

ging phase was used to merge the rule-based and
statistical predictions.

3.2 Part-of-Speech Tagging

The Maximum Entropy implementation of the
Part-of-Speech Tagger (Toutanova et al., 2003)
provided in the Stanford CoreNLP toolkit has
been used to predict language dependant PoS Tags
(xPoS).

In order to annotate Universal PoS (uPoS) tags,
a separate annotator class, namely upos, has been
implemented.

For what concerns the xPoS Tagger, the Maxi-
mum Entropy model was trained on the UD-ISDT
Treebank. uPoS tags are instead approached with
arule based strategy. In particular, we built a map-
ping between xPoS and uPoS based on the UD-
ISTD Treebank. The mapping is used within the
annotator to assign the uPoS tag based on the pre-
dicted xPoS tag.

3.3 Lemmatization and Morphological
Annotation

In order to annotate each token with its corre-
sponding lemma and morphological features, we
developed a rule-based custom annotator. The an-
notator exploits a parametric dictionary, to assign
lemmas based on the word form and PoS. In par-
ticular, the dictionary contains the lemma and UD
morphological features for n ( form, PoS) pairs.
The form is used as the main access key to the dic-
tionary, while PoS is used to solve ambiguity, e.g.,
between amo as I love” or as “fishing hook”. Fi-
nally, in cases of PoS ambiguity, corpus frequency
is used to select the target lemma.

The dictionary can be manually built or ex-
tracted from a UD treebank. In the latter case, the
provided Vocabulary class has methods to extract
and build a serialized model of the vocabulary.

3.4 Dependency Parsing

The Neural Network Dependency Parser imple-
mented in Stanford CoreNLP (Chen and Manning,
2014) allows models to be trained for different lan-
guages.

As for Italian, we used FastText (Joulin et al.,
2016) Italian 300dim-pretrained embeddings de-
scribed in Bojanowski et al. (2017). The depen-
dency parser was trained with the default configu-
ration provided in Stanford CoreNLP.
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3.5 CoreNLP-it performances

Table 1 reports the global performances of the cur-
rently trained models. In particular, all our mod-
els were evaluated against the UD-ISDT Treebank
test set.

With respect to the Tokenization, we measured
the accuracy by considering the whole output of
the tokenization process (i.e., the combination of
the statistical classifier and rule based multi-word
tokens detection). As for Lemmatization, we
tested the system by predicting the lemmas for to-
kens in the UD-ISDT Italian test set. PoS Tagging
and Dependency Parsing were tested with the sys-

tem provided in CoreNLP.
Task Tokens/sec Results
Tok., S.Split. 172774 Accuracy: 99%
xPoS Tag 7575.4 F1: 0.97
Lemma 5553.1 Accuracy: 92%
Dep. Parsing 1717.8 LAS: 86.15
UAS: 88.57

Table 1: Evaluation of CoreNLP-it modules on the
UD-ISDT Treebank test set.

We must point out that one of the main short-
comings of implementing a more statistically ori-
ented model for tokenization with respect to a rule
based one is that it may underperform in the case
of badly formatted or error-filled texts, which we
cannot find in most Treebanks. However, we be-
lieve that such an approach could be nonetheless
very useful in that it can be automatically scaled
to different linguistic registers and text genres.
Moreover, most typical errors could be avoided by
means of data augmentation strategies and the use
of more heterogeneous data for training, such as
for example the POSTWITA-UD Treebank (San-
guinetti et al., 2018).

It is important to stress that the main focus of
this work was to build a framework allowing for a
fast and easy implementation of UD models based
on Stanford CoreNLP from a software engineering
point of view. The basic pre-trained models are
intended as a proof of concept, and will require
further parameter tuning to increase their perfor-
mance.

4 Flexibility Towards Other Languages

One of the key goals that has driven the devel-
opment of CoreNLP-it is keeping the core code
implementation as language independent as possi-
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ble. To obtain the required linguistic knowledge,
the framework exploits statistical models or exter-
nal resources. On the one hand, the use of big
linguistic resources to perform some of the tasks
can affect the computational performances, but the
system enables the construction of basic resources
from the treebank used for training. On the other
hand, this framework is very flexible, especially by
considering tasks like tokenization and lemmatiza-
tion. In particular, the system is able to produce a
full UD-compliant Stanford Pipeline for languages
for which an UD Treebank is available.

In order to validate this claim, we focused on
two languages closely related to Italian, namely
Spanish and French. We trained the respective
models on the UD-adapted corpora ES-ANCORA
(Taulé et al., 2008) and FR-GSD (Hernandez and
Boudin, 2013). In these cases, to detect multi-
word tokens we exploited the information avail-
able in these corpora. It is clear that such mod-
els are intended as an interesting UD baseline, be-
cause the linguistic information they employ is not
yet as optimized as the one used by the Italian
models.

Since the core of the adaptation of the Stanford
Pipeline to Universal Dependencies relies on the
Tokenization phase, we report here the results ob-
tained for this task. It is clear that the rest of the
models (i.e., PoS tags and Parsing) can be trained
simply by following the Stanford CoreNLP guide-
lines. Results obtained for the tokenization mod-
ules for French and Spanish are shown in Table 2.

Task Language Accuracy (%)

Tok., S.Split. ~ Spanish 99,9
French 99,7

Lemma Spanish 66
French 69

Table 2: Evaluation of CoreNLP-it modules on
Spanish and French.

All statistical models have similar performances
with respect to Italian ones. The main differences,
as expected, concern the tasks most dependent on
external resources (e.g., Lemmatization). For ex-
ample, we noticed a much lower recall for multi-
word token identification, given the exclusive use
of the examples found in the training set. The ap-
proach shows very promising results especially for
tokenization and sentence splitting modules which
are central for all the subsequent levels of analysis



based on UD. It is clear that for PoS Tagging and
Parsing further developments based on Stanford
CoreNLP and language-specific resources are re-
quired to account for the specific features of each
language.

5 Conclusion and Ongoing Work

In this paper, we presented CoreNLP-it, a set of
add-on modules for the Stanford CoreNLP lan-
guage toolkit. Our system provides basic language
annotations such as sentence splitting, tokeniza-
tion, PoS tagging, lemmatization and dependency
parsing, and can provide a UD-compliant output.
Our rule based and statistical models achieve good
performances for all tasks. In addition, since the
framework has been implemented as an add-on
to Stanford CoreNLP, it offers the possibility of
adding other new annotators, including for exam-
ple the Stanford NER (Finkel et al., 2005). More-
over, first experiments on other languages have
shown very good adaptation capability with very
little effort.

In the near future, we plan to refine the core
code by performing extensive tests to better deal
with additional UD-supported languages and opti-
mize their performances. We also plan to release
the tool as well as the basic trained models for
Italian. Moreover, we intend to perform data aug-
mentation strategies to refine our models and make
them able to work properly also with ill-formed or
substandard text input.
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Abstract

English. In this paper, we present DARC-
IT, a new reading comprehension dataset
for the Italian language aimed at identify-
ing ‘question-worthy’ sentences, i.e. sen-
tences in a text which contain information
that is worth asking a question about!. The
purpose of the corpus is twofold: to in-
vestigate the linguistic profile of question-
worthy sentences and to support the devel-
opment of automatic question generation
systems.

Italiano. In questo contributo, viene
presentato DARC-IT, un nuovo corpus di
comprensione scritta per la lingua ital-
iana per [identificazione delle frasi che
si prestano ad essere oggetto di una do-
manda®. Lo scopo di questo corpus ¢ du-
plice: studiare il profilo linguistico delle
frasi informative e fornire un corpus di
addestramento a supporto di un sistema
automatico di generazione di domande di
comprensione.

1 Introduction

Reading comprehension (RC) can be defined as
“the process of simultaneously extracting and con-
structing meaning through interaction and involve-
ment with written language” (Snow, 2002). Such a
definition emphasizes that RC is a complex human
ability that can be decomposed into multiple oper-
ations, such as coreference resolution, understand-
ing discourse relations, commonsense reasoning

avail-
link:

made
at

"The corpus  will be
able for research purposes
http://www.italianlp.it/resources/

I corpus sard messo a
mente per scopi di ricerca al
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publicly
the following

disposizione libera-
seguente indirizzo:
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and reasoning across multiple sentences. In ed-
ucational scenarios, student’s comprehension and
reasoning skills are typically assessed through a
variety of tasks, going from prediction tasks (e.g.
cloze test) to retellings generation and question an-
swering, which are costly to produce and require
domain expert knowledge. Given also the chal-
lenges posed by the broad diffusion of distance
learning programs, such as MOOC (Massive Open
Online Courses), the automatic assessment of RC
is becoming a rapidly growing research field of
Natural Language Processing (NLP). While much
more work has been done on developing Auto-
mated Essay Scoring (AES) systems (Passonneau
et al., 2017), recent studies have focused on the
automatic generation of questions to be used for
evaluating humans’ reading and comprehension
(Du and Cardie, 2017; Afzal and Mitkov, 2014).
This is not a trivial task, since it assumes the abil-
ity to understand which concepts in a text are
most relevant, where relevance can be here de-
fined as the likelihood of a passage to be worth
asking a question about. The availability of large
and high-quality RC datasets containing questions
posed by humans on a given text thus becomes a
fundamental requirement to train data-driven sys-
tems able to automatically learn what makes a pas-
sage ‘question-worthy’. In this regard, datasets
collected for other NLP tasks, Question Answer-
ing above all, provide a valuable resource. One
of the most widely used is the Stanford Question
Answering Dataset (SQuAD), (Rajpurkar et al.,
2016). It contains more than 100,000 questions
posed by crowdworkers on a set of Wikipedia ar-
ticles, in which the answer to each question is a
segment of text from the corresponding reading
passage. More recently, other large RC datasets
have been released: it is the case of the ‘Triv-
1aQA’ dataset (Joshi et al., 2017), which is in-
tended to be more challenging than SQuaD since
it contains a higher proportion of complex ques-



tions, i.e. questions requiring inference over mul-
tiple sentences. The same holds for RACE (Lai
et al., 2017), which is also the only one specifi-
cally designed for educational purposes. Indeed
it covers multiple domains and written styles and
contains questions generated by domain experts,
i.e. English teachers, to assess reading and com-
prehension skills of L2 learners. While all these
datasets are available for the English language, to
our knowledge, no similar RC datasets exist for
the Italian language. In this paper we introduce
a new corpus for Italian specifically conceived to
support research on the automatic identification of
question-worthy passages. In what follows, we
first describe the typology of texts it contains and
the annotation process we performed on them. We
then carry out a qualitative analysis based on lin-
guistic features automatically extracted from texts
with the aim of studying, on the one hand, which
features mostly discriminate question-worthy sen-
tences from other sentences and, on the other
hand, whether the two classes of sentences have a
different profile in terms of linguistic complexity.

2 Dataset Collection

The first step in the process of corpus construc-
tion was the selection of appropriate materials.
As noted by Lai et al. (2017), a major drawback
of many existing RC datasets is that they were
either crowd-sourced or automatically-generated
thus paying very little attention to the intended tar-
get user; this makes them less suitable to be used
in real educational scenarios. To prevent these lim-
itations, we relied on a corpus of reading com-
prehension tests designed by the National Institute
for the Evaluation of the Education System (IN-
VALSI), which is the Italian institution in charge
of developing standardized tests for the assess-
ment of numeracy and literacy skills of primary,
middle and high school students.

To create the corpus, we focused only on tests
designed to assess students’ competences in the
Italian language. We thus collected a total of 86
Italian tests administered between 2003 and 2013,
of which 31 targeting primary school’s pupils of
the second, third and fifth grade, 29 targeting stu-
dents of the first and third year of middle school
and 26 targeting students of first, second and third
grade of high school. To each text a number of
questions is associated, which aim to deeply as-
sess student’s ability of reading and understand-

ing. As documented by the last available techni-
cal report provided by the Institute®, the INVALSI
Italian test has been designed to cover seven main
aspects underlying text comprehension, namely:
understanding the meaning of words; identifying
explicit information; inferring implicit informa-
tion; detecting elements conveying cohesion and
coherence in text; comprehending the meaning of
a passage by integrating both implicit and explicit
information; comprehending the meaning of the
whole text; generating a meaningful interpretation
(e.g. understanding the message, the purpose etc.).
With respect to their form, questions can be ei-
ther multiple-choice (typically with 3 or 4 options,
see example (1)) or, more rarely, open-ended ques-
tions (example 2).

Example (1): Dove abita il ragno del rac-
conto? (Where does the spider of the story
live?)

A. In un albero del bosco. (On a forest tree)
B. Sopra un fiore del bosco. (Upon a forest
flower)

C. In una siepe del bosco. (In a forest hedge)

Example (2): Dopo aver letto il testo, qual
e secondo te il messaggio che vuole dare
I’autore? (After reading the text, what do you
think is the message the author wants to give?)

For the purpose of our study, we selected only
the first type of questions, thus obtaining a total
of 354 questions. Table 1 reports some statistics
about the final corpus collected from the INVALSI
tests.

SchoolGrade | Texts | Sentences | Questions
2"0 Primary 10 195 75
4™ Primary 9 205 36
5™ Primary 12 427 50
" Middle 19 513 72
3™ Middle 10 342 48
I High 10 303 32
2" High 7 211 18
3 High 9 261 23
[ TOT [86 [ 2457 [ 354 ]

Table 1: Total number of texts, total number of
sentences and corresponding questions for each
school grade in DARC-IT.

*http://www.invalsi.it/invalsi/doc_eventi/2017/
Rapporto_tecnico_.SNV _2017.pdf
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2.1 Annotation Scheme

For each question of the corpus, the annotation
process was meant to identify the sentence (or a
sentence span) containing the corresponding an-
swer. This information was marked on text by en-
closing the relevant text span in opening and clos-
ing xml tags with a letter R in upper case.

The outcome of the annotation process was
a tabular file with the following information re-
ported in separate columns: i) the text segmented
into sentences; ii) a binary value 1 vs O (1 if the
sentence contains the answer to the question and 0
if not); iii) the corresponding question; iv) the an-
swer provided by the annotator. Table 2 gives an
example of the dataset structure.

A qualitative inspection of the corpus allowed
identifying different typologies of ‘question-
worthy’ sentences: sentences that were the target
of one question only (this is the case of the second
sentence reported in Table 2); sentences that were
the target of multiple questions, such as (4), and
sentences that only partially answered the question
(i.e. the whole information required to give the an-
swer is spread across multiple sentences), such as
(5).

(4) Question-worthy sentence: Leo decide di
aiutare gli animali della giungla (Leo decided to
help the jungle animals)

Corresponding questions:

e Qual ¢ la cosa pit importante per Leo? (What
is the most important think to Leo?)

Multiple choice answers: A. Essere un bravo
cacciatore. (To be a good hunter); B. Di-
ventare il pid coraggioso di tutti. (To become
the bravest of all); C. Rendersi utile agli altri.
(To make himself useful to others); D. Fare
nuove esperienze. (To make new experi-
ences).

Cosa sceglie di fare Leo nella giungla? (What
does Leo choose to do in the jungle?)

Multiple choice answers: A. Giocare con
tutti. (To play with everybody); B. Dormire
e mangiare. (To sleep and eat); C.
Aiutare chi ¢ in difficolta. (To help people in
need); D. Nuotare nell’acqua del fiume (To
swim in the river water)

(5) Question-worthy sentences: “lo faro il
postino!” Disse uno. “lo faro il maestro!” Disse
un altro. “E io faro lo chef!”. Urlo un terzo e
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sali sul vagone delle marmellate. (I'm going to be
a postman! One said. I’'m going to be a teacher!
Another said. And I’'m going to be a chef! Shouted
a third one and went up on the wagon of the jams).

Corresponding question: A che cosa pensano
i bambini quando vedono gli oggetti sul treno?
(What do children think when they see the items
on the train?)

Multiple choice answers: A. Ai giochi che po-
tranno fare. (To the plays they can do); B. A cose
utili che si possono vendere. (To useful things
that can be sold); C. Ai regali che vorrebbero rice-
vere. (To the presents they would like to receive);
D. Ai lavori che faranno da grandi. (To the trades
they will do as adults.)

3 Linguistic Analysis

As a result of the annotation process, we obtained
398 ‘question-worthy’ sentences and 2059 ‘non-
question’ worthy sentences. Starting from this
classification we carried out an in-depth linguis-
tic analysis based on a wide set of features cap-
turing properties of a sentence at lexical, morpho—
syntactic and syntactic level. The aim of this anal-
ysis was to understand whether there are some lin-
guistic features that mostly allow predicting the
‘likelihood’ of a sentence to be the target of a ques-
tion. To allow the extraction of linguistic features,
all sentences were automatically tagged by the
part-of-speech tagger described in (Dell’Orletta,
2009) and dependency parsed by the DeSR parser
described in (Attardi et al., 2009).

Table 3 shows an excerpt of the first 20 fea-
tures (of 177 extracted ones) for which the average
difference between their value in the ‘question-
worthy” and ‘non question-worthy’ class was
highly statistically significant using the Wilcoxon
rank sum test*. As it can be seen, sentences on
which a comprehension question was asked are
on average much more longer. This could be ex-
pected since the longer the sentence the higher the
probability that it is more informative and thus
containing concepts that are worth asking a ques-
tion about. This is also suggested by the higher
distribution of proper nouns [10], most likely re-
ferring to relevant semantic types (e.g. person,
location) which typically occur in Narrative, i.e.
the main textual genre of the Invalsi tests. The
higher sentence length of ‘question-worthy’ sen-
tences has effects also at morpho-syntactic and

* All significant features are shown in Appendix (A).



Sentence Class | Tag

Question Answer

La lucciola si prepard e, quando | O
calo la sera, ando all’appuntamento.

Entro nel bosco scuro e raggiunse la | 1
siepe dove viveva il ragno.

Entro <R>nel bosco scuro
e raggiunse la siepe dove
viveva il ragno.<\R>

Dove abita il ragno del rac-

conto? bosco.

Table 2: Sample output of the dataset structure.

syntactic level, as shown e.g. by the higher pro-
portion of conjunctions introducing subordinate
clauses ([7] Subord. conj: 1.63 vs 1.50) and by
the presence of longer syntactic relations in which
the linear distance between the ‘head” and the ‘de-
pendent’ is higher than 10 tokens ([20] Max link:
11.30 vs 8.30).

Question NoQuestion

Features Avg (StDev)| Avg (StDev)
Raw Text features
[1] Sentence Iength* | 29.00 (16.11) [ 20.00 (13.75)
Morpho—syntactic features
[2] Punctuation* 474 (2.82) 770 (6.23)
[3] Negative adv* 1.23  (2.82) 1.19 (3.13)
[4] Coord. conj* 3.50  (3.40) 320 (3.81)
[5] Poss. adj* 0.96 (2.10) 0.89 (2.33)
[6] Relative pron* 1.14  (2.00) .12 (2.32)
[7] Subord. conj* 1.63  (2.80) 1.50  (2.90)
[8] Prepositions™ 7.90 (5.01) 7.60 (6.20)
[9] Determiners* 9.13  (5.00) 9.00 (6.20)
[10] Proper nouns* 2.05 (3.90) 2.00 (4.30)
[11] Numbers 0.66 (1.87) 0.64 (2.25)
[12] Verbs 15.98 (6.32) 16.97 (8.18)
[13] Indicat. mood* | 57.00 (30.70) | 60.00 (33.82)
[14] Particip. mood 7.13  (14.22) | 6.34 (14.88)
[15] 3pers. verb* 55.15 (39.50) | 45.20 (42.62)
[16] Conjunctions 5.1 (4.35) 434  (4.66)
Syntactic features

[17] Clause length* 8.63 (4.34) 7.90 (4.24)
[18] Verbal heads* 4.00 (2.30) 3.00 (2.03)
[19] Postverb Subj* 13.60 (27.00) | 15.70 (32.00)
[20] Max link* 11.30 (7.06) 8.30 (6.80)

Table 3: Linguistic features whose average dif-
ference between the two classes was statistically
significant. For each feature it is reported the
average value (avg) and the standard deviation
(StDev). All differences are statistically signif-
icant at p<.005; those with * also at p<.001.
(Note: Question=question-worthy sent.; NoQues-
tion=Non question-worthy sent.)

A further analysis was meant to investigate the
profile of question-worthy sentences with respect
to linguistic complexity. To this end, we exploit
READ-IT (Dell’Orletta et al., 2011), a general-
purpose readability assessment tool for Italian,
which combines traditional raw text features with
lexical, morpho-syntactic and syntactic informa-

tion to operationalize multiple phenomena of text
complexity. READ-IT assigns different readabil-
ity scores using the following four models: 1)
Base Model, relying on raw text features only
(e.g. average sentence and word length); 2) Lex-
ical Model, relying on a combination of raw text
and lexical features; 3) Syntax Model, relying on
morpho-syntactic and syntactic features; 4) Global
Model, combining all feature types (raw text, lex-
ical, morpho-syntactic and syntactic features).
Results are reported in Table 4. As it can be
noted, question-worthy sentences have a higher
complexity with respect to all models. Especially
at syntactic level, this could be expected given the
higher values obtained by features related to syn-
tactic complexity which turned out to be signifi-
cantly involved in discriminating these sentences.

Question | NoQuestion
READ-IT Base 59,9% 21,1%
READ-IT Lexical 98,9 % 66,4%
READ-IT Syntactic | 69,3% 37,5%
READ-IT Global 100% 95%

Table 4: Readability score obtained by different
READ-IT models.

4 Conclusion

We presented DARC-IT, a new reading compre-
hension dataset for Italian collected from a sam-
ple of standardized evaluation tests used to as-
sess students’ reading and comprehension at dif-
ferent grade levels. For each text, we anno-
tated ‘question-worthy’ sentences, i.e. sentences
which contained the answer to a given question.
A qualitative analysis of these sentences showed
that the likelihood of a sentence to be ‘question-
worthy’ can be modeled using a set of linguis-
tic features, which are especially linked to syn-
tactic complexity. We believe that this corpus
can support research on the development of auto-
matic question generation systems as well as ques-
tion answering systems. Current developments go
into several directions: we are carrying out a first
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classification experiment to automatically predict
‘question-worthy’ sentences and evaluate the im-
pact of linguistic features on the classifier perfor-
mance. We are also planning to enlarge the cor-
pus and to investigate more in-depth the typology
of questions and answers it contains, in order to
study what characterizes sentences answering, for
instance, to factual vs non-factual questions.
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Appendix (A).

Question-worthy sentences | Non Question-worthy Sentences
Features Average (StDev) Average (StDev)
Raw Text features
Sentence length*** [ 29.00 (16.11) [ 20.00 (13.75)
Lexical features
% Basic Italian Vocabulary (BIV)* | 88.54 (8.53) 88.99 (10.66)
% Fundamental BIV** 78.26 (10.83) 79.59 (13.23)
% ‘High Usage’ BIV* 12.31 (8.12) 12.50 (10.28)
Lexical density* 0.56 (0.08) 0.58 (0.11)
Morpho-syntactic features
% Adjectives* 5.20 4.71) 4.35 (5.55)
% Articles®** 9.13 (5.00) 9.00 (6.20)
% Conjunctions** 5.1 (4.35) 4.34 (4.66)
9% Coordinat. conj*** 3.50 (3.40) 3.20 (3.81)
% Demonstrative determiners™** 0.61 (1.61) 0.55 (1.90)
% Indefinite pronouns 0.87 (2.26) 0.66 (2.24)
% Interrogative determiners* 00.5 (0.52) 0.06 (0.67)
% Interjections® 0.03 (0.31) 0.09 (0.72)
% Numbers** 0.66 (1.87) 0.64 (2.25)
% Negative adverbs*** 1.23 (2.82) 1.19 (3.13)
% Ordinal numbers* 0.27 (1.04) 0.14 (0.83)
% Possessive adjectives®** 0.96 (2.10) 0.89 (2.33)
% Prepositions*** 7.90 (5.01) 7.60 (6.20)
% Proper nouns** 2.05 (3.90) 2.00 (4.30)
% Punctuation*** 474 (2.82) 7.70 (6.23)
% Relative pronouns™®** 1.14 (2.00) 1.12 (2.32)
% Subordin. conj*** 1.63 (2.80) 1.50 (2.90)
% Verbs** 15.98 (6.32) 16.97 (8.18)
% Verb_Participial mood** 7.13 (14.22) 6.34 (14.88)
% Verb_Indicative mood*** 57.00 (30.70) 60.00 (33.82)
% Verb_Conditional mood** 1.37 (6.13) 2.35 (9.58)
% Verb_Past tense** 22.19 (34.80) 23.88 (37.73)
9% Verb_Imperfect tense** 29.08 (39.35) 29.04 (41.13)
% Verb_Present tense* 45.04 (43.50) 38.40 44.91)
% 3rdpers. verb*## 55.15 (39.50) 45.20 (42.62)
% Z“dpers. verb* 1.37 (7.34) 1.84 (10.25)
TTR ratio (first 100 lemmas)** 0.84 (0.10) 0.89 (0.10)
Syntactic features

Clause length (in tokens)*** 8.63 (4.34) 7.90 (4.24)
Avg verbal heads/sentence*** 4.00 (2.30) 3.00 (2.03)
Avg prep. links length* 1.11 (0.45) 0.93 (0.58)
Max link length*** 11.30 (7.06) 8.30 (6.80)
Verb arity 34.93 (29.74) 33.37 (32.70)
% Postverbal subject®** 13.60 (27.00) 15.70 (32.00)
% Preverbal objects* 10.17 (25.17) 9.22 (25.55)
% DEP Root** 5.52 (3.31) 8.20 (6.30)
% DEP Mod_rel*** 1.50 (2.21) 1.30 (2.50)
% DEP Copulative Conj** 5.34 (4.92) 4.65 (5.26)
% DEP Determiner*** 9.10 (5.00) 8.80 (6.20)
% DEP Disjuntive Conj 0.14 (0.76) 0.20 (0.99)
% DEP Locative Compl* 0.73 (2.03) 0.53 (1.81)
% DEP_neg*** 1.20 (2.80) 1.13 (2.84)
% DEP conj** 4.58 4.12) 391 (4.62)
% DEP concatenation™ 0.06 (0.52) 0.08 (0.8)

Table 5: Linguistic features whose average difference between the two classes was statistically signifi-
cant. For each feature it is reported the average value and the standard deviation (StDev). *** indicates a
highly significant difference (p<.001); ** a very significant difference (p<.01); * a significant difference
(p<.05).
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Abstract

English. The present study combines
psycholinguistic evidence on Italian va-
lency coercion and a distributional analy-
sis. The paper suggests that distributional
properties can provide useful insights on
how general abstract constructions influ-
ence the resolution of coercion effects.
However, complete understanding of the
processing and recognition of coercion re-
quires to take into consideration the com-
plex intertwining of lexical verb and ab-
stract constructions.

Italiano. Il lavoro unisce uno studio
psicolinguistico sul fenomeno della coer-
cion valenziale in Italiano con un’analisi
distribuzionale.L’articolo suggerisce che
le proprieta distribuzionali forniscano
un’utile passaggio per capire I'influenza
delle costruzioni alla risoluzione di effetti
di coercion. Tuttavia, una piena compren-
sione del fenomeno richiede di prendere in
considerazione la complessa relazione tra

verbo e costruzione argomentale.

1 Introduction

In Construction Grammar (Goldberg, 2006), the
basic units of linguistic analysis are called con-
structions (Cxns), form-meaning pairings associ-
ated with autonomous, non-compositional abstract
meanings, independently from the lexical items
occurring in them. Examples of Cxns range from
morphemes (e.g., pre-, -ing), to filled or partially-
filled complex words (e.g., daredevil) to idioms
(e.g., give the devil his dues) to more abstract
patterns like the Ditransitive [Subj V Objl Obj2]
(e.g., he gave her a book) (Goldberg, 2006).

Cxns appear at any level of linguistic analysis,
but the level at which the notion of constructional
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meaning represents a radical departure from other
theories of grammar is argument structure. These
Cxns, such as the English Ditransitive, are claimed
to be associated with an abstract semantic content.
In this case, constructional meaning can be para-
phrased as X CAUSES Y TO RECEIVE Z. One of
the main supporting arguments in favour of con-
structions as independent and primitive objects of
grammar is the flexibility with which argument
Cxns and verbs interact with each other, as in ex-
ample (1) in which the original intransitive sense
of “to sneeze” is overridden by the Caused Motion
Cxn, and thus takes a transitive sense of “making
something move by sneezing”.

(1) John sneezed the napkin off the table

This flexibility in combining Cxns and verbs
is known as valency coercion (Michaelis, 2004;
Boas, 2011; Lauwers and Willems, 2011; Perek
and Hilpert, 2014).

This phenomenon, although vastly addressed
for English, has not yet received a systematic in-
vestigation in other languages. For notable excep-
tions, see Boas and Gonzalvez-Garcia (2014). In
particular — to the best of our knowledge — no pre-
vious attempt to carry out an empirical investiga-
tion of valency coercion exists for Italian. How-
ever, even a simple corpus query reveals that the
phenomenon is present in Italian, though it is not
as pervasive as in English:

(2) Tossi una risata leggera tra i suoi capelli
(He coughed a light laugh in her hair)
[TtWac]

This paper presents an analysis of Italian construc-
tional flexibility that combines psycholinguistic
and computational evidence: first, we present the
results of a behavioral experiment on valency coer-
cion. Then, we model Cxns with distributional se-
mantics to investigate whether the semantic shape
of Italian argument Cxns can affect the interpreta-
tion and processing of coerced sentences.



2 Studying valency coercion: an
acceptability rating task

MATERIALS AND SUBJECTS: The offline
psycholinguistic experiment targets 9 Italian Cxns
(see Table 1) that were selected using existing
resources: Lexlt (Lenci et al., 2012) and Val-
Pal (Cennamo and Fabrizio, 2013). The resultant
Cxns are of varying abstractness and schematicity
levels (Barddal, 2008).

Cxn frames
CAUSED MOTION (CM) NPj-V-NP -PPlocation
CAUSED MOTION + via (CMvia) NPs-V-NPobj

DATIVE (DT)
INTRANSITIVE MOTION (IM)

NPs-V-NPj-PPrecipient
NPs-V—PPlocation

PASSIVE (PASS) NPs-V-PP
PREDICATIVE (PRED) NPs-V-AdjPpredicate
VERBA DICENDI explicit
(sentential) (VDE) NPs-V-cheVP
VERBA DICENDI implicit
(sentential) (VDI) NP-V-diVP

Table 1: Constructions used in the test.

For each Cxn, we built 21 sentences, which
were subdivided into 3 experimental conditions:
GRAMMATICAL (3a), COERCION (3b), IMPOSSI-
BLE (3c) (7 sentences per condition). The total
number of stimuli amounts to 189 sentences. The
structure of the test was inspired by Perek and
Hilpert (2014). Between conditions, sentences dif-
fer only for their main verb, to have as little varia-
tion as possible.

3)

a. Gianni ha detto che verra domani (Gi-
anni said that he will come tomorrow)

b. Gianni ha fischiettato che verra do-
mani (Gianni whistled that he will
come tomorrow)

c. Gianni ha cucinato che verra domani
(Gianni cooked that he will come to-
MOIToOw)

The coercion condition consists of verbs that dis-
play a partial semantic incompatibility with the
constructional environment they are embedded in.
They were selected by means of both native intu-
ition and corpus query, selecting and refining cases
that were either hapax or rare occurrences in the
Italian corpus /tWac (Baroni et al., 2009).

120 Italian native speakers were tested: 39 ado-
lescents (12-14 years old), 40 young adults (18-
35 years old), and 41 adults (over 40). We tested
subjects of different ages following extensive so-
ciolinguistic literature that has shown that lan-

guage use changes with age (Eckert, 2017; Labov,
2001; Wagner, 2012). Thus, it could be the case
that grammaticality judgments on creative, non-
standard sentences are also affected by age. In-
cluding different age groups in our analysis allows
us to investigate a more representative sample of
the population. To control for the possible influ-
encing factor of education level, we only tested
adult speakers either in possess of (at least) a bach-
elor degree or enrolled in a University course. Ta-
ble 2 summarizes number, age groups and distri-
bution of tested subjects.

Age group Age range distribution Gender Tot
mean: 129 24 m (61,5%)
Adolescents 12-14 «d:0.63 15 £ (38.4%) 39
mean:27.3 15 m (37,5%)
Young Adults  18-39 «d2.94 25 £ (62.5%) 41
. mean: 56.7 18 m (43,9%)
Adults Over 40 «d9.48 23 £(56.1%) 40

Table 2: Data about tested subjects.

A within-subject design was used, in which
each subject sees all stimuli. Participants were
asked to judge the acceptability of the (random-
ized) stimuli on a Likert scale from 1 - “com-
pletely unnatural” - to 7 - “perfectly natural”. Pre-
sentation of the data varied across age groups:
adolescents were given the test directly in their
class. Young adults’ judgments were collected
through the online platform Figure Eight. Older
adults, instead, were presented with a simple Mi-
crosoft Word document, in order to include par-
ticipants who did not have familiarity with online
data gathering.

RESULTS: We assessed statistical significance
via linear mixed effect modelling, with by-subject
and by-item intercepts.! Results show that coer-
cion sentences (purple boxplot in Figure 1) are
recognized as an intermediate condition between
complete grammaticality and total ungrammati-
cality.> We consider this result to support the
claim that coercion effects include a degree of
semantic incompatibility that is nonetheless re-
solved in the interpretation process. Consistently

"model selection performed automatically via LRT with
the R package afex. Models were performed with the R pack-
age ImerTest and R2 values were calculated with the MuMIn
package (Singmann et al., 2016; Kuznetsova et al., 2017; Bar-
ton, 2013)

p < 0.0001, R2¢ 0.61
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Figure 1: distribution of judgments in the 3 condi-
tions

with the main tenets of Construction Grammar, we
argue that the resolution of such incompatibility
is driven by a dynamic interaction between the
main verb and the constructional context (Kem-
mer, 2008; Kemmer and Yoon, 2013; Yoon, 2016).
In a second analysis, we wanted to assess the effect
of Cxn types on acceptability ratings. We used lin-
ear mixed effect modelling, adding an interaction
between Cxn type and experimental condition.?
Results indicate high variability in Cxn ‘coercibil-
ity’ (see Figure 2 and table 3). That is, some Cxns
in our dataset were consistently judged as more
natural by speakers in the coercion condition.

" —

e \,/ \‘ /r/
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CM CMvia CO DT 1M PASS PRED VDE VDI

Figure 2: line plot of judgments

In particular, it appears that IM, VDE and VDI
Cxns result to be more natural, while DT, PASS
and (marginally) CO are the least naturally per-
ceived ones in coercion sentences. Since coer-
cion effects are said to be resolved by the gen-
eral Cxn semantics overriding the lexical mean-
ing of the verb, we hypothesize that the different
flexibility degrees of the Cxns in the first experi-
ment could be at least partially explained by dis-
tributional properties, such as type and token fre-
quency, and semantic density of the Cxns in our

3p < 0.0001, R2¢ 0.76
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Estimate | Std. Error | t value | p value
coer 3,64%%% | 0,1 37,45 | <0.0001
gramm | 2,66%%% | 0,02 110,87 | <0.0001
imp -1,79%%* | 0,02 -74,84 | <0.0001
CM -0,14 | 0,16 -0,91 0,36
CMyvia -0,24 | 0,16 -1,53 0,13
CO -0,26. | 0,13 -1,95 0,05
DT -1,34%%% | 0,17 -7,98 | <0.0001
M 1,02%%* 1 0,16 6,40 <0.0001
PASS -0,73%* | 0,26 -2,75 0,009
PRED -0,07 | 0,26 -0,27 0,79
VDE 1.06%%* | 0,16 6,67 <0.0001
VDI 0,70%** | 0,15 4,57 <0.0001

Table 3: fixed effects estimates of the coercion
condition

dataset, the latter again estimated with distribu-
tional semantics.

Different degrees of flexibility could derive ei-
ther from cognitive processes that reflect on lan-
guage use, or emerge from repeated exposure and
thus entrench in speakers’ grammar. Both possible
directions of this causal circle, however, ultimately
allow us to fruitfully investigate construction flex-
ibility using distributional semantics models. In
other words, the higher ‘coercibility’ of novel in-
stances of some Cxns could be due to speakers’
sensitivity to distributional semantic features of
the constructions (Barddal, 2006; Bybee, 2013;
Zeschel, 2012; Perek and Goldberg, 2017).

3 A Distributional Semantic Model for
argument constructions

PROCEDURE: Perek (2016) has shown that dis-
tributional semantics (Lenci, 2018) can be fruit-
fully used to model the semantic space covered by
a Cxn. It has been argued in the literature that con-
structional meanings for argument Cxns arise from
the meaning of high frequency verbs that co-occur
with them (Goldberg, 1999; Casenhiser and Gold-
berg, 2005; Barak and Goldberg, 2017). There-
fore, we modelled the semantic content of Cxns
with the semantics of their most typical verb, each
represented as a distributional vector.

We used the UDLex Pipeline* (Rambelli et al.,
2017) to obtain a mapping between the Cxns of
our dataset and the most frequent verbs that occur
in them (these were selected considering verbs that
appear at least 5 times in the relevant subcatego-

“The UDLex Italian dataset consist of 409,127 tokens.



rization frames). Table 4 summarizes the number
of verbs considered for each of the eight Cxns.?
Then, we built a Distributional Semantic Model
(DSM) from the italian corpus itWac (Baroni et
al., 2009) in order to represent verb meaning of the
verbs obtained with UDLex. The 300-dimensional
vectors (i.e., the embeddings) were created with
the SGNS algorithm (Mikolov et al., 2013), using
the most frequent 30,000 words as context, with a
minimum frequency of 100.

Cxn type freq token freq
(different verbs) | (number of items)

CM 103 1538

(6[0) 5 43

DT 90 1659

IM 51 1097

PASS | 8 49

PRED | 19 359

VD_E | 12 116

VD_I | 15 199

Table 4: Number of selected verbs per Cxn.

Following Lebani and Lenci (2017), we repre-
sented each Cxn as the weighted centroid vector
of its typical verbs, as follows:

CXN = ’—‘1/| Zv e Vfrel(v,Czn)-v (1)
where V the set of the top-associated verbs v with
Cxn and frel(v,Cxn) is the co-occurrence fre-
quency of a verb in a Cxn.

We measured the pairwise cosine similarity
among the weighted Cxn vectors: as shown in Fig-
ure 3, the distributional behaviour of the Cxn vec-
tors suggests that some Cxns in our dataset show
similar distributional behaviour.

10
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Figure 3: Construction semantic similarity.

Sthe Cxn CMvia was excluded due to the absence of cor-
responding subcategorization frames

Following Perek (2016), the semantic density of
a Cxn is computed as the mean value of pairwise
cosines between the verbs occurring in Cxn. Fig-
ure 4 plots the semantic densities of our Cxns.

semantic density of general constructions

®
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Figure 4: Construction semantic density.

Finally, to assess the effect of distributional
properties on Cxns flexibility, we used semantic
density, type frequency and token frequency (cf.
Table 4) as predictors in linear mixed effect mod-
elling. As dependent variable, we used the differ-
ence gramm — coer and coer — imp. We per-
formed two separate analyses for type and token
frequencies without interactions to avoid multi-
collinearity effects. Predictors values were cen-
tered.

RESULTS: The estimates are reported in Tables
5 and 6 below. In the first two models frequency
does not yield any effect. In the second models,
instead, frequency appears to have an effect on the
data. Hence, it appears that type and token fre-
quency help discerning impossible from coercion
instances of a Cxn, whereas only semantic den-
sity affects the higher naturalness of coercion phe-
nomena. The more a Cxn is observed with se-
mantically similar verbs (i.e., verbs that belong
to the same classes or subclasses, which there-
fore increase the Cxn semantic density), the more
the constructional meaning is easily coerced into
novel instances.

4 Discussion

These findings support our claim that coercion ef-
fects are resolved by a dynamic interrelation be-
tween verb and Cxn (Kemmer, 2008; Kemmer
and Yoon, 2013). Even though frequency ef-
fects are shown to affect Cxns extensibility to new
items (Bybee, 20006), our results suggest that type
and token frequency only facilitate the distinc-
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‘ (Gramm - coer) ~sem. dens + type freq.

estimate | st. error | t value | p value
(Intercept) 2.71%%% 0.11 25.02 | <0.0001
Sem. density -0.34. 0.16 -2.217 0.007
Type freq. -0.13 0.16 -0.848 0.44
(Gramm - coer) ~sem. dens + tok freq.

estimate | st. error | t value | p value
(Intercept) 2.71%%% 0.11 25.02 | <0.0001
Sem. density -0.35. 0.16 -2.23 <0.1
Token freq. -0.13 0.16 -0.89 0.42

Table 5: Fixed effects table for the first two mod-
els.

‘ (Coer - imp) ~sem. dens + type freq.

estimate | st. error | t value | p value
(Intercept) 1.69%%*% | 0.15 10.87 | <0.0001
Sem. density 0.86*% | 0.22 3.38 <0.01
Type freq. 047. | 0.22 2.1 <0.1
(Coer — imp) ~sem. dens. + tok. freq.

estimate | st. error | t value | p value
(Intercept) 1.69%%*% | 0.14 33.33 | <0.0001
Sem. density 0.91% 0.2 4.59 <0.001
Token freq. 0.54* 0.2 271 <0.01

Table 6: Fixed effects table for the second two
models.

tion between semantically incompatible and par-
tially compatible formulations, whereas higher co-
ercibility is only affected by semantic density.

We interpret this finding in light of the upward
strengthening hypothesis (Hilpert, 2015), accord-
ing to which a novel occurrence of a linguistic unit
strengthens a superior node (i.e., the abstract Cxn)
only if the former is categorized ‘as an instance
of a more abstract Cxn. If this categorization is
not performed, or only superficially so, no up-
ward strengthening will take place’ (Hilpert, 2015,
p-38). Higher coercibility is hence not affected by
frequency of the Cxn because of the ‘intermedi-
ate’ grammaticality level of coercion, which does
not allow unambiguous categorization. Coercion
sentences result more natural if the target Cxn is
observed with verbs belonging to similar seman-
tic classes or subclasses, which increases Cxn se-
mantic density. We could therefore assume that
coercion effects in Italian elicit a partial catego-
rization. The effect of semantic density, however,
only explains part of the data. In fact, visual in-
spection of the relation between semantic density
and the estimates of table 3 reveals that this effect
does not explain the high coercibility of IM, or the

low values of CO Cxns (see Figure 5).
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Figure 5: relation semantic density- estimates

All things considered, semantic properties
(modelled with distributional vectors) of Cxns
(e.g., its density) are only one of the factors influ-
encing speakers processing and recognition of co-
ercion effects. In fact, it has been argued that Ro-
mance languages are more valency driven than En-
glish (and Germanic languages in general) (Perek
and Hilpert, 2014). The results of both exper-
iments provide substantial evidence for an inte-
grated account of Italian coercion effects, which
should consider not only the properties of the gen-
eral abstract Cxn, but rather the interaction of the
mismatching verb with Cxn meaning.

These result also have interesting implications
to understand the cognitive mechanisms underly-
ing Cxn flexibility and productivity. In fact, these
findings support the idea that Cxn meaning is ab-
stracted from the semantics of prototypically oc-
curring verbs. As we saw, several studies have
argued in favour of this hypothesis for English,
but the fact that we were able to adapt it to Italian
suggests that the factors driving the acquisition of
Cxns are - at least partially - not language-specific
but rather general cognitive processes.
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Abstract

English. Emotions play an important role
in argumentation as humans mix rational
and emotional attitudes when they argue
with each other to take decisions. The
SEEMPAD project aims at investigating
the role of emotions in human argumen-
tation. In this paper, we present a resource
resulting from two field experiments in-
volving humans in debates, where argu-
ments put forward during such debates
are annotated with the emotions felt by
the participants. In addition, in the sec-
ond experiment, one of the debaters plays
the role of the persuader, to convince
the other participants about the goodness
of her viewpoint applying different per-
suasion strategies. To the best of our
knowledge, this is the first dataset of ar-
guments annotated with the emotions col-
lected from the participants of a debate,
using facial emotion recognition tools.

Italiano. Le emozioni giocano un
ruolo importante nell’argomentazione in
quanto gli esseri umani uniscono atteggia-
menti razionali ad atteggiamenti pura-
mente emotivi quando discutono tra loro
per prendere decisioni. Il progetto SEEM-
PAD si propone di studiare il ruolo delle
emozioni nell’ argomentazione umana. In
questo articolo, presentiamo una risorsa
ottenuta tramite due esperimenti empirici
che coinvolgono le persone nei dibat-
titi. Gli argomenti presentati durante tali
dibattiti sono annotati con le emozioni
provate dai partecipanti nel momento in
cui I’argomento viene proposto nella dis-
cussione. Inoltre, durante il secondo es-
perimento, uno dei partecipanti svolge il
ruolo di persuasore, al fine di convincere

4

villata@i3s.unice.fr

gli altri partecipanti della bontd del suo
punto di vista applicando diverse strate-
gie di persuasione. Questa risorsa ¢ pe-
culiare nel suo genere, ed ¢ 'unica a con-
tenere argomenti annotati con le emozioni
provate dai partecipanti durante un di-
battito (emozioni registrate tramite stru-
menti di riconoscimento automatico delle
emozioni facciali).

1 Introduction

Argumentation in Artificial Intelligence (Al) is de-
fined as a formal framework to support decision
making (Rahwan and Simari, 2009; Atkinson et
al., 2017). In this context, argumentation is used
to achieve the so called critical thinking. How-
ever, humans are proved to behave differently as
they mix rational and emotional attitudes.

In order to study the role emotions play in argu-
mentation, we proposed an empirical evaluation of
the connection between argumentation and emo-
tions in online debate interactions (Villata et al.,
2017; Villata et al., 2018). In particular, in the
context of the SEEMPAD project,! we designed
a field experiment (Villata et al., 2017) with hu-
man participants which investigates the correspon-
dences between the arguments and their relations
(i.e., support and attack) put forward during a de-
bate, and the emotions detected by facial emo-
tion recognition systems in the debaters. In ad-
dition, given the importance of persuasion in ar-
gumentation, we also designed a second field ex-
periment (Villata et al., 2018) to study the cor-
relation between the arguments, the relations be-
tween them, the emotions detected on the partic-
ipants, and one of the classical persuasion strate-
gies proposed by Aristotle in rethoric (i.e., logos,
ethos, and pathos), played by some participants in
the debate to convince the others. In our stud-
ies, we selected a behavioral method to extract

'nttps://project.inria.fr/seempad/
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the emotional manifestations. We used a set of
webcams (one for each participant in the discus-
sion) whose recordings have been analyzed with
the FaceReader software? to detect a set of discrete
emotions from facial expressions (i.e., happiness,
anger, fear, sadness, disgust, and surprise). Partic-
ipants were placed far from each other, and they
were debating through a purely text-based online
debate chat (IRC). As a post-processing phase, we
aligned the textual arguments the debaters pro-
posed in the chat with the emotions the debaters
were feeling while these arguments have been pro-
posed in the debate.

In this paper, we describe the two annotated re-
sources resulting from this post-processing of the
data we collected in our two field experiments.
Our resource, called the SEEMPAD resource, is
composed of two different annotated datasets, one
for each of these experiments®. The datasets col-
lect all the arguments put forward during the de-
bates. These arguments have been paired by at-
tack and support relations, as in standard Ar-
gument Mining annotations (Cabrio and Villata,
2018; Lippi and Torroni, 2016). Moreover, argu-
ments are annotated with the source of the argu-
ment, and the emotional status captured from all
the participants, when the arguments are put for-
ward in the debate.

To the best of our knowledge, this is the first ar-
gumentation dataset annotated with the emotions
captured from the output of facial emotion recog-
nition tools. In addition, this resource can be
used both for argument mining tasks (i.e., relation
prediction), and for emotion classification in text,
where instances of text annotated with the emo-
tions detected on the participants are usually not
available. Finally, text-based emotion classifica-
tion would benefit from the different annotation
layers that are present in our dataset.

In the reminder of the paper, Sections 2 and 3
describe the dataset resulting from the two field
experiments. Conclusions end the paper.

2 Dataset of argument pairs associated
with the speaker’s emotional status

This section describes the dataset of textual argu-
ments we have created from the debates among the

https://www.noldus.com/
human-behavior-research/products/
facereader

3 Available at http://project.inria.fr/
seempad/datasets/
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participants in Experiment 1 (Villata et al., 2017).
The dataset is composed of four main layers: (i)
the basic annotation of the arguments* proposed in
each debate (i.e., the annotation in xml of the de-
bate flow downloaded from the debate platform);
(ii) the annotation of the relations of support and
attack among the arguments; (iii) starting from the
basic annotation of the arguments, the annotation
of each argument with the emotions felt by each
participant involved in the debate; and (iv) starting
from the basic annotation, the opinion of each par-
ticipant about the debated topic at the beginning,
in the middle and at the end of debate is extracted
and annotated with its polarity.

The basic dataset is composed of 598 different
arguments proposed by the participants in 12 dif-
ferent debates. The debated issues and the number
of arguments for each debate are reported in Ta-
ble 1. We selected the topics of the debates among
the set of popular discussions addressed in online
debate platforms like iDebate® and DebateGraph®.

In the dataset, each argument proposed in the
debate is annotated with an ¢d, the participant
putting this argument on the table, and the time
interval the argument has been proposed.” Then,
arguments pairs have been annotated with the rela-
tion holding between them, i.e., support or attack.
For each debate we apply the following procedure,
validated in (Cabrio and Villata, 2013):

1. the main issue (i.e., the issue of the debate
proposed by the moderator) is considered as
the starting argument;

each opinion is extracted and considered as
an argument;

since attack and support are binary relations,
the arguments are coupled with:

a the starting argument, or

b other arguments in the same discussion
to which the most recent argument refers

“Note that we annotated as an argument each utterance
proposed by the participants in the debate. We did not need
then to define guidelines to distinguish arguments or their
components in the debate, as it is usually done in the Argu-
ment Mining field (Cabrio and Villata, 2018).

5http://idebate.org/

Swww.debategraph.org/

"Note that when the argument was put forward by the
debater in one single utterance the two time instances (i.e.,
time-from and time-to) coincide. We used the time interval
only when the argument was composed of several separated
utterances put forward in the chat across some minutes.



(e.g., when an argument proposed by a cer-
tain user supports or attacks an argument
previously expressed by another user);

4. the resulting pairs of arguments are then
tagged with the appropriate relation, i.e., at-
tack or support.

To show a step-by-step application of the
procedure, let us consider the debated issue Ban
Animal Testing. At step 1, we consider the issue
of the debate proposed by the moderator as the
starting argument (a):

(@) The topic of the first debate is that animal
testing should be banned.

Then, at step 2, we extract all the users opinions
concerning this issue (both pro and con), e.g., (b),
(c) and (d):

(b) I don’t think the animal testing should be
banned, but researchers should reduce the pain to
the animal.

(¢) I totally agree with that.

(d) I think that using animals for different kind of
experience is the only way to test the accuracy of
the method or drugs. I cannot see any difference
between using animals for this kind of purpose
and eating their meat.

(e) Animals are not able to express the result of
the medical treatment but humans can.

At step 3a we couple the arguments (b) and
(d) with the starting issue since they are directly
linked with it, and at step 3b we couple argument
(c) with argument (b), and argument (e) with argu-
ment (d) since they follow one another in the dis-
cussion. At step 4, the resulting pairs of arguments
are then tagged by one annotator with the appro-
priate relation, i.e.: (b) attacks (a), (d) attacks (a),
(¢) supports (b) and (e) attacks (d). The reader
may argue about the existence of a relation (i.e., a
support) between (c) and (d), where (d) supports
(c). However, in this case, no relation holds as ar-
gument (d) does not really supports argument (c),
which basically share the same semantic content
of argument (b). Therefore, as no relation holds
between (b) and (d), no relation holds either be-
tween (¢) and (d). We decided to not annotate the

supports/attacks between arguments proposed by
the same participant (e.g., situations where partici-
pants are contradicting themselves). Note that this
does not mean that we assume that such situations
do not arise: no restriction was imposed to the par-
ticipants of the debates, so situations where a par-
ticipant attacked/supported her own arguments are
represented in our dataset. The same annotation
task has been independently carried out also by a
second annotator on a sample of 100 pairs (ran-
domly extracted), obtaining an IAA of x = 0.82.
The TAA is computed on the assignement of the
label “support” or “attack’ to the same set of pairs
provided to the two annotators.

Topic #arg | #pair | #att | #sup
BAN ANIMAL TESTING 49 28 18 10
GO NUCLEAR 40 24 15 9
HOUSEWIVES SHOULD BE PAID 42 18 11 7
RELIGION DOES MORE HARM 46 23 11 12
THAN GOOD

ADVERTISING IS HARMFUL 71 16 6 10
BULLIES ARE LEGALLY 71 12 3 9
RESPONSIBLE

DISTRIBUTE CONDOMS IN SCHOOLS 68 27 11 16
ENCOURAGE FEWER PEOPLE TO 55 14 7 7
GO TO THE UNIVERSITY

FEAR GOVERNMENT POWER OVER 41 32 18 14
INTERNET

BAN PARTIAL BIRTH ABORTIONS 41 26 15 11
USE RACIAL PROFILING FOR 31 10 1 9
AIRPORT SECURITY

CANNABIS SHOULD BE LEGALIZED 43 33 20 13
TOTAL 598 263 136 127

Table 1: Dataset of argument pairs and emotions
(#arg: number of arguments, #pairs: number of
pairs, #att: number of attacks, #supp: number of
supports).

Table 1 reports on the number of arguments and
pairs we extracted applying the methodology de-
scribed before. In total, our dataset contains 598
different arguments and 263 argument pairs (127
expressing the support relation and 136 the attack
relation among the involved arguments).

The dataset resulting from such annotation adds
to all previously annotated information (i.e., argu-
ment id, the argument’s owner, argument’s rela-
tions with the other arguments (attack, support)),
the dominant emotion detected using the Fac-
eReader system for each participant in the debate.
We investigate the correlation between arguments
and emotions in the debates, and a data analysis
has been performed to determine the proportions
of emotions for all participants. For more details
about the correlation between emotions and argu-
ments, we refer the interested reader to (Villata et
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al., 2017).

An example, from the debate about the topic
“Religion does more harm than good” where argu-
ments are annotated with emotions, is as follows:
<argument i1d="30" debate_id="4" partici-
pant="4" time-from="20:43" time-to="20:
43" emotion_pl="neutral" emotion_p2=
"neutral" emotion_p3="neutral" emotion_
p4="neutral"> Indeed but there exist
some advocates of the devil like Bernard

Levi who is decomposing arabic countries.
</argument>

<argument 1d="31" debate_id="4" partici-
pant="1" time-from="20:43" time-to="20:
43" emotion_pl="angry" emotion_p2="neu-
tral” emotion_p3="angry" emotion_p4=
"disgusted">I don’t totally agree with
you Participant2: science and religion
don’t explain each other, they tend to
explain the world but in two different
ways.</argument>

In this example, the argument “I don’t totally
agree with you Participant2: science and religion
don’t explain each other, they tend to explain the
world but in two different ways.” is proposed by
Participant 4 in the debate, and the emotions re-
sulting from this argument when it has been put
forward in the chat are neutrality for Participant
2, anger for Participant 1 and Participant 3, and
disgust for Participant 4.

Finally, as an additional annotation layer, for
each participant we have selected one argument
at the beginning of the debate, one argument in
the middle of the discussion, and one argument at
the end of the debate. These arguments are then
annotated by the annotators with their sentiment
classification with respect to the issue of the de-
bate: negative, positive, or undecided. The nega-
tive sentiment is assigned to an argument when the
opinion expressed in such argument is against the
debated topic, while the positive sentiment label is
assigned when the argument expresses a viewpoint
that is in favor of the debated issue. The undecided
sentiment is assigned when the argument does not
express a precise opinion in favor or against the
debated topic. Selected arguments are evaluated
as the most representative arguments proposed by
each participant to convey her own opinion, in the
three distinct moments of the debate. The ratio-
nale is that this annotation allows to easily detect
when a participant has changed her mind with re-
spect to the debated topic. An example is provided
below, where Participant4 starts the debate being
undecided and then turns to be positive about ban-
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ning partial birth abortions in the middle and at the
end of the debate:

<arg id="5" participant="4" time-from=
"20:36" time-to="20:36" polarity="undeci-
ded">Description’s gruesome but does the
fetus fully lives at that point and the-
refore, conscious of something ? Hard to
answer. If yes, I might have an hesita-
tion to accept it. If not, the woman is
probably mature enough to judge.
</argument>

<arg id="24" participant="4" time-from=
"20:46" time-to="20:46" polarity="positi-
ve">In the animal world, malformed or
sick babies are systematically abandoned.
</argument>

<arg 1id="38" participant="4" time-from=
"20:52" time-to="20:52" polarity="positi-
ve">Abortion is legal and it doesn’t mat-
ter much when and how. It’s an individual
choice for whatever reason it might be.
</argument>

3 Dataset of arguments biased by
persuasive strategies

We now describe the corpus of textual argu-
ments, about other discussion topics, collected
during Experiment 2 (Villata et al., 2018), in
which, together with the participants of the exper-
iment, a persuader (PP) was involved to convince
the other participants about the goodness of her
viewpoint, applying different persuasion strate-
gies. Three kinds of argumentative persuasion ex-
ist since Aristotle: Ethos, Logos, and Pathos (Ross
and Roberts, 2010; Walton, 2007; Allwood, 2016).
Ethos deals with the character of the speaker,
whose intent is to appear credible. The main influ-
encing factors for Ethos encompass elements such
as vocabulary, and social aspects like rank or pop-
ularity. Additionally, the speaker can use state-
ments to position himself and to reveal social hier-
archies. Logos is the appeal to logical reason: the
speaker wants to present an argument that appears
to be sound to the audience. For the argumen-
tation, the focus of interest is on the arguments,
the argument schemes, the different forms of proof
and the reasoning. Pathos encompasses the emo-
tional influence on the audience. If the goal of ar-
gumentation is to persuade the audience, then it
is necessary to put the audience in the appropriate
emotional states. The public speaker has several
possibilities to awaken emotions in the audience,
like techniques and presentation styles (e.g., sto-
rytelling), reducing the ability of the audience to



Dataset

Topic Strategy | PP position | #arg | #pair | #att | #sup
SINGLE SEX-SCHOOLS ARE GOOD FOR EDUCATION Logos Pro 62 20 12 8
SALE OF HUMAN ORGANS SHOULD BE LEGALIZED Pathos Con 37 6 1 5
PARENTS ARE ACCOUNTABLE FOR REFUSING TO

VACCINATE THEIR CHILDREN Logos Pro 74 17 6 11
THERE SHOULD BE GUN RIGHTS Ethos Con 94 24 12 12
GO NUCLEAR Logos Pro 87 9 8 1
RELIGION DOES MORE HARM THAN GOOD Pathos Con 59 14 6 8
ASSISTED SUICIDE SHOULD BE LEGALIZED Ethos Pro 102 29 20 9
USE RACIAL PROFILING - AIRPORT Logos Con 34 3 0 3
DEATH PENALTY SHOULD BE SUPPORTED Pathos Con 128 27 7 20
TORTURE SHOULD BE USED ON TERRORISTS Logos Pro 114 13 2 11
TOTAL 791 162 74 88

Table 2: Dataset of argument pairs and persuasion strategies (PP position: stance of the persuader with

respect to the topic of the debate).

be critical or to reason.® It is worth noticing that
the persuasive strategies are not always mutually
exclusive in real world scenario, however, for the
sake of simplicity, we consider in this paper that
when one of the strategies is applied the other do
not hold. In addition to a persuasion strategy, the
persuader participated into the debate with a pre-
cise stance (pro or con) with respect to the debated
issue. Such stance does not change during the de-
bate.

Each argument is annotated with the following
elements: debate identifier, argument identifier,
participant, and time in which it has been pub-
lished. For each debate, pairs have been created
following the same methodology described in Sec-
tion 2, and all the relations of attack and support
between the arguments proposed by the persuader
and those of the other participants are annotated.
In this way, we are able to investigate the reactions
to PP strategy by tracking the proposed arguments
in the debate and the mental engagement index of
the other participants. An example of Ethos strat-
egy used against gun rights is the following:
<arg id="16" debate_id="8" participant="5
time="19:46:41"> I’ve been working in the
educational field in USA, and there no-
thing worse than a kid talking about the
gun of his father. As you cannot say "the
right to carry guns is for people without

a kid only". Then no right at all.
</argument>

Table 2 describes this second dataset. Ten topics
of debate were selected from highly debated ones
in the mentioned online debate platforms, to avoid
proposing topics of no interest for the participants.
In total, 791 arguments, and 162 arguments pairs
(74 linked by an attack relation and 88 by a sup-

8For more details, refer to the work of K. Budzynska.

port one) were collected and annotated. The num-
ber of proposed a