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1 Introduction

The optimal capital accumulation models have been at the core of the theory of economic growth and dynamics. Based on the dynamic consumption and saving decisions of the economic agents driven by intertemporal utility trade-offs between current and future consumption, the key components of these models turn out to be the rate of time preference and the technology. The classical optimal growth models and much of the subsequent literature on growth focus on the convex structures of the technology and preferences that guarantee the monotonical convergence of the sequence of optimal stocks towards a unique steady state. Such a structure however imply that the model cannot be used to understand the development patterns that differ considerably among countries in the long run (see Quah, 1996; Barro, 1997; Barro and Sala-i-Martin, 1991).

To account for these non-convergent growth paths, a variety of one-sector optimal growth models that incorporate some degree of market imperfections based on technological external effects and increasing returns have been presented. Within a model of capital accumulation with convex-concave technology, Dechert and Nishimura (1983), Mitra and Ray (1984) have characterized optimal paths and prove the existence of threshold effect that generates development or poverty traps (see Azariadis and Stachurski, 2005, for a recent survey). In these models, economies with low initial capital stocks or incomes converge to a steady state with low per capita income, while economies with high initial capital stocks converge to a steady state with high per capita income. Indeed, the introduction of increasing returns also makes it possible for private returns to the accumulation of capital stock to be complementary with the aggregate stock leading to indeterminacies or continuum of equilibria (e.g., Benhabib and Perli, 1994; Benhabib and Farmer, 1996; see Nishimura and Venditti, 2006 for extensive bibliography).

A general tendency in these studies with multiple steady states, indeterminacy or continuum of equilibria is that they are mostly devoted to the analysis of the technology component leaving the time preference essentially unaltered with an exogenously fixed geometric discounting. In this paper, yet the other mechanism, the endogeneity of time preference will be put forward to explain theoretically why the differences in per capita output levels among countries persist in the long run.

Considering the preferences of the agents to be recursive, the early contributions on the theory of endogenous time preference postulate that an
agent’s discount rate depends on the level of present and future consumption (e.g., Uzawa, 1968; Lucas and Stokey, 1984; Epstein, 1987; Obstfeld, 1990). These models nearly exclusively assume an increasing marginal impatience so that the agents get more impatient as they grow richer. Such a specification ensures stable optimal capital sequences that converge to a unique steady state independent of the initial conditions. However, recent work both theoretically (e.g., Becker and Mulligan, 1997; Stern, 2006) and empirically (e.g., Lawrence, 1991; Samwick, 1998; Frederick et al., 2002) propose that the agents get more patient as they grow richer and impose that the discount rate depends closely upon the stock of wealth (see Hamada and Takeda, 2009, for a recent survey). By considering discount factor as a function of consumption, Mantel (1998) studies the impact of decreasing rate of time preference on optimal growth path of an economy with a primary focus on the monotonicity properties of optimal consumption and investment. Stern (2006), along the lines of Becker and Mulligan (1997), let individuals spend resources to increase the appreciation of the future. He provides numerical examples of multiple steady states and a conditionally sustained growth path.

In this paper we adapt the classic optimal growth model to include an endogenous rate of time preference depending on the stock of capital and analyze the implications on the equilibrium dynamics. To do so, the planner’s problem is first presented and the optimal paths are characterized. We show that development or poverty trap can arise even under a strictly convex technology. In other words, we prove that there exists a critical value of initial stock, in the vicinity of which, small differences lead to permanent differences in the optimal path. On the other hand, we also show that even under a convex-concave technology, the optimal path can exhibit global convergence to a unique stationary point. Later, the multipliers system associated with an optimal path is proven to be the supporting price system of a competitive equilibrium under externality and detailed results concerning the properties of optimal (equilibrium) paths are provided. We show that the model exhibits globally monotone capital sequences yielding a richer set of potential dynamics than the classic model with exogenous discounting.

The key feature of our analysis is to consider that the rate of time preference decreases with the stock of wealth in contrast with exogenously fixed discount factor assumed in standard models. Accordingly, the lower the stock of capital, the higher the sacrifice of postponing present consumption in exchange for future consumption. An important aspect of our model is
that while allowing variation in the rate of time preference, at the same time it maintains time consistency. A remarkable feature of our analysis is that it does not rely on particular parameterization of the exogenous functions involved in the model, rather, it provides a more flexible framework in regards to the discounting of time, keeps the model analytically tractable and uses only general and plausible qualitative properties.

The rest of the paper is organized as follows. Section 2 describes the model and provides the dynamic properties of optimal paths. Section 3 presents the existence of a competitive equilibrium with externality and studies the equilibrium dynamics. Some more technical proofs are given in Appendix.

## 2 Model

The model differs from the classic optimal growth model by the assumptions on discounting. Rather than assuming that the level of discount on future utility is an exogenous parameter, we assume that it is endogenous depending on the path of capital stock. Formally, the model is stated as follows:

$$\max_{\{c_t, x_{t+1}\}_{t=0}^\infty} \sum_{t=0}^\infty \left( \prod_{s=1}^t \beta(x_s) \right) u(c_t), \quad (P)$$

subject to

$$\forall t, \ c_t + x_{t+1} \leq f(x_t),$$

$$\forall t, \ c_t \geq 0, \ x_t \geq 0,$$

$$x_0 \geq 0, \text{ given},$$

We make the following assumptions regarding the properties of the discount, utility and the production functions.

**Assumption 1** $\beta : \mathbb{R}_+ \rightarrow \mathbb{R}_{++}$ is continuous, differentiable, strictly increasing and satisfies $\sup_{x>0} \beta(x) = \beta_m < 1$, $\sup_{x>0} \beta'(x) < +\infty$.

**Assumption 2** $u : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is continuous, twice continuously differentiable and satisfies $u(0) = 0$. Moreover, $u' > 0$ (strictly increasing), $u'' < 0$ (strictly concave) and $u'(0) = +\infty$ (Inada condition).

**Assumption 3** $f : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is continuous, twice continuously differentiable and satisfies $f(0) = 0$. Moreover, $f' > 0$ and $\lim_{x \rightarrow +\infty} f'(x) < 1$. 
For any initial condition \( x_0 \geq 0 \), when \( x = (x_0, x_1, x_2, \ldots) \) is such that \( 0 \leq x_{t+1} \leq f(x_t) \) for all \( t \), we say it is feasible from \( x_0 \) and the class of all feasible accumulation paths is denoted by \( \Pi(x_0) \). It may be easily verified that if \( x_0 < x'_0 \), then \( \Pi(x_0) \subset \Pi(x'_0) \). A consumption sequence \( c = (c_0, c_1, \ldots) \) is feasible from \( x_0 \geq 0 \) when there exists \( x \in \Pi(x_0) \) with \( 0 \leq c_t \leq f(x_t) - x_{t+1} \), and the class of consumption sequences feasible from \( x_0 \) is denoted by \( \sum (x_0) \).

Noting that the constraints will be binding at the optimum as utility and the discount function is strictly increasing, we introduce the function \( \sum \) defined on the set of feasible sequences as

\[
\sum(x) = \sum_{t=0}^{\infty} \left( \prod_{\sigma=1}^{t} \beta(x_{\sigma}) \right) u(f(x_t) - x_{t+1}).
\]

The preliminary results are summarized in the following Lemma which has a standard proof (see Le Van and Dana, 2003; Duran and Le Van, 2002 and Stokey and Lucas, 1989).

**Lemma 1** If \( f'(0) \leq 1 \), let \( \bar{x} = 0 \). If \( f'(0) > 1 \), let \( \bar{x} \) be the largest point \( x > 0 \) such that \( f(x) = x \). Then,

(a) For any \( x \in \Pi(x_0) \), we have \( x_t \leq A(x_0) \) for all \( t \), where \( A(x_0) = \max \left\{ x_0, \bar{x} \right\} \).

(b) \( \Pi(x_0) \) is compact in the product topology defined on the space of sequences \( x \).

(c) \( \sum \) is well defined and it is continuous over \( \Pi(x_0) \) with respect to the product topology.

It can be easily observed that (a) follows from the existence of a maximum level of sustainable capital stock. Such a point, \( \bar{x} \) exists since \( f'(\infty) < 1 \). With this bound and Tychonov theorem, \( A(x_0)^{\infty} \) is a compact topological space. \( \Pi(x_0) \) is closed subset of \( A(x_0)^{\infty} \), hence compact. \( \sum \) is well defined since \( A(x_0) \) puts also a bound on the feasible consumption and \( \sup_{x>0} \beta(x) = \beta_m < 1 \). The continuity of \( \sum \) follows from the continuity of the functions \( u, f, \beta \) together with the bound on discounting, \( \beta_m < 1 \).

It is now clear that the initial optimal growth model is equivalent to:

\[
\max\{\sum(x) : x \in \Pi(x_0)\}. \quad (P')
\]

### 2.1 Existence of Optimal Paths

The existence of an optimal path follows from the fact that \( \Pi(x_0) \) is compact for the product topology defined on the space of sequences \( x \) and \( \sum \) is con-
tinuous for this product topology. The positiveness of optimal consumptions and capital stocks follows from the Inada condition.

Proposition 1  
(i) There exists an optimal path $x$. The associated optimal consumption path, $c$ is given by

$$c_t = f(x_t) - x_{t+1}, \forall t.$$  

(ii) If $x_0 > 0$, every solution $(x, c)$ to the optimal growth model satisfies

$$c_t > 0, x_t > 0, \forall t.$$  

(2)

Proof: See Appendix. ■

2.2 Value Function, Bellman Equation, Optimal Policy

In order to characterize the behavior of the optimal paths, we will proceed by defining the value function and analyzing the properties of the optimal policy correspondence. The value function $V$ is defined by:

$$\forall x_0 \geq 0, \ V(x_0) = \max_{\{x_{t+1}\}_{t=0}^\infty} \left\{ \sum_{t=0}^\infty \left( \prod_{s=1}^t \beta(x_s) \right) u(f(x_t) - x_{t+1}) \right\}$$

$$\forall t, 0 \leq x_{t+1} \leq f(x_t), \ x_0 \geq 0, \ given.$$  

(3)

The bounds on discounting together with the existence of maximum sustainable capital stock guarantee a finite value function. Under the Assumptions (1) and (2), one can immediately show that the value function is non-negative, strictly increasing and continuous. Given these, the satisfaction of Bellman’s equation easily follows.

Proposition 2  
(i) $V(0) = 0$, and $V(x_0) > 0$ if $x_0 > 0$. If $x$ is the optimal path, then

$$V(x_0) = \sum_{t=0}^\infty \left( \prod_{s=1}^t \beta(x_s) \right) u(f(x_t) - x_{t+1}).$$

(ii) $V$ is strictly increasing.

(iii) $V$ is continuous.

Proposition 3  (i) \( V \) satisfies the following Bellman equation:

\[
\forall x_0 \geq 0, \quad V(x_0) = \max \left\{ u(f(x_0) - x) + \beta(x)V(x) \mid 0 \leq x \leq f(x_0) \right\}. \tag{4}
\]

(ii) A sequence \( x \in \Pi(x_0) \) is an optimal solution if, and only if, it satisfies:

\[
\forall t, \quad V(x_t) = u(f(x_t) - x_{t+1}) + \beta(x_{t+1})V(x_{t+1}). \tag{5}
\]

Proof: See Appendix. \( \blacksquare \)

The optimal policy correspondence, \( \mu : \mathbb{R}_+ \to \mathbb{R}_+ \) is defined as follows:

\[
\mu(x_0) = \arg \max \left\{ u(f(x_0) - y) + \beta(y)V(y) \mid y \in [0, f(x_0)] \right\}.
\]

It is important to note that although the utility function is strictly concave, the solution may not be unique as the multiplication of discount function destroys the concave structure needed for uniqueness. The non-emptiness and the closedness of the optimal correspondence and its equivalence with the optimal path follow easily from the continuity of the value function by a standard application of the theorem of the maximum.

Proposition 4  (i) \( \mu(0) = \{0\} \).

(ii) If \( x_0 > 0 \) and \( x_1 \in \mu(x_0) \), then \( 0 < x_1 < f(x_0) \).

(iii) \( \mu \) is upper semi-continuous.

(iv) A sequence \( x \in \Pi(x_0) \) is optimal if and only if \( x_{t+1} \in \mu(x_t), \forall t \).

(v) The optimal correspondence \( \mu \) is increasing so that if \( x_0 < x_0', \ x_1 \in \mu(x_0) \) and \( x_1' \in \mu(x_0') \) then \( x_1 < x_1' \).

Proof: See Appendix. \( \blacksquare \)

The increasingness of \( \mu \) is crucial for the convergence of optimal paths, hence for the analysis of the long-run dynamics. In Stern (2006), assuming an endogenous time preference depending on the future-oriented resources, the increasingness of \( \mu \) has been proven by using the strict concavity of \( \beta \). Such a restriction on the curvature of the discount function is not necessary in our setup. Moreover, we have also proven that the optimal correspondence, \( \mu \) is not only closed but also upper semi-continuous.

With the positiveness of the optimal consumptions and capital stocks, the fact that the optimal capital stocks satisfy the Euler equation easily follows.
Proposition 5 When $x_0 > 0$, any solution $x \in \Pi(x_0)$ satisfies the Euler equation:

$$\forall \tau, \ u'(f(x_t) - x_{t+1}) = \beta(x_{t+1}) u'(f(x_{t+1}) - x_{t+2}) f'(x_{t+1}) + \beta'(x_{t+1}) V(x_{t+1})$$  \hspace{1cm} (6)

Proof: See Appendix. ■

In a standard optimal growth model with geometric discounting and the usual concavity assumptions on preferences and technology, the optimal policy correspondence, $\pi$ is single valued and the properties of the optimal path is easily found by using the first order conditions together with envelope theorem by differentiating the value function. However, in our model, the objective function includes multiplication of a discount function. This generally destroys the usual concavity argument which is used in the proof of the differentiability of value function and the uniqueness of the optimal paths (see Benveniste and Scheinkman, 1979; Araujo, 1991). Indeed, incorporating an endogenous time preference depending on the future-oriented resources, even with strict concavity assumed for the discount function, the differentiability, hence the uniqueness of the optimal paths are left as open questions in Stern (2006).

To this end, we shall prove that the value function is differentiable almost everywhere and there exists a unique optimal path from almost everywhere without any assumption on the curvature of $\beta$. In doing so, one may easily refer to the Clarke generalized gradients (see Askri and Le Van, 1998). However, for the sake of comparability with the tools used in standard optimal growth models, we proceed with proofs analogous to those in Le Van and Dana (2003).

 Proposition 6 (i) Left derivative of $V$ exists at every $x_0 > 0$ and $V'_L(x_0) = u'(f(x_0) - \theta(x_0)) f'(x_0)$, where $\theta(x_0) = \min \mu(x_0)$.

(ii) Right derivative of $V$ exists at every $x_0 > 0$ and $V'_R(x_0) = u'(f(x_0) - \Theta(x_0)) f'(x_0)$, where $\Theta(x_0) = \max \mu(x_0)$.

Proof: See Appendix. ■

Now we are able to see the relation between differentiability of the value function and the uniqueness of the optimal path. Notice that, given $x_0$, if optimal $x_1$ is unique so that $\mu(x_0)$ is single-valued and $\theta(x_0) = \Theta(x_0) = x_1$, ...
from the above proposition, we see that \( V'(x_0) = V'_+(x_0) \), hence \( V \) is differentiable at \( x_0 \), and vice-versa. This analysis obviously can be generalized to any period \( t \) other than 0. These allow us to claim that the optimal correspondence \( \mu \) is single valued and differentiable almost everywhere.

**Proposition 7**

(i) If \( x \) is an optimal path from \( x_0 \), then \( V \) is differentiable at any \( x_t \), \( t \geq 1 \). If \( x \) is an optimal path from \( x_0 \), there exists a unique optimal path from \( x_t \) for any \( t \geq 1 \).

(ii) \( V \) is differentiable at \( x_0 > 0 \) if and only if there exists a unique optimal path from \( x_0 \).

(iii) \( V \) is differentiable almost everywhere, i.e., the optimal path is unique for almost every \( x_0 > 0 \).

(iv) \( \mu \) is differentiable almost everywhere.

**Proof:** See Appendix.

We have proved that the optimal correspondence \( \mu \) is single valued and differentiable almost everywhere. In addition to this, we have also shown that there exists a unique optimal path from almost any initial capital stock. These results will prove to be crucial in analyzing the dynamic properties of the optimal paths.

### 2.3 Dynamic Properties of the Optimal Paths

A point \( x^* \) is an optimal steady state if \( x^* = \mu(x^*) \), so that the stationary sequence \( x^* = (x^*, x^*, ..., x^*, ...) \) solves the problem: \( \max \{ U(x^*) : x^* \in \Pi(x^*) \} \). If \( x^* \) is different from zero, then the associated optimal steady state consumption must be strictly positive from Inada condition. Hence, from Euler equation (6), this steady state will solve:

\[
u'(f(x) - x) = \beta(x)u'(f(x) - x)f'(x) + \beta'(x)V(x).
\]

By Proposition 3, we know that the stationary plan every period equal to \( x^* \) is optimal from \( x^* \) if and only if it satisfies

\[
V(x^*) = u(f(x^*) - x^*) + \beta(x^*)V(x^*).
\]

Following from (7) and Euler equation (8), this steady state will satisfy:

\[
u(f(x) - x) = \frac{1 - \beta(x)[1 - \beta(x)f'(x)]}{\beta'(x)}u'(f(x) - x).
\]
We will now prove that the endogenous rate of time preference preserves the monotonicity of the optimal paths and provide the condition under which the convergence to an optimal steady state is guaranteed.

**Proposition 8** The optimal capital stocks path $x$ from $x_0$ is monotonic.

**Proof:** Since $\mu$ is increasing, if $x_0 > x_1$, we have $x_1 > x_2$. By induction, $x_t > x_{t+1}$, $\forall t$. If $x_1 > x_0$, using the same argument yields $x_{t+1} > x_t$, $\forall t$. Now if $x_1 = x_0$, then $x_0 \in \mu(x_0)$. Recall that the optimal path is unique after $t = 1$. Since $x_0 \in \mu(x_0)$, $x_t = x_0$, $\forall t$. $\blacksquare$

It is important to note that the monotonicity of the optimal paths has been proved without any assumption on the curvature of neither the production nor the discount function. It is already well known that in multi-sector nonclassical optimal growth models, one can easily refer to lattice programming and Topkis theorem in order to prove that the optimal paths are monotonic if the planner’s criterion function is supermodular (see Amir, et al., 1991). However, following this approach in a model with time preference depending on the future-oriented resources, Stern (2006) assumes a strictly concave discount function.

As a monotone real valued sequence will either diverge to infinity or converge to some real number, the fact that optimal capital sequences are monotone proves to be crucial in analyzing the dynamic properties and the long-run behavior of our model.

**Proposition 9** If $\sup_{x>0} f'(x) < \frac{1-\varepsilon}{\beta}$, for some $\varepsilon$ small enough, then any optimal path converges to zero.

**Proof:** Let the optimal path $x$ converge to $x > 0$. Then, by considering the Euler equation as $t \to \infty$, we obtain

$$\frac{u(f(x) - x)}{u'(f(x) - x)} = \frac{[1 - \beta(x)][1 - \beta(x)f'(x)]}{\beta'(x)} \geq \frac{1 - \bar{\beta}}{\beta'_\sup} [1 - \bar{\beta} \sup_{x>0} f'(x)],$$

where $\beta'_\sup \equiv \sup_{x>0} \beta'(x)$. Note that $(\frac{u'}{u})' = \frac{(u')^2 - u''u}{(u')^2} > 0$, i.e. $\frac{u'}{u}$ is increasing. Let $B = \arg\max_{x>0} (f(x) - x)$. Accordingly, it is clear that

$$\frac{u(f(B) - B)}{u'(f(B) - B)} \geq \frac{u(f(x) - x)}{u'(f(x) - x)} \geq \frac{1 - \bar{\beta}}{\beta'_\sup} [1 - \bar{\beta} \sup_{x>0} f'(x)].$$
Defining $\varepsilon = \frac{\beta}{1-\beta} \sup \frac{u(f(B)-B)}{u'(f(B)-B)}$, $\sup_{x>0} f'(x) \geq \frac{1-\varepsilon}{\beta}$ when the optimal path converges to $x > 0$. Thus, $\sup_{x>0} f'(x) < \frac{1-\varepsilon}{\beta}$ implies that the optimal path converges to zero.

In a classic optimal growth model, if $f'(0) \leq \frac{1}{\beta}$, then the optimal path converges to zero. As we consider the endogenous nature of time preference and allow for nonconvexities in the production technology, we have slightly deviated from this condition. However, it must be noted that the interval for $\sup_{x>0} f'(x)$ that guarantees the convergence to zero will always be a subset of $\left(0, \frac{1}{\beta}\right)$ and this cannot be improved in an essential way.

We will now present the condition under which the convergence to an optimal steady state is guaranteed and analyze the behavior of the optimal paths when we would have unique or multiple optimal steady states.

**Proposition 10** Assume $x_0 > 0$. Let $\inf_{x>0} \beta(x) = \beta$. If $f'(0) > \frac{1}{\beta}$, then the optimal path converges to an optimal steady state $x^* > 0$.

**Proof:** Since $\beta(\cdot)$ is increasing, $\beta = \beta(0)$. Note that $(f' \beta)(\cdot)$ is a continuous function and $f'(0)\beta(0) > 1$. Assume that $x$ is an optimal path and it converges to zero. Since $f' \beta$ is continuous, there exists $N$ such that $n > N$ implies $f'(x_n)\beta(x_n) > 1$.

If $x$ is an optimal path then it satisfies the Euler equation. Hence, for every $t$, in particular, for $t > N$, we have:

$$u'(f(x_t) - x_{t+1}) = u'(f(x_{t+1} - x_{t+2})\beta(x_{t+1})f'(x_{t+1}) + \beta'(x_{t+1})V(x_{t+1}) > u'(f(x_{t+1} - x_{t+2})\beta(x_{t+1})f'(x_{t+1}) > u'(f(x_{t+1} - x_{t+2}),$$

implying that

$$u'(f(x_t) - x_{t+1}) > u'(f(x_{t+1} - x_{t+2}),$$

and

$$f(x_t) - x_{t+1} < f(x_{t+1} - x_{t+2}.$$ 

Then, we obtain that:

$$0 < f(x_N) - x_N < \lim_{y \to 0} f(y) - y = 0,$$

leading to a contradiction.

Since the sequence $x$ is monotonic, it converges to some $x^* > 0$. The upper semi-continuity of the correspondence $\mu$ implies $x^* \in \mu(x^*)$. 

11
With convex technology and exogenously fixed time preference rate in a standard optimal growth model, if \( f'(0) > \frac{1}{\rho} \) then there exists a unique (non-zero) steady state to which all optimal paths converge independently of their initial state. In our model, thanks to the existence of the maximum sustainable level of capital stock, when \( f'(0) > \frac{1}{\rho} \), the optimal path converges monotonically towards an optimal steady state. This condition can easily be recast as \( F'(0) > r + \delta \) by defining the rate of interest \( r \) by \( 1/(1 + r) = \beta \) and the function \( f \) by \( f(k) = F(k) + (1 - \delta)k \) where \( F \) is the production function and \( \delta \) is the rate of depreciation of capital. Accordingly, in our model, when the cost of investment is low, the optimal capital stocks converge to an optimal steady state.

We will now consider the optimal path dynamics in the long run and show that our model can support unique optimal steady state with global convergence and multiplicity of optimal steady states with local convergence. Indeed, we will show that our model exhibits global convergence even under convex-concave technology and multiplicity of optimal steady states even under convex technology due to the endogenous nature of time preference.

**Case 1** (Global Convergence) Assume \( x_0 > 0 \). Let \( \inf_{x>0} \beta(x) = \beta \) and \( f'(0) > \frac{1}{\rho} \). Consider the case where there exists a unique solution \( x^* \) to (9). By Proposition 10, we know that the optimal paths can not converge to 0. Then, any optimal path converges to the unique optimal steady state \( x^* \), irrespective of their initial state.

The answer to this question will enable us to show whether an economy with wealth dependent endogenous discounting can exhibit threshold dynamics even under a convex technology as well.

**Case 2** (Local Convergence) Assume \( x_0 > 0 \). Let \( \inf_{x>0} \beta(x) = \beta \) and \( f'(0) > \frac{1}{\rho} \). We will now consider the case where we have multiple solutions to the steady-state equation (9). The stationary sequences associated with these steady states may or may not be optimal. A natural question is then whether these solutions will constitute the long-run equilibrium in the optimal growth model. Consider the case where we have exactly two optimal steady states, \( x_l < x_h \), for the sake of simplicity. Suppose that \( x_h \) is unstable.
Given the existence of a maximum sustainable capital stock, as any optimal path from \( x_0 > x_h \) has to converge to an optimal steady state, there will be another steady state larger than \( x_h \), a contradiction. Hence, \( x_h \) is locally stable. It is also impossible to have \( x_1 \) unstable, since the optimal paths cannot converge to 0. However, note that whenever both of these optimal steady states turn out to be saddle-point stable, that would imply the existence of a critical stock and the emergence of threshold dynamics.

The following proposition provides the formal analysis of the local convergence under two optimal steady states.

**Proposition 11** Given that the high and the low optimal steady states are respectively \( x_h \) and \( x_l \), there exists \( x_c \in (x_l, x_h) \) such that any optimal path \( x \) starting from \( x_0 \), converges to \( x_l \) if \( x_0 < x_c \), and converges to \( x_h \) if \( x_0 > x_c \).

**Proof:** Take any initial capital levels \( y < z \), and let the corresponding optimal paths be \( y, z \). Since the optimal correspondence is increasing, \( y_t < z_t \), hence \( \lim_{t \to \infty} y_t \leq \lim_{t \to \infty} z_t \). Thus, if \( z \) converges to \( x_l \), so does \( y \). If \( y \) converges to \( x_h \), so does \( z \). Let \( x^*_1 = \sup \{ x \mid \text{the optimal path from } x \text{ converges to } x_l \} \) and \( x^*_2 = \inf \{ x \mid \text{the optimal path from } x \text{ converges to } x_h \} \). Clearly from the above argument, \( x^*_1 = x^*_2 \). Then, posing \( x^*_c = x^*_1 = x^*_2 \) completes the proof. \( \blacksquare \)

Actually, the existence of critical value is recognized since the papers by Clark (1971), Majumdar and Mitra (1982), Dechert and Nishimura (1983) in discrete time and Skiba (1978) and Askenazy and Le Van (1999) in continuous time horizon. It is important to note that all of these studies are devoted to the analysis of the technology component leaving the time preference essentially unaltered with an exogenously fixed geometric discounting. They assume a specific convex-concave technology under which the low steady state turns out to be unstable and high steady state turns out to be stable so that an optimal path converges either to zero or to the high steady state. However, we show that even under strictly concave production function, the economy can exhibit a "trap" so that a critical value of the initial stock will exist, in the vicinity of which, small differences will lead to permanent differences in the optimal path. An optimal path converges either to the low or the high steady states which turn out to be saddle-point stable. Compared to the optimal growth models with exogenous time preference, this introduces a fundamental difference in the optimal path dynamics.
We must make one point very clear. Our results are general in the sense that it does not assume any specific functional forms for the production and the discount functions. Stern (2006), incorporating an endogenous time preference depending on the future-oriented resources, analyzes a series of numerical examples that also exhibit multiplicity of steady states with mere local convergence. In order to provide a better exposition of our analysis, following Stern (2006), we will specify functional forms in an example and show that our model supports multiplicity of optimal steady states with local convergence.

Example 1 Suppose that $\phi(\xi) = \phi \xi^{1-\gamma} + (1-\gamma)\xi$, $u(c) = \frac{c^{1-\sigma}}{1-\sigma}$, and $\beta(x) = \eta - \gamma e^{-(x+\rho)x}$, where $0 < \{A, \rho\}$, $0 < \{\alpha, \sigma, \varepsilon\} < 1$, $0 < \gamma < e^{\rho x}$, and $\gamma e^{\rho x} < \eta < 1$. Check that $f$, $u$, $\beta$ satisfy the assumption sets. We employ the following set of coefficients:

$A = 0.5, \alpha = 0.3, \sigma = 0.5, \eta = 0.97, \gamma = 2.5, \rho = 1, \varepsilon = 0.9$.

It turns out that the maximum sustainable capital stock $\bar{x}$ is 5.5843, and there exist three solutions to (9). The precise values are, $x_l = 0.0012$, $x_m = 0.5865$, and $x_h = 3.8106$. In order to determine which of these are indeed optimal steady states we analyze the optimal policy by making use of Bellman’s operator. Figure 1 shows the optimal policy for iterations of the Bellman operator on the zero function and indicates that $x_l$ and $x_h$ are saddle point stable optimal steady states. Figure 2, 3 and 4 present the detailed picture of the optimal policy in the neighborhood of the $x_l$, $x_m$ and $x_h$, respectively. In contrast with Stern (2006), even though $x_m$ is a solution of the stationary Euler equation (9), Figure 1 strongly indicates that it is not an optimal steady state. In the light of our analysis, for any initial capital stock level lower than a critical stock, the system will face a development trap, enforcing convergence to a very low capital level $x_l \approx 0.0012$, even under a strictly concave production function.

3 Existence of a Competitive Equilibrium with Externality

From now on, we will assume that the production function $f$ is strictly concave. We first define the concepts of equilibrium with externality and competitive equilibrium. Suppose we are given a sequence of capital $\bar{x} =$
\((x_0, \tilde{x}_1, \ldots, \tilde{x}_t, \ldots) \in [0, A(x_0)]^\infty\) and the associated sequence of discount factors \(\tilde{\beta} = (\tilde{\beta}_1, \ldots, \tilde{\beta}_t, \ldots)\) where \(\tilde{\beta}_t = \beta (\tilde{x}_t), \forall t \geq 1\). Given this fixed sequence \(\tilde{\beta} \in \left[\frac{1}{2}, \beta\right]^{\infty}\), consider the following problem:

\[
\max_x \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \tilde{\beta}_s \right) u(f(x_t) - x_{t+1}) \quad (\mathcal{PE})
\]

subject to

\[
\forall t, \ 0 \leq x_{t+1} \leq f(x_t), \quad x_0 > 0, \text{ given.}
\]

The solution \(x = (x_0, x_1, \ldots, x_t, \ldots)\) to this problem depends on \(\tilde{\beta}\), hence \(\tilde{x}\). We write \(x = \psi (\tilde{\beta}) = \psi (\beta (\tilde{x}))\), and hence \(x = \Phi (\tilde{x})\). An equilibrium with externality is a sequence of capital stock \(x^* = (x_0, x_{1}^*, \ldots, x_t^*, \ldots)\) such that \(x^* = \Phi (x^*)\). A list of sequences \((x^*, c^*, p^*, q^*)\) is a competitive equilibrium with externality of this economy if the following are satisfied:

a) \(c^* \in \ell_+^\infty, \ x^* \in \ell_+^\infty, \ p^* \in (\ell_1 \setminus \{0\}), \ q^* \in \mathbb{R}^+\),

b) \(c^*\) solves the consumer’s problem:

\[
\max_c \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u(c_t) \quad (\mathcal{CP})
\]

subject to

\[
\sum_{t=0}^{\infty} p_t^* c_t \leq q^* x_0 + \pi^*
\]

where \(\pi^*\) is the maximum profit of the firm,

c) \(x^*\) solves the firm’s problem:

\[
\pi^* = \max_x \sum_{t=0}^{\infty} p_t^* (f(x_t) - x_{t+1}) - q^* x_0 \quad (\mathcal{PP})
\]

subject to

\[
\forall t \geq 0, \ 0 \leq x_{t+1} \leq f(x_t), \quad x_0 > 0, \text{ given,}
\]

d) and the markets clear at every period:

\[
\forall t \geq 0, \ c_t^* + x_{t+1}^* = f(x_t^*), \ x_0^* = x_0.\]
The purpose is to prove the existence of a competitive equilibrium of this intertemporal economy. To do so, we will first prove that there exists a fixed point of $\Phi$, namely an equilibrium. Later, under an additional assumption, we will show that this equilibrium is indeed a competitive equilibrium of the intertemporal economy with endogenous time preference.

The value function associated with the problem $(\mathcal{PE})$ takes the following form:

$$
\hat{V}(x_0, \beta, \beta_2, \beta_3, \ldots) = \max_{x} \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta_x \right) u(f(x_t) - x_{t+1})
$$

subject to

$$
0 \leq x_{t+1} \leq f(x_t),
$$

$$
x_0 > 0, \text{ given.}
$$

$V$ clearly satisfies the Bellman equation:

$$
V(x, \beta_{t+1}, \beta_{t+2}, \ldots) = \max_{y \in [0, f(x)]} \left[ u(f(x) - y) + \beta_{t+1} V(y, \beta_{t+2}, \beta_{t+3}, \ldots) \right].
$$

**Proposition 12** The function $\hat{V}$ is continuous with the topology in $\mathbb{R}$ for $x_0$ and the product topology for $\beta \in \left[ \beta, \beta \right]$. Moreover, it is strictly concave.

**Proof:** Let

$$
U(x_0, \beta, x) = \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta_x \right) u(f(x_t) - x_{t+1})
$$

where $x \in \Pi(x_0)$. It is easy to show that $U$ is continuous in $(x_0, \beta, x)$ for the topology in $\mathbb{R}$ for $x_0$ and the product topology for $(\beta, x)$. It is well-known that $\Pi(\cdot)$ is a continuous correspondence from $\mathbb{R}_+$ into the space of sequences endowed with the product topology (see e.g. Le Van and Dana, 2003). Since

$$
V(x_0, \beta) = \max \{ U(x_0, \beta, x) | x \in \Pi(x_0) \},
$$

from the maximum theorem, $V$ is continuous. The strict concavity of $V$ with respect to $x_0$ follows from the strict concavity of $f$ and $u$. ■

**Lemma 2** The map $\beta$ is continuous with respect to the product topology.

**Proof:** Standard. ■
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Proposition 13  \( \Phi \) is continuous with respect to the product topology.

Proof: From the maximum theorem, the solution \( \mathbf{x} \) is upper semi-continuous with respect to \( \beta \). As the solution to \( (P\mathcal{E}) \) is unique, \( \mathbf{x} \) is continuous with respect to \( \beta \). Since \( \tilde{\beta} = \beta(\check{\mathbf{x}}) \), the map \( \Phi \) is continuous with respect to \( \check{\mathbf{x}} \) by Lemma (2).

To attain an equilibrium, the initial sequence of discounting has to be consistent with the level that is assumed when the agent makes her single decisions. This suggests that the fixed points of \( \Phi \) are candidates for equilibria.

Proposition 14  \( \Phi \) has a fixed point.

Proof: \( \Phi \) is a continuous mapping from \([0, A(x_0)])^\infty \) into \([0, A(x_0)])^\infty \). Since this one is compact for the product topology and convex, from the Schauder theorem, there exists \( \mathbf{x}^* \in [0, A(x_0)])^\infty \) which satisfies \( \mathbf{x}^* = \Phi(\mathbf{x}^*) \).

Proposition 15  Any fixed point \( \mathbf{x}^* \) of \( \Phi \) satisfies the Euler equation:

\[
u'(f(x_t^*) - x_{t+1}^*) = \nu'(f(x_{t+1}^*) - x_{t+2}^*)\beta(x_{t+1}^*)f'(x_{t+1}^*).\]  \hspace{1cm} (10)

Proof: Standard.

For the rest, we assume that the function \( [\beta f'](\cdot) \) is decreasing and \( [\beta f'](0) > 1 \). Note that \( \lim_{x \to \infty}[\beta f](x) < 1 \).

Proposition 16  The equilibrium with externality, namely the fixed point of \( \Phi \) associated with \( x_0 \) is unique.

Proof: Suppose not. Let \( (x_0, x_1', x_2', \ldots) \) and \( (x_0, x_1'', x_2'', \ldots) \) be two fixed points with \( x_1' > x_1'' \). Let the associated consumption paths be \( (c_0', c_1', \ldots) \) and \( (c_0'', c_1'', \ldots) \).

First, we will prove by induction that \( x_t' > x_t'' \), for all \( t \geq 1 \) and \( c_t' < c_t'' \) for all \( t \). Trivially, \( c_0' = f(x_0) - x_1' < f(x_0) - x_1'' = c_0'' \). Then by (10), \( u'(c_1')\beta f'(x_1') = u'(c_1'') > u'(c_0'') = u'(c_0'')\beta f'(x_1'') \) which implies \( u'(c_1') > u'(c_1'') \) as \( [\beta f'] \) is a decreasing function. Hence, \( c_1' < c_1'' \).

Now suppose \( x_t' > x_t'' \) and \( c_t' < c_t'' \) for some \( t \). \( f(x_t'') - x_{t+1}' = c_t' < c_t'' = f(x_t') - x_{t+1}'', \) so \( x_{t+1}'' > x_{t+1}' \). Again, by (10), \( u'(c_{t+1}')\beta f'(x_{t+1}') = u'(c_{t+1}'') > u'(c_{t+1}'')\beta f'(x_{t+1}'') \).
implies a decreasing function. Hence, \( x'_{t+1} > x''_{t+1} \) and \( c'_{t+1} < c''_{t+1} \).

Notice that given the discounting sequence \( \beta(x') \), \( x'' \) is feasible and yields higher utility than \( x' \), which is a contradiction with the optimality of \( x' \) given \( \beta(x') \). Therefore, equilibrium is unique. ■

**Proposition 17** The fixed point \( x^* \) of \( \Phi \) monotonically converges to a point \( x^* \) satisfying \( [\beta f'](x^*) = 1 \). Moreover, in case of multiplicity of such points, \( x^* \) monotonically converges to the one closest to \( x_0 \).

**Proof:** First, consider the case \( [\beta f'](\cdot) \) is strictly decreasing. Let \( x^* \) be the unique "steady state" capital stock satisfying \( [\beta f'](x^*) = 1 \).

Suppose that for some \( t \), \( x^*_t < x^*_t \) and \( x^* < x^* \) are satisfied. Then (10) implies \( u'(c^*_t) \leq u'(c^*_{t+1}) \), i.e. \( f(x^*_t) - x^*_{t+1} \geq f(x^*_t) - x^*_{t+2} \). Hence, \( x^*_t < x^*_{t+1} \) and \( x^* < x^*_{t+2} \). So inductively we obtain \( x^* < x^*_{t+1} < x^*_{t+2} < \ldots \) Due to the maximum sustainable capital stock, \( x^* \) cannot diverge so converges to a level higher than \( x^* \). However, \( x^* \) is a fixed point, so the optimal path given the discounting sequence consistent with the path itself can only converge to \( x^* \) by (10), yielding a contradiction.

Similar arguments apply for the case \( x^*_t > x^*_t \) and \( x^* \geq x^*_t \) at which we end up with \( x^* \) converging to 0, which is again impossible because then \( \beta(x^*) \) would converge to \( \beta \) and Inada condition would prevent the optimal path from converging to zero.

By the above arguments, \( x_0 \leq x^* \) would necessarily require \( x^* \) to converge monotonically to \( x^* \). Otherwise, \( x^* \) either passes to the region \((x^*, \infty)\) or strictly decreases in the region \([0, x^*] \) at least once at some point in time. The first time it passes to the region \((x^*, \infty) \) would fall into the first case above, and the first time it decreases strictly would fall into the latter case above, both yielding a contradiction. The case of \( x_0 \geq x^* \) is similar.

The proof is similar when \( [\beta f'](\cdot) \) is decreasing rather than strictly decreasing. Let the set of points \( x \) that satisfy \( [\beta f'](x) = 1 \) be \( X = [x^*_{\min}, x^*_{\max}] \). The only difference now is that the fixed point from \( x_0 \leq x^*_{\min} \) converges to \( x^*_{\min} \), from \( x_0 \geq x^*_{\max} \) to \( x^*_{\max} \), and from \( x_0 \in X \) to \( x_0 \) itself, i.e. constant over time. ■

The fixed point \( x^* \) of \( \Phi \) solves the problem

\[
\max_x \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x^*_s) \right) u(f(x_t) - x_{t+1})
\]
subject to
\[ 0 \leq x_{t+1} \leq f(x_t), \]
\[ x_0 > 0, \text{ given.} \]

We will now prove that such a fixed point is indeed a competitive equilibrium.

**Theorem 1** Assume that \( f'(0) \beta > 1 \). Define \( q^* = 1, \ p_t^* = \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u'(f(x_t^*) - x_{t+1}^*), \ c_t^* = f(x_t^*) - x_{t+1}^*, \ \forall t \). Then, \( (c^*, x^*, p^*, q^*) \) is a competitive equilibrium with externality.

**Proof:** First, we prove that \( p^* \) is in \( \ell_+^1 \setminus \{0\} \). Clearly \( p_t^* > 0 \). We need to prove that \( \sum_{t=0}^{\infty} p_t^* = \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u'(f(x_t^*) - x_{t+1}^*) \) is bounded. We have shown that \( x^* \) converges to some \( x^* \in X \). \( [\beta f'](0) > 1 \) suggests \( x_{\text{min}}^* > 0 \), hence the sequence \( u'(f(x_t^*) - x_{t+1}^*) \) is bounded. Thus the sum \( \sum_{t=0}^{\infty} p_t^* \) exists in \( \mathbb{R}_+ \).

Since \( x^* \in [0, A(x_0)]^\infty \) we get \( x^* \in \ell_+^\infty \). By the constraints of the problem \((P\mathcal{E})\), \( f(A(x_0)) \geq f(x_1^*) \geq x_{t+1}^* \geq 0 \). Hence, \( f(A(x_0)) \geq c_t^* = f(x_t^*) - x_{t+1}^* \geq 0 \), i.e., \( c^* \in \ell_+^\infty \).

Second, we will prove that \( x^* \) is a solution to the problem \((PP)\). It is clear that a solution to the problem exists. Suppose that \( x \) is a solution. If \( x \neq x^* \), from the optimality of \( x \), we have:

\[ \sum_{t=0}^{\infty} p_t^* (f(x_t) - x_{t+1}) \geq \sum_{t=0}^{\infty} p_t^* (f(x_t^*) - x_{t+1}^*). \]

Since \( f \) is strictly concave, we obtain:

\[ 0 \geq \sum_{t=0}^{\infty} p_t^* (f(x_t^*) - f(x_t)) - \sum_{t=0}^{\infty} p_t^* (x_{t+1}^* - x_{t+1}) \]
\[ > \sum_{t=0}^{\infty} p_t^* f'(x_t^*) (x_t^* - x_t) - \sum_{t=0}^{\infty} p_t^* (x_{t+1}^* - x_{t+1}). \]
By means of Euler equation:

\[
\sum_{t=0}^{\infty} p_t^* f'(x_t^*)(x_t^* - x_t) - \sum_{t=0}^{\infty} p_t^*(x_{t+1}^* - x_{t+1}) = \\
\sum_{t=0}^{\infty} p_t^* f'(x_t^*)(x_t^* - x_t) - \sum_{t=0}^{\infty} p_{t+1}^* f'(x_{t+1}^*)(x_{t+1}^* - x_{t+1}) = \\
p_0^* f'(x_0^*)(x_0^* - x_0) - \lim_{t \to \infty} p_{t+1}^* f'(x_{t+1}^*)(x_{t+1}^* - x_{t+1}).
\]

Since \( x_0 = x_0^* \), clearly \( p_0^* f'(x_0^*)(x_0^* - x_0) = 0 \). Note also that \( f' \) is bounded, \( p_t^* \) converges to zero, and \( |x_{t+1}^* - x_{t+1}| \) is bounded by the maximum sustainable capital stock. In accordance with these, \( \lim_{t \to \infty} p_{t+1}^* f'(x_{t+1}^*)(x_{t+1}^* - x_{t+1}) = 0 \). Hence, we get a contradiction, implying that \( x^* \) solves \( PP \).

Third, we will show that \( c^* \) solves the consumer’s problem \( CP \). Suppose now that there exists another consumption path of the consumer \( c \) such that

\[
\sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u(c_t) > \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(c_t^*).
\]

Since \( u \) is strictly concave, we have

\[
0 > \sum_{t=0}^{\infty} \left[ \left( \prod_{s=1}^{t} \beta(x_s^*) \right) (u(c_t^*) - u(c_t)) \right] \geq \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u'(c_t^*)(c_t^* - c_t),
\]

implying that

\[
\sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u'(c_t^*)c_t > \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s^*) \right) u'(c_t^*)c_t^*.
\]

Indeed, we obtain that

\[
\sum_{t=0}^{\infty} p_t^* c_t > \sum_{t=0}^{\infty} p_t^* c_t^* = \sum_{t=0}^{\infty} p_t^* (f(x_t^*) - x_{t+1}^*),
\]

yielding a contradiction. Hence, \( c^* \) solves the Consumer’s Problem.

Finally, one can easily note that the market clearing condition, \( c_t^* + x_{t+1}^* = f(x_t^*) \) is satisfied.

In the light of Proposition 17, the optimal paths converge to a point \( x^* \) with

\[
f'(x^*) \beta(x^*) = 1. \quad (11)
\]

Clearly, such a point is unique if \( [\beta f'](\cdot) \) is strictly decreasing.
For simplicity, let us assume a Cobb-Douglas production technology, \( f(x) = Ax^\alpha \), where \( A > 0 \) denotes the total factor productivity. Clearly, there may exist unique, multiple or continuum of steady states in this model with endogenous time preference depending on the characteristics of the discount function.

We will now investigate the dynamics around a steady state and prove that any steady state of the system is locally determinate. To do so, consider a steady state of capital \( x^* \) and the corresponding steady state level of consumption \( c^* \). Linearizing the Euler equation: \( \forall t, u'(c_t) = u'(c_{t+1})f'(x_{t+1})\beta(x_{t+1}) \) and the constraint: \( \forall t, x_{t+1} = f(x_t) - c_t \), around this steady state, we obtain

\[
\begin{bmatrix}
x_{t+1} - x^*
c_{t+1} - c^*
\end{bmatrix} = \begin{bmatrix}
f'(x^*) & -1
-f'(x^*)\Psi & 1 + \Psi
\end{bmatrix} \begin{bmatrix}
x_t - x^*
c_t - c^*
\end{bmatrix},
\]

where \( \Psi = \frac{u'(c^*)}{u'(c^*)} [\beta'(x^*)f'(x^*) + \beta(x^*)f''(x^*)] \). Let \( \lambda_1 \) and \( \lambda_2 \) be the characteristic roots of \( J \). We have

\[
\lambda_1 + \lambda_2 = tr (J) = 1 + f'(x^*) + \Psi,
\]

\[
\lambda_1\lambda_2 = \det (J) = f''(x^*),
\]

where \( tr (J) \) and \( \det (J) \) are the trace and the determinant of \( J \), respectively. As \( f'(x^*) = \frac{1}{\beta'(x^*)} > 1 \), at least one of the characteristic roots has norm larger than 1, implying that any steady state that is isolated from the other steady states of the system is locally determinate.

**Example 2** Let \( \beta(x) = \theta - \gamma e^{-(x+\rho)^\varepsilon} \), where \( 0 < \rho, 0 < \varepsilon < 1, 0 < \gamma < (1 - \alpha)\varepsilon \), and \( \frac{\gamma e^{-\rho^\varepsilon}}{1 - \alpha} < \theta < 1 \). Note that \( \beta \) satisfies all of our assumptions. We will now show that \( \beta(x)f'(x) \) is strictly decreasing. We have

\[
(\beta(x)f'(x))' = \left[ \left( \theta - \gamma e^{-(x+\rho)^\varepsilon} \right) A\alpha x^{\alpha-1} \right]'
= A\alpha x^{\alpha-2} \left[ \gamma e^{-(x+\rho)^\varepsilon} (1 - \alpha + \varepsilon x(x + \rho)^\varepsilon - 1) - (1 - \alpha)\theta \right].
\]

Then, for \( x > 0 \), \( (\beta(x)f'(x))' < 0 \) if and only if

\[
h(x) := \gamma \exp \left\{ -(x+\rho)^\varepsilon \right\} \left[ 1 - \alpha + \varepsilon x(x + \rho)^\varepsilon - 1 \right] - (1 - \alpha)\theta < 0.
\]

It is clear that \( h \) is differentiable hence obtains its maximum at the boundaries or critical points. At the boundaries,

\[
h(0) = \gamma \exp (-\rho^\varepsilon) [1 - \alpha] - (1 - \alpha)\theta = (1 - \alpha) [\gamma \exp (-\rho^\varepsilon) - \theta]
= -(1 - \alpha)\beta(0) < 0, \quad \text{and}
\]
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\[
\lim_{x \to \infty} h(x) = \lim_{x \to \infty} (1 - \alpha)\gamma e^{-(x + \rho)x} + \lim_{x \to \infty} \gamma e^{-(x + \rho)x} \varepsilon x(x + \rho)^{\varepsilon - 1} - (1 - \alpha)\theta
\]

\[
= -(1 - \alpha)\theta < 0.
\]

At any critical point \( x \), we have \( h'(x) = 0 \). Accordingly,

\[
\gamma e^{-(x + \rho)x} \varepsilon (x + \rho)^{\varepsilon - 1} \left[ -(1 - \alpha + \varepsilon x(x + \rho)^{\varepsilon - 1}) + 1 - (1 - \varepsilon) \frac{x}{x + \rho} \right] = 0.
\]

Hence, \( (1 - \alpha + \varepsilon x(x + \rho)^{\varepsilon - 1}) = 1 - (1 - \varepsilon) \frac{x}{x + \rho} \). Then we have

\[
h(x) = \gamma e^{-(x + \rho)x} \left[ 1 - (1 - \varepsilon) \frac{x}{x + \rho} \right] - (1 - \alpha)\theta.
\]

It is clear that the expression \( \gamma e^{-(y + \rho)y} \left[ 1 - (1 - \varepsilon) \frac{y}{y + \rho} \right] \) is maximized at \( y = 0 \). Therefore, we obtain that \( h(x) \leq \gamma e^{-\theta x} - (1 - \alpha)\theta \). Recall that \( \frac{1 - \alpha}{1 - \rho} < \theta \), hence \( \gamma e^{-\theta x} - (1 - \alpha)\theta < 0 \), implying that at any critical point \( x \), \( h(x) < 0 \). Thus, \( h \) is a negative valued function, implying that \( \beta(x)f'(x) \) is strictly decreasing for \( x > 0 \). However, this also implies that \( \beta(x)f'(x) \) is strictly decreasing everywhere.

Any discount function \( \beta \) under which \( \beta(x)f'(x) \) turns out to be a strictly decreasing function implies a unique steady state and global convergence. The unique steady state is both locally and globally determinate. We will now turn our attention to the examples where our model with endogenous time preference exhibits multiple steady states thus captures the evidence of no unconditional convergence of income levels across economies together with the simultaneous presence of convergence clubs. We continue to assume a Cobb-Douglas form for the production and following Stern (2006), compose a power function with the negative exponential function for the discount.

**Example 3** As the production function is concave, it is clear that a convex-concave \( \beta \) can yield the existence of three steady states. In particular, we will concentrate on the following discount function:

\[
\beta(x) = \begin{cases} 
 m + nx, & x \leq a, \\
 \theta - \gamma e^{-x^\alpha}, & x \geq a,
\end{cases}
\]

where \( \Delta \) is a sufficiently small positive real number, \( 0 < \varepsilon < 1, \ a > 0, \ 0 < b < \min \left\{ \left( \frac{A\alpha}{a + a^\alpha / x} \right)^{\frac{1}{1 - \alpha}}, a \right\} \), and

\[
m = \frac{1}{A} b^{1 - \alpha} - \Delta, \ n = \frac{1}{A\alpha} b^{1 - \alpha}, \ \gamma = \frac{1}{A\alpha} b^{1 - \alpha} a^{1 - \varepsilon},
\]

\[
\theta = \frac{1}{A} b^{1 - \alpha} - \Delta + \frac{1}{A\alpha} b^{1 - \alpha} a + \frac{1}{A\alpha} b^{1 - \alpha} a^{1 - \varepsilon}.
\]
It is easy to check that under these specifications, $\beta$ is continuous, differentiable, and strictly increasing. Since $b < \left(\frac{A\alpha}{\alpha + a + \frac{a}{2}}\right)^{\frac{1}{1-\alpha}}$, we obtain that $\theta < 1 - \Delta < 1$, implying that $\sup \beta(x) < 1$. Note also that $\sup \beta'(x) = n < +\infty$ and $\inf \beta(x) = \beta(0) = m > 0$. Therefore, $\beta$ is concave and satisfies all our assumptions. Since $\Delta$ is a sufficiently small positive real number, $\beta(x) = \frac{1}{f(x)} = \frac{1}{A\alpha}x^{1-\alpha}$ has two solutions around $b$ and one more solution larger than $a$. Hence, there exist exactly three solutions to the steady state equation (11).

Since $\lim_{x \to 0} \beta(x)f'(x) = +\infty$ and $\lim_{x \to \infty} \beta(x)f'(x) = 0$, when there exist three solutions to (11), it is clear $\beta(x)f'(x)$ will be decreasing at the highest and the lowest steady states. Note from (12) and (13) that this implies $\Psi > 0$ so that $2 < 1 + \det(J) < \text{tr}(J)$ at the highest and the lowest steady states. Hence, both of these steady states turn out to be saddle-point stable and locally determinate. Then, the middle steady state is an unstable node since, otherwise would imply the existence of two more unstable steady states. Accordingly, in such an economy with three steady states, the threshold dynamics emerge where there exists a critical value of the initial capital stock below which the equilibrium path converges to the lowest steady state and above which the economy converges to the highest steady state.

Moreover, the model may even possess a continuum of steady states, and it depends on the initial condition as to which one is realized in the long run. Hence, the economy exhibits no tendency toward global convergence; an important departure with respect to the neoclassical growth model.

**Example 4** Consider the following discount function that consists of three parts:

$$\beta(x) = \begin{cases} 
mx + n, & x < a; \\
\frac{1}{f(x)} = \frac{1}{A\alpha}x^{1-\alpha}, & a \leq x \leq b; \\
\eta - \frac{\gamma}{x}, & b < x.
\end{cases}$$

where $m = \frac{1-\alpha}{A\alpha}a^{-\alpha}$, $n = \frac{1}{A}a^{1-\alpha}$, $\eta = \frac{2-\alpha}{A\alpha}b^{1-\alpha}$, and $\gamma = \frac{1-\alpha}{A\alpha}b^{2-\alpha}$. One can easily check that $\beta$ satisfies all of our assumptions and is indeed concave. It is clear that all the elements of the interval $[a, b]$ satisfy the condition $\beta(x)f'(x) = 1$, and constitute a continuum of steady states.

**Remark 1** Existence of the critical value $x_c$ and continuum of equilibria with strictly concave production function are peculiar to our model of endogenous time preference.
4 Appendix

4.1 Proof of Proposition 1

(i) \( \Pi(x_0) \) is compact for the product topology defined on the space of sequences \( x \) and \( U \) is continuous for this product topology. Hence, an optimal path exists. Moreover, since \( u \) is increasing, the constraint will be binding so that \( c_t = f(x_t) - x_{t+1}, \forall t \).

(ii) First, we will prove that \( x_t > 0, \forall t \). Assume the contrary. Take the smallest \( t \) such that \( x_t = 0 \), and call it \( n \). Then, \( x_{n-1} > 0 \). Since \( x_n = 0 \), we have \( x_{n-1} > 0 = x_n = x_{n+1} = ... \)

Consider \( x' \) such that \( x'_n = \varepsilon \) for a sufficiently small \( \varepsilon \), and \( x_t = x'_t, \forall t \neq n \). We have:

\[
U(x') - U(x) = \left( \prod_{s=1}^{n-1} \beta(x_s) \right) u(f(x_{n-1}) - \varepsilon) + \left( \prod_{s=1}^{n-1} \beta(x_s) \right) \beta(\varepsilon)u(f(\varepsilon)) - \left( \prod_{s=1}^{n-1} \beta(x_s) \right) u(f(x_n)) \\
= \left( \prod_{s=1}^{n-1} \beta(x_s) \right) [u(f(x_{n-1}) - \varepsilon) + \beta(\varepsilon)u(f(\varepsilon)) - u(f(x_n))].
\]

Recall that \( \beta : \mathbb{R}_+ \to \mathbb{R}_{++} \), hence \( \beta(0) > 0 \). Therefore, from Inada Condition, for a sufficiently small \( \varepsilon \), \( U(x') - U(x) > 0 \), contradicting to the optimality of \( x \). Hence, \( x_t > 0, \forall t \).

Now, we will prove that \( c_t > 0, \forall t \). Assume the contrary. Clearly zero consumption path after some period can never be optimal, because \( x_t > 0, \forall t \), and positive capital will be accumulating forever with zero utility. Hence, there exists \( n \) such that \( c_{n-1} = 0, c_n > 0 \). Consider \( x' \) such that \( x'_n = x_n - \varepsilon \), for a sufficiently small \( \varepsilon \), and \( x_t = x'_t, \forall t \neq n \). By choosing \( \varepsilon < x_n - f^{-1}(x_{n+1}) < x_n \), we get \( x' \in \Pi(x_0) \). Then, we have:

\[
U(x') - U(x) = \left( \prod_{s=1}^{n-1} \beta(x_s) \right) [u(\varepsilon) + \beta(x_n - \varepsilon)u(f(x_n) - x_{n+1}) - \beta(x_n)u(f(x_n - \varepsilon) - x_{n+1})] \\
+ \frac{1}{\beta(x_n)} \sum_{t=n+1}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) (\beta(x_n) - \beta(x_n - \varepsilon)).
\]

Note that \( c_n = f(x_n) - x_{n+1} > 0 \). From Inada condition, along with assumptions on \( u, f, \) and \( \beta \), for a sufficiently small \( \varepsilon \), \( U(x') - U(x) > 0 \), leading to a contradiction.
4.2 Proof of Proposition 3

(i) Since $u$, $f$, $\beta$, and $V$ are continuous and $[0, f(x_0)]$ is compact, \{u(f(x_0) - x) + \beta(x)V(x) \mid 0 \leq x \leq f(x_0)\} attains its maximum so that the right hand side of (4) is well defined. Now, let $x \in \Pi(x_0)$ be optimal from $x_0$ and consider the part of $x$ that starts at $t = 1$, namely $x_1 = (x_1, x_2, \ldots)$. Clearly, $x_1$ is a feasible sequence from $x_1$, yet we don’t know whether it is optimal. We have:

$$V(x_0) = u(f(x_0) - x_1) + \beta(x_1) \sum_{t=1}^{\infty} (\prod_{s=2}^{t} \beta(x_s))u(f(x_t) - x_{t+1})$$

$$= u(f(x_0) - x_1) + \beta(x_1)U(x_1)$$

$$\leq u(f(x_0) - x_1) + \beta(x_1)V(x_1)$$

$$\leq \max_{\xi}\{u(f(x_0) - x) + \beta(x)V(x) \mid 0 \leq x \leq f(x_0)\}.$$ 

The converse is as follows. For any $y_1 \in [0, f(x_0)]$, let $y = (y_1, y_2, y_3, \ldots)$ be the optimal path from $y_1$. Since $y_1 \in [0, f(x_0)]$, the sequence $y = (x_0, y_1, y_2, \ldots)$ is feasible from $x_0$. It is also clear that

$$V(y_1) = U(y) = u(f(y_1) - y_2) + \beta(y_2)u(f(y_2) - y_3) + \ldots$$

Note that $y$ need not be optimal, but only feasible from $x_0$. Therefore, we have:

$$V(x_0) \geq U(y) = u(f(x_0) - y_1) + \beta(y_1)u(f(y_1) - y_2) + \beta(y_1)\beta(y_2)u(f(y_2) - y_3) + \ldots = u(f(x_0) - y_1) + \beta(y_1)u(f(y_1) - y_2) + \beta(y_2)u(f(y_2) - y_3) + \ldots = u(f(x_0) - y_1) + \beta(y_1)U(y_1) = u(f(x_0) - y_1) + \beta(y_1)V(y_1),$$

which implies

$$V(x_0) \geq u(f(x_0) - y_1) + \beta(y_1)V(y_1), \ \forall y_1 \in [0, f(x_0)].$$

Hence,

$$V(x_0) \geq \max_{\xi}\{u(f(x_0) - x) + \beta(x)V(x) \mid 0 \leq x \leq f(x_0)\},$$

completes the proof.
Then, we have an upper bound on the capital. Then, by summing up the sequence \( x_1 \) being optimal, let \( \beta \) be optimal. Let the sequence \( x_1, x_2, .. \) be optimal. Let \( y_1 = (x_1, y_2, y_3) \) be an optimal path from \( x_1 \), and \( \tilde{x} = (x_0, x_1, y_2, y_3, ...) \). Then, we have:

\[
V(x_0) = u(f(x_0) - x_1) + \beta(x_1)u(f(x_1) - x_2) + \beta(x_1)\beta(x_2)u(f(x_2) - x_3) + ...
= u(f(x_0) - x_1) + \beta(x_1)U_1(x)
\leq u(f(x_0) - x_1) + \beta(x_1)U^2(y),
\]

where

\[
u(f(x_0) - x_1) + \beta(x_1)U^2(y) =
\]

Thus, we have \( U^2(\tilde{x}) \geq V(x_0) \). On the other hand, by the definition of \( V \), \( U^2(\tilde{x}) \leq V(x_0) \). Hence, \( U^2(\tilde{x}) = V(x_0) \). Then, the inequality above turns to equality, yielding:

\[
V(x_0) = u(f(x_0) - x_1) + \beta(x_1)U^2(y)
= u(f(x_0) - x_1) + \beta(x_1)V(x_1).
\]

By induction, similar arguments apply for all \( t \).

Now we will prove the converse. Let \( x \in \Pi(x_1) \) be a feasible path that satisfies:

\[
V(x_t) = u(f(x_t) - x_{t+1}) + \beta(x_{t+1})V(x_{t+1}) \forall t.
\]

Then, we have

\[
V(x_0) = u(f(x_0) - x_1) + \beta(x_1)V(x_1),
\]

\[
\beta(x_1)V(x_1) = \beta(x_1)u(f(x_1) - x_2) + \beta(x_1)\beta(x_2)V(x_2),
\]

\[
\beta(x_1)\beta(x_2)V(x_2) = \beta(x_1)\beta(x_2)u(f(x_2) - x_3) + \beta(x_1)\beta(x_2)\beta(x_3)V(x_3)...
\]

Recall that the maximum sustainable capital stock, \( A = A(x_0) \) puts an upper bound on the capital. Then, by summing up the first \( T + 1 \) equations
as above, we obtain:

\[
V(x_0) = \sum_{t=0}^{T} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) + \left( \prod_{s=1}^{T+1} \beta(x_s) \right) V(x_{T+1}) < \\
\sum_{t=0}^{T} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) + \beta(A)^T \sum_{t=0}^{\infty} \beta(A)^t u(f(A)) = \\
\sum_{t=0}^{T} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) + u(f(A)) \frac{\beta(A)^T}{1 - \beta(A)}.
\]

As \( T \to \infty, \)

\[
V(x_0) \leq \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) + \frac{u(f(A))}{1 - \beta(A)} \lim_{T \to \infty} \beta(A)^T = \\
\sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) = U(x).
\]

Also, by the definition of \( V, \) we have \( V(x_0) \geq U(x). \) Then, \( V(x_0) = U(x). \)
Hence, \( x \) is an optimal path.

4.3 Proof of Proposition 4

(i) 0 is the only element of \([0, \ f(0)].\)

(ii) Follows easily from (2).

(iii) We will employ Berge’s Theorem of Maximum for the proof. Let \( F(x) = [0, f(x)]. \) Then, \( F \) is a non-empty and compact valued correspondance. Let \( h(x, y) = u(f(x) - y) + \beta(y)V(y). \) Clearly, \( h(x, y) \) is continuous in both arguments since \( u, f, \beta, \) and \( V \) are continuous. Since \( f \) is continuous, clearly \( F \) is both upper semi-continuous, and lower semi-continuous. Then, by the theorem of the maximum,

\[
\mu(x) = \arg \max \{u(f(x) - y) + \beta(y)V(y) \mid 0 \leq y \leq f(x)\} = \arg \max \{h(x, y) \mid y \in F(x)\},
\]

is upper semi-continuous.

(iv) Follows easily from (5).

(v) \( x_0 < x_0', \ x_1 \in \mu(x_0), \ x_1' \in \mu(x_0'). \) Assume that \( x_1 \geq x_1'. \) Then, we have: \( f(x_0') > f(x_0) \geq x_1 \geq x_1', \) in particular, \( x_1 \in [0, f(x_0')] \) and \( x_1' \in [0, f(x_0)]. \) From the optimality argument, one can easily write that:

\[
V(x_0) = u(f(x_0) - x_1) + \beta(x_1)V(x_1) \geq u(f(x_0) - x_1') + \beta(x_1')V(x_1'),
\]

27
\[ V(x'_0) = u(f(x'_0) - x'_1) + \beta(x'_1) V(x'_1) \geq u(f(x'_0) - x_1) + \beta(x_1) V(x_1). \]

Summing up both and cancelling out the terms including \( V \), we obtain that:
\[ u(f(x_0) - x_1) + u(f(x'_0) - x'_1) \geq u(f(x_0) - x'_1) + u(f(x'_0) - x_1), \]
which implies
\[ u(f(x_0) - x_1) - u(f(x_0) - x'_1) - u(f(x'_0) - x_1) + u(f(x'_0) - x'_1) \geq 0. \tag{14} \]

Let \( S(x) = u(f(x'_0) - x) - u(f(x_0) - x) \). Since \( u \) is strictly concave, \( u' \) is strictly decreasing. Moreover, since \( f(x'_0) > f(x_0) \), we have:
\[ u'(f(x_0) - x) > u'(f(x'_0) - x), \forall x \in [0, f(x'_0)), \]

implying that
\[ S'(x) = u'(f(x_0) - x) - u'(f(x'_0) - x) > 0, \forall x \in [0, f(x'_0)). \]

So, clearly \( x_1 \geq x'_1 \) implies \( S(x_1) \geq S(x'_1) \) so that
\[ u(f(x_0) - x_1) - u(f(x_0) - x'_1) - u(f(x'_0) - x_1) + u(f(x'_0) - x'_1) \leq 0. \]

Combining this inequality with (14), we find that all inequalities in between should become equalities. Hence, \( S(x_1) = S(x'_1) \Rightarrow x_1 = x'_1 \). Clearly, \( x_1 = x'_1 \) implies that there exists an \( \bar{x}_2 \) with \( \bar{x}_2 \in \mu(x_1) \) and \( \bar{x}_2 \in \mu(x'_1) \). Then, inserting the corresponding optimal paths into Euler equation for period \( t = 1 \), we obtain:
\[ u'(f(x_0) - x_1) = \beta(x_1) u'(f(x_1) - \bar{x}_2) f'(x_1) + \beta'(x_1) V(x_1), \]
\[ u'(f(x'_0) - x'_1) = \beta(x'_1) u'(f(x'_1) - \bar{x}_2) f'(x'_1) + \beta'(x'_1) V(x'_1). \]

Thus, \( x'_0 = x_0 \), since \( x_1 = x'_1 \). We get a contradiction.

### 4.4 Proof of Proposition 5

Recall that \( 0 < x_{t+1} < f(x_t), \forall t \). Take any \( n \), and consider the path of capital \( x^y \) defined as follows: \( x^y_t = x_t, \forall t \neq n + 1 \) and \( x^y_{n+1} = y \in Y \), where \( Y = (f^{-1}(x_{n+1}), f(x_n)) \) is a well defined open interval including \( x_{n+1} \). Note that \( x^y \in \Pi(x_0) \). From the optimality of \( x \), we have \( U(x) \geq U(x^y), \forall y \in Y \).

It is clear that:
\[ U(x) \geq U(x^y) \iff \]
\[ \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) \geq \sum_{t=0}^{\infty} \left( \prod_{s=1}^{t} \beta(x^y_s) \right) u(f(x^y_t) - x^y_{t+1}) \iff \]
\[ \sum_{t=n}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) \geq \sum_{t=n}^{\infty} \left( \prod_{s=1}^{t} \beta(x^y_s) \right) u(f(x^y_t) - x^y_{t+1}). \]
We have:

\[
\sum_{t=n}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) \geq \\
\left( \prod_{s=1}^{n} \beta(x_s) \right) u(f(x_n) - y) + \left( \prod_{s=1}^{n} \beta(x_s) \right) \beta(y)u(f(y) - x_{n+2}) \\
+ \frac{\beta(y)}{\beta(x_{n+1})} \sum_{t=n+2}^{\infty} \left( \prod_{s=1}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}) = \\
\left( \prod_{s=1}^{n} \beta(x_s) \right) u(f(x_n) - y) + \left( \prod_{s=1}^{n} \beta(x_s) \right) \beta(y)u(f(y) - x_{n+2}) \\
+ \left( \prod_{s=1}^{n} \beta(x_s) \right) \beta(x_{n+2})\beta(y) \sum_{t=n+2}^{\infty} \left( \prod_{s=n+3}^{t} \beta(x_s) \right) u(f(x_t) - x_{t+1}).
\]

It is important to note that:

\[
\sum_{t=n+2}^{\infty} \left( \prod_{s=n+3}^{t-1} \beta(x_s) \right) u(f(x_t) - x_{t+1}) = V(x_{n+2}).
\]

Let \( \Psi(y) \equiv u(f(x_n) - y) + \beta(y)u(f(y) - x_{n+2}) + \beta(x_{n+2})\beta(y)V(x_{n+2}) \).

Then, \( U(x) \geq U(x^y) \) if, and only if, \( \Psi(x_{n+1}) \geq \Psi(y) \). Since \( u, f, \) and \( \beta \) are differentiable, so is \( \Psi \). As \( x_{n+1} \in Y \), we have \( \Psi'(x_{n+1}) = 0 \). Therefore,

\[
u'(f(x_n) - x_{n+1}) = \\
\beta'(x_{n+1})u(f(x_{n+1}) - x_{n+2}) + \beta(x_{n+1})u'(f(x_{n+1}) - x_{n+2})f'(x_{n+1}) \\
+ \beta(x_{n+2})\beta'(x_{n+1})V(x_{n+2}).
\]

Recall that, by (5), we have

\[
V(x_{t+1}) - u(f(x_{t+1}) - x_{t+2}) = \beta(x_{t+2})V(x_{t+2}),
\]

so that the Euler equation:

\[
\forall t, \ u'(f(x_t) - x_{t+1}) = \\
\beta(x_{t+1})u'(f(x_{t+1}) - x_{t+2})f'(x_{t+1}) + \beta'(x_{t+1})V(x_{t+1}),
\]

concludes.
4.5 Proof of Proposition 6

(i) Let \( x_0 > 0, \ x_1 = \theta(x_0) \). Let \( x_0^n \rightarrow x_0^- \) such that \( x_0^n < x_1^n < x_2^n < \ldots < x_0 \). For each \( n \), take \( x_1^n \in \mu(x_0^n) \). Since \( \mu \) is increasing, \( x_1^n < x_1 \). Hence, \( x_1^n \rightarrow x_1 \). Now, \( V(x_0) = u(f(x_0) - x_1) + \beta(x_1)V(x_1) \). From the optimality of \( x_1^n \) and knowing that \( x_1 \in [0, f(x_0^n)] \), we get \( V(x_0^n) \geq u(f(x_0^n) - x_1) + \beta(x_1)V(x_1) \). Subtracting \( V(x_0^n) \) from \( V(x_0) \) and considering the concavity of \( u \) along with \( x_0^n < x_0 \), we obtain:

\[
V(x_0) - V(x_0^n) \leq u(f(x_0) - x_1) - u(f(x_0^n) - x_1)
\leq u'(f(x_0^n - x_1))(f(x_0) - f(x_0^n)),
\]

implying that

\[
\frac{V(x_0) - V(x_0^n)}{x_0 - x_0^n} \leq u'(f(x_0^n - x_1))\frac{f(x_0) - f(x_0^n)}{x_0 - x_0^n}.
\]

Then, taking the limit as \( n \rightarrow \infty \) yields:

\[
\lim_{x_0^n \rightarrow x_0} \sup \frac{V(x_0) - V(x_0^n)}{x_0 - x_0^n} \leq u'(f(x_0 - x_1))f'(x_0).
\]

Note that we have used \( \lim \sup \) as we do not know whether the direct limit exists or not.

We will now prove the complementary part. Since \( \mu \) is upper semi-continuous, from the sequential definition of upper semi-continuity, there exists a sequence \( (\gamma_k) \) such that \( x_1^{\gamma_k} \) converges to a point \( \bar{x}_1 \in \mu(x_0) \). Then, for every \( \varepsilon > 0 \), there exists \( M_\varepsilon \) such that \( k \geq M_\varepsilon \implies x_1^{\gamma_k} - \varepsilon < x_1^{\gamma_k} < \bar{x}_1 \).

Recall that \( x_0^1 < x_0^2 < x_0^3 < \ldots \), hence \( x_1^1 < x_1^2 < x_1^3 < \ldots \).

Then, for every \( \varepsilon > 0 \), \( n > \gamma_{M_\varepsilon} \) implies that \( x_1 - \varepsilon < x_1^{\gamma_{M_\varepsilon}} < x_1^{\gamma_n} < \bar{x}_1 \). Hence, \( x_1^n \) converges to \( \bar{x}_1 \). In accordance with these, we have:

\[
V(x_0^n) = u(f(x_0^n) - x_1^n) + \beta(x_1^n)V(x_1^n),
\]

and

\[
0 < x_1^n < f(x_0) \Rightarrow
V(x_0) \geq u(f(x_0) - x_1^n) + \beta(x_1^n)V(x_1^n) \Rightarrow
V(x_0) - V(x_0^n) \geq u(f(x_0) - x_1^n) - u(f(x_0^n) - x_1^n)
\geq u'(f(x_0) - x_1^n)(f(x_0) - f(x_0^n)).
\]
Taking the limits, we obtain:

\[
\lim_{x_0^m \to x_0} \inf \frac{V(x_0) - V(x_0^m)}{x_0 - x_0^m} \geq u'(f(x_0) - x_1))f'(x_0) \geq u'(f(x_0) - x_1))f'(x_0),
\]

where the last inequality follows from the fact that \(x_1 = \theta(x_0) = \min \mu(x_0)\) and \(x_1 < \mu(x_0)\).

Since \(\lim \inf \leq \lim \sup\), we have:

\[
u'(f(x_0) - x_1))f'(x_0) \leq \lim_{x_0^m \to x_0} \inf \frac{V(x_0) - V(x_0^m)}{x_0 - x_0^m} \leq \lim \sup \frac{V(x_0) - V(x_0^m)}{x_0 - x_0^m} \leq u'(f(x_0) - x_1))f'(x_0),
\]

implying that

\[
\lim_{x_0^m \to x_0} \inf \frac{V(x_0) - V(x_0^m)}{x_0 - x_0^m} = \lim \sup \frac{V(x_0) - V(x_0^m)}{x_0 - x_0^m} = u'(f(x_0 - x_1))f'(x_0).
\]

This means that \(V'_+(x_0)\) exists and is equal to \(u'(f(x_0 - \theta(x_0)))f'(x_0)\).

We will follow the same approach for \(V'_+(x_0)\).

Let \(x_1 = \Theta(x_0)\), and \(x_0^m \to x_0^+\); \(x_0^1 > x_0^2 > x_0^3 > ... > x_0\). Now, \(x_1 < f(x_0) < f(x_0^\alpha) \forall n. \exists N\) such that \(n > N\) implies \(x_1^m < f(x_0)\). Otherwise, there exist infinitely many \(n\) with \(x_1^m \geq f(x_0)\), hence a convergent subsequence \(x_1^m\) such that \(x_1^m \geq f(x_0)\), \(\forall n\). But then, from the upper semi-continuity of the optimal correspondence, \(x_1^m \to x_1^\alpha \in \mu(x_0)\). Thus, \(f(x_0) \leq x_1^\alpha \in \mu(x_0)\). But, recall that all elements of \(\mu(x_0)\) must be strictly less than \(f(x_0)\) by (2). Hence, after some \(N, x_1^\alpha < f(x_0) < f(x_0^\alpha)\). Then, the similar arguments as for \(V'_+(x_0)\) apply and we obtain that \(V'_+(x_0)\) exists and is equal to \(u'(f(x_0 - \Theta(x_0)))f'(x_0)\).

4.6 Proof of Proposition 7

(i) Assume the contrary. There exists \(t \geq 1\) such that \(V\) is not differentiable at \(x_t\). Then \(V'_-(x_t) \neq V'_+(x_t)\), hence \(\theta(x_t) \neq \Theta(x_t)\). Then there exists at least two different optimal paths from \(x_t\), say \(y_1^1, y_2^1\) such that \(y_1^1 = y_1^2 = x_t, y_2^2 = \theta(x_t), y_2^2 = \Theta(x_t)\). Clearly \((x_0, x_1, ..., x_{t-1}, x_t = y_1^1, \theta(x_t) = y_1^2, y_3^1, ...)\) and \((x_0, x_1, ..., x_{t-1}, x_t = y_1^2, \Theta(x_t) = y_2^2, y_3^2, ...)\) are two optimal paths from \(x_0\). Then, they satisfy their Euler equations at \(t\), hence

\[
u'(f(x_{t-1}) - x_t) = \beta(x_t) u'(f(x_t) - \theta(x_t))f'(x_t) + \beta'(x_t) V(x_t),
\]

\[
u'(f(x_{t-1}) - x_t) = \beta(x_t) u'(f(x_t) - \Theta(x_t))f'(x_t) + \beta'(x_t) V(x_t).
\]
Then, $\theta(x_t) = \Theta(x_t)$ leads to a contradiction. Hence, if $x$ is to be an optimal path from $x_0$, for every $t \geq 1$, $V$ is differentiable at $x_t$. Hence, $\mu(x_t)$ is singleton valued, i.e. $x_{t+1}$ is unique. Finally, since $\mu(x_{t'})$ is singleton valued for every $t' \geq t$, the optimal path is unique from $x_t$, $\forall t \geq 1$.

(ii) From the proof of (i), we know that $\mu(x_0)$ is singleton valued if, and only if, the optimal path from $x_0$ is unique. We also know that $V$ is differentiable at $x_0$ if, and only if, $\mu(x)$ is singleton valued.

(iii) Since $\mu$ is increasing, $\theta$ and $\Theta$ are increasing functions. Then, they are almost everywhere continuous. We will first prove that their points of continuity are coincident, and at these points $\Theta \equiv \theta$. Consider any $x < y < z$. We have $x^2/y < x < y < z < z^2/y$. Then the increasingness of $\mu$, $\theta$, and $\Theta$ along with the fact that $\theta < \Theta$ imply:

$$\Theta(x^2/y) < \theta(x) < \Theta(x) < \theta(y) \leq \Theta(y) < \theta(z) < \Theta(z) < \theta(z^2/y).$$

Then, keep $y$ fixed and let $x$ converge to $y$ from left, and $z$ to converge to $y$ from right.

If $y$ is a point of continuity of $\Theta$, $\Theta(x^2/y) < \theta(x) < \theta(y) < \Theta(y)$ implies that $\theta(x)$ converges to $\theta(y)$ from left. Also, $\Theta(x) < \theta(y) < \theta(z) < \Theta(z)$ implies that $\theta(z)$ converges to $\theta(y)$ from right. Hence, $y$ is a point of continuity of $\theta$.

Conversely, if $y$ is a point of continuity of $\theta$, $\theta(x) < \Theta(x) < \Theta(y) < \theta(z)$ implies that $\Theta(x)$ converges to $\Theta(y)$ from left. Also, $\theta(y) < \Theta(y) < \theta(z) < \Theta(z)$ implies that $\Theta(z)$ converges to $\Theta(y)$ from right. Hence, $y$ is point of continuity of $\Theta$.

We see that $y$ is a point of continuity of $\Theta$ if, and only if, $y$ is a point of continuity of $\theta$. Then, by $\theta(x) < \Theta(x) < \theta(y) \leq \Theta(y) < \theta(z) < \Theta(z)$, we have $\theta(y) = \Theta(y)$.

Therefore, $\Theta(y) = \theta(y)$ for almost every $y$. Hence, $\mu$ is singleton valued almost everywhere. Finally, by (ii), for almost every $x_0$, the optimal path from $x_0$ is unique.

(iv) We know that $\mu$ is an increasing correspondence by Proposition 4. Then $\theta$ is a strictly increasing function. The same applies for $\Theta$. Recall that a strictly increasing function is almost everywhere differentiable (see Royden, 1988). Let the points of differentiability of $\theta$ and $\Theta$ be $D_\theta$ and $D_\Theta$. Clearly for $D = D_\theta \cap D_\Theta$, $D^c$ is also at most countable. Then $\theta$ and $\Theta$ are differentiable, hence continuous for every $x \in D$. Then it is clear that $\mu$ is a singleton at every $x \in D$, meaning that $\theta(x) = \Theta(x) = \mu(x)$ for every $x \in D$. Then it is clear that $\mu$ is a singleton at every $x \in D$, meaning that $\theta(x) = \Theta(x) = \mu(x)$ for every
Then for each \( x, z \in D \),

\[
\frac{\mu(z) - \mu(x)}{z - x} = \frac{\theta(z) - \theta(x)}{z - x} = \frac{\Theta(z) - \Theta(x)}{z - x}.
\]

Hence for each \( x \in D \),

\[
\lim_{z \to x, z \in D} \frac{\mu(z) - \mu(x)}{z - x} = \theta'(x) = \Theta'(x).
\]

Note that for every \( x \in D \), since \( \theta(x) = \Theta(x) = \mu(x) \), we have

\[
\theta'(x) = \lim_{y \to x} \frac{\theta(y) - \theta(x)}{y - x} \leq \lim_{y \to x} \frac{\mu(y) - \mu(x)}{y - x} \leq \lim_{y \to x} \frac{\Theta(y) - \Theta(x)}{y - x} = \Theta'(x).
\]

Therefore, for each \( x \in D \), \( \mu \) is differentiable at \( x \) and \( \theta'(x) = \mu'(x) = \Theta'(x) \).

5 Figures

![Figure 1: Optimal policy after 300 iterations on the initial zero value function](image-url)
Figure 2: Low Optimal steady state = 0.0012

Figure 3: Middle steady state \( x_m = 0.586505 \) is not optimal!
Figure 4: High steady state ($x_h = 3.81057$) is optimal.
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