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Abstract—Unmanned  vehicle systems are becomingGlider” has this ability and it crossed the Pacificean, the
increasingly prevalent on the land, in the sea, ianthe air.  longest distance ever attempted by a USV in 2012 [

Navigation and path planning in an unknown envirentrare The Dogus Unmanned Sea Vehicle (Dogus-USV)
important tasks_ for future generation. Thg objectdf this project[4] is funded by Dogus University with theay of
work is to design an unmanned sea vehicle and s&ges gconnaissance and surveillance of the TurkishtsoaBeing
software that can perform path planning autonomousth  ynmanned makes it possible for the vehicle to istajie open
using stereo vision. In this paper using potentigld sea for a long time without returning to base.uses solar
algorithm, collision free path is achieved froratarting point  energy and maneuvers into different positions aattigousing
to a terminal point. onboard cameras and global positioning system (GRS)
shown in Fig. 1, it is equipped with solar paneid hatteries.

Keywords—stereo vision; path planning; unmanned sea The specifications of the vehicle are given ineahl
vehicle; T . -

. INTRODUCTION

Sea power is a very important factor in military,
commercial and transportation applications. Thera igreat
interest in unmanned vehicles in the maritime daanieom
military and research institutes. The history ofmanned
vehicles has its roots as far back as 425 BC THe first self-
flying robot bird is propelled by compressed aiModern
concepts were begun to be developed during the Eird
Second World Wars. The first navy USV’'s were radio
controlled drone boats which was used for collectin
radioactive water samples (1946) and performing emin
clearance operations (1960s). In 1985, the firstlenn USV
“The Owl” was designed around the base of a jetiski — :

International Robotic Systems Inc. In 1995, Nautec was Fig. 1.USV trials on Aydos lake, 05, July, 2012

established and developed a fully autonomous ntwiga
system using global positioning system and compaaking TABLE . THE SPECIFICATIONS OF DOGUSUSV

with a radar-based obstacle avoidance system. MKl [2]

was the first USV to be deployed for a real worlgsion in We,'ght , 256 kg
1995 in the Middle East. There are also many acadeen  -€ngth/Width/Height 330/151/110 (cm)
search projects involved in the development of US8sveral Power 5 HP
Catamaran type USVs have been developed such aSMBES Speed 16 knot
i';lnd Itzt;\I_iaIn DcatamaraR UISV [(13/”52\ 52)0?'{4’ the th(;\;rirlz?D a Motor Parsun F5ERL
ndustrial Dynamic Analysis esearch Gro -
Plymouth University designed a twin-hull catamard&V MoItaor Co_olmg Wé\telr
named Springer [3]. Springer research programmesdhito atteries €
design and build a new advanced intelligent integta = Battery Capacity 100 Ah per battery
navigation and autopilot (IINA) system. Number of Batteries 4

Energy efficiency and use of renewable energy amy v Solar Panels Lorentz LA-Series

important for long missions. Wave powered USV “Way Solar Panel efficiency For 10 year 90%, for 20 year 80%
Rudder Control DC motor



Controller U1 Ultra PC-Intel Atom Z520 single

core, 1.33 GHz
WiFi, GPS, RF, 3G
Arduino Mega 2560

Communication
Vehicle Controller

Il.  SYSTEMCOMPONENTS

The Dogus-USV was constructed as a sea vehicle
could be either remotely controlled or autonomdilse team
designed and built the boat starting with the badyan
inflatable boat and modified it to fit an electrimotor,
propellers, U1l computer, microcontroller, sensaameras,
batteries, and solar panels. The components aeetsédl and
constructed to perform long missions in harsh emvirents
without stopping or recharging. Dogus-USV is desifjito be
able to operate in harsh sea conditions; it is pgmpd with
sensors that can instantly report errors to thercbuenter.

The movement of the rudder is achieved via mechhnic

steering with a geared motor and a powered chain.

A. Motor Specifications

The vehicle is powered by a high efficiency bruskle
motor. Max power is 4.8 KW (over 6hp) but this nratorated
at 5 hp continuous. It has a high current protecsigstem. The
water-cooled version is preferred since the bodeisigned to
work over long ranges. It needs 100 amps of coatisu
current and a 10 second “power boost” of 140 anmpsfuil
speed. It needs a 48 V DC battery system. The tewbox is
also water cooled. For the forward and reverse siodday
based on-off control is applied. A servo motor sed for
changing speed. There is also another relay thattha power
using a different channel in case of an emergeBtandard
props are used. We have installed and tested atersyin a
lake with great results.

B. Solar Panels

The boat can supply its own energy and completdli} its
empty batteries in 7 hours from its solar panelg.(E). The
power supply consists of two solar panels of 130 favir
marine gel batteries of 100 Ah for 12 V each. Thegls are
highly efficient and durable against sea water. Tamel
surface is coated with a hydrophobic layer. Theedision of
each solar panel is 669x1556x37mm and its weigh® ikg.

C. Batteries

The marine gel type batteries selected can powerelictric

motor for up to 6 hours at top speed. Lead acicdgtéries are
common choice for sea vehicles to prevent foamirgur

accumulators have been placed in Dogus-USV with baing

taken to ensure they balance correctly.

D. Rudder

The rudder is driven using a 214:1 gear head mator.
external encode shown in Fig. 4 is mounted to nreathe
position of the rudder

that

E. Solar Panel Charge Controller Circuit

This is a waterproof circuit controlling the curtdlowing
from the solar panels to the batteries.

Fig. 2 Rudder mechanism an external enco®mm-500 pulses/turn.

F. Inverter

An inverter is a critical component, performing tagle and
DC/AC conversion to recharge the batteries whidhait do in
under 5 hours.

G. Vision

Two Internet Protocol Cameras (IP Cam) are ingtaiie
the USV. Each camera is built upon a 640 x 48Celpix
resolution image sensor with digital output. Tlhenera (Fig.
3) allows about 330 degrees of horizontal pan amla70
degrees of tilt and has night vision capability gonped by ten
infrared illuminators built in.

.  STEREOVISION

A simple model of an organic vision system includies
sensors, the eyes, connected to the brain by #ytigacked
bundle of nerves [5]. Stereo vision is a commondiotaining
the three dimensional position of objects from taromore
simultaneous views of a scene. In stereo visioresysthe
depth of information is not measured directly ieidrapolated
from the binocular images by helps of disparity.

Fig. 3:Stereo Camera system

A. Camera Geometry

The pinhole camera model defines the geometric
relationship between a 3D point and its 2D corresitg
projection onto the image plane. When using a gsbamera



model, this geometric mapping of three dimensiom® dwo,  whereA is the camera intrinsic matrix:
is called a perspective projection [6].

Pinhole camera consists of two planes: the imageaepl f 0 ¢
. . X X
and the focal plane with the optical center C (atsmwn _ f 4
as camera projectiazentre as shown in Fig. 4.) The image is A= 0 y Gy
formed in the image plane and the focal plane ialfg to the 0O 0 1
image plane on a distance which called focal lefiyth
According to pinhole camera model, a three dimeratio (;:x,fcy) aretrc]:ocf)rdlnla}tes ?t: thbe p;qulnmpal pomtéj )
point P(X,Y,Z) in space is formated two dimentional point of (fx, fy) are the focal lengths by the axes x and'y;
which an intersection of straight line from P t@ tbenter of ©)
. - . . X
the image plane. The knowledge of similar trianglemt of U fx 0 ¢, O v
- 1) C
P(fi,fi, f}can be mapped from point #(X,Y,Zz). VI=|0 fy ¢, 0 () = ml) = am ) ©)
Z Z s||o 0 10
1
r ) . M1 M2 N3 Tx
. P i P ; R= o1 Top [Ip3| VE T= TY (6)
A R 31 f32 Ta3 Tz
ey |77 el (RT) are extrinsic parameters: the rotation matrixaii
translation vector T that relate the world cooadinsystem to

the camera coordinate system.
Fig. 4. Camera geometry

Given that distance from the center of the imagm@lof the X (©) X W)
projection f, the actual size of the object on itmage plane ©) w)
size : Y& _[Res Toq | Y ©) — A W)
X Y z(c ) 1| zW) =M™ =DM ()
X'=-fZ  Y'=-f— 1) 3
4 4 1 1
M ¥ piel zie)) In summary, a point given in world coordinates is
— transformed onto a two dimensional image planegutie
= 7| v following equation () :
* m") =PM©,M© =pMW = m") = pDMW ®)
Focal Plane
(w)
U f, 0 c, O X )
Fig. 5. Camera Coordinates System Ry Taa | YV
VIFIO B e O o am| @
The system for modeling two cameras consists adethr S 0O 0 1 b3
different coordinate systems, the world referencamé 1
(x®) vy W) z0) the camera framdx ©),v(©),z()) with
the optical centre as origin and the image frafueV). Pinhole camera model is characterized by two types
(figure 5) parameter set. There are four intrinsic cameranpeters; two

are for the position of the origin of the image ihoate frame,

Camera model could be displayed with using homogeme and two are for the scale factors of the axes of ftame.
coordinates as a linear equation: There are six extrinsic camera parameters: threefar the

position of the center of projection, and three &e the

X'= AX 2 . . . )
@ orientation of the image plane coordinate frame [7]
The relationship between a 3D point M and its ienag To compute a comparison between two images captured
projection is given linearly by the formula; from two different cameras, intrinsic and extrinp@rameters

are essential.

m=A[R TIM 3)



B. Two view Geometry
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The image planes of the two cameras are arranged as

coplanar and collinear with identical optical cleesistics to
acquire the stereo image pair. This can be illtetras fig. 6.
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Leftimage nlane
Right image plane

Left camera

Right camera

Fig. 6. Parallel axes geometry

P(x, y, z) — a general scene point, which is ptejkdo
P_ on the left image andsPn the right image; (Xy.), (Xr,Yr)
and (x, y, z) represent left coordinates, rightrdotates and
global coordinates respectively.

Because of the cameras are fastened horizontdily,
vertical component of the disparity vectors is glsvaero.

. A5 J—:ﬁ*

Fig. 7. Diagram for depth calculation and disyari

The depth of an object, z-f, is inversely proparéibto the
disparity, which is given by:

_f*B
d
Equation (10) is obtained from Figure 7.

Z-f

(10)

C. Smplification of Sereo Vision Range Calculation

In order to find the distance of objects Equatidn(is
arranged as:

D3 fT
and, Ceconst = 3

e — _ 12
(Xe-xn) W (2

R = CCOHS

The values for distance between camera sensors f(i23)
length (F), total number of pixels across widthsefisor (T),
and width of sensor (W) that make up the cons@t (

The constant C could be calculated experiment8lly [

IV. PATHPLANNING

The purpose of path planning is finding a short and

complete path from the starting location of theototo the
target location without any collision avoiding abdes. The
basic concept of the potential field method isiltatie robot's
workspace with an artificial potential field in vahi the robot is
attracted to its goal position and is repulsed afvayn the
obstacles [8].

In general, the USV is represented as a partictieiuthe
influence of an scalar potential field U , defireed

u=u attractive +U (13)

repulsive
The vector field of artificial forces F(q) is giveby the
gradient of U :

F(q) =-0U 4 +0U (14)
The most commonly used form of potential field fimes
proposed by Kathib [9] is defined as:

U e (0) =§5 d™ (0, Agoa) (15)

In the equations q is the current coordinates efvhicle,

¢ is the scaling factor and @ Sheter) s the distance between
the robot q and the goal ggoal, and m =1 or 2.nke 1, the
attractive potential is conic in shape and theltiesuattractive
force has constant amplitude except at the goatrevblatt is
singular. For m= 2, the attractive potential is gtalic in

The dynamic movements of cameras which displaceghape. The corresponding attractive force is theengby the

horizontally from one to another, are eliminatedoider to
simplify control variables. Because of the usadgesame

negative gradient of the attractive potential.

featured cameras, both of them have the same camera

parameters such as field of view. The range (R)ntobject in
the image plane is calculated using a scaled ddtie total
number of horizontal pixels (C) divided by the lzortal shift
between the left imageq( and right imagexg).

Fattractive(q) = -0U repulsive(q) =< (ngal ) (16)

Because the responsibility of generated collisieoidance
is belonging to repulsive field, sources of repudsfields are
obstacles.



1 1 1. .
—N(——————) if d(qguy)=<d

Urep(g) =42 d(0,0es) do pim e
0 it d(d,0ug) >d

17

Wherep is a positive scaling factod(q,0,,g) denotes

the minimal distance from the robot g to the olstad,q

denotes the point on the obstacle such that thtarie
between this point and the robot is minimal betweka

obstacle and the robot, ardl} is a positive constant denoting

the distance of influence of the obstacle.

1 .
——————0d(q,Oppg) if

Fatt(q) = { d?(q, Gupe) o
0 if

d(Q,dopg) < d

d (q! qobsi) > dO
(18)

Combination of repulsive and attractive potentields
helps to find a path which generate robot to retchthe
required location by avoiding any collision to alxdés.

In many cases, the potential field method can tateuhe
route to the destination successfully. In somes;dsdling into
local minima may fail to reach a destination. Hus tcase, we
need to improve our algorithm.

V. EXPERIMENTALRESULTS

A. Camera Calibration

One of the basic tasks in stereo vision is tobcate the
cameras together in order to obtain the parametetswill
allow you to calculate the distance of an object 3w
information of the scene. These internal
parameters could be found by Bouguet's camera redilin
toolbox[10].

In stereo camera calibration firstly each cametibeaed
separately with grabbing and saving multiple viegfsan
calibration object like a chessboard in variousitpmss and
orientations with stereo camera using Matlab. Therem
variety of positions and orientations of the chesst in the
images, the better calibration results of sterauera system.
After that, the internal and external parametersewealculated
by the algorithm.

B. Obstacle Recognition

Images imported in computer are defined by only ipers.
There is more than one way to encode a picture diggu
different color spaces. The most common type is RB&ce,
each color is described as a combination of thra molors,

and exzlern

namely Red, Green and Blue. However, brightnesghef
environment, the signal to be pale and technicalsans
arising from camera, RGB color space is not sugtatu
determine an area. Concerning vision system suce@ss
algorithm was needed which could effectively sefearad,
green, yellow, and blue obstacles from the reshefscene. In
contrast to RGB color space was not robust enoagilow
the detection of yellow easily from the scene, se HSV
(hue, saturation and value) color space is uses. féund that
the different color obstacles could be easily sa&jgar using
just the Hue and Saturation components of the H8Mrc
space as shown in the figure (9).

Calibration images

Fig. 8. Calibration Images from Different Distaneesl Orientations

Saturation Image Value Image

Hue Image:

Fig. 9. Hue — Saturation — Value aspect of thgilel image
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Fig. 10. Histograms of a)Hue Value b)Saturatiolu@a)value value d)all
bands values

First of all to be converted HSV space, subsedyent
binary image form and the noise values with various
filtering methods have been destroyed, so that dinéy
yellow, red and blue balls are masked.



Left Image : Right Image implement and improve our algorithms for the real
o environment in real time.
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Fig 11. Coordinates of obstacles

After center of gravity coordinates and radius = ————
information of obstacles are obtained and scaled by = == e ﬁiﬁl‘g
algorithm, all of them mapped according to birdie e Fig. 14 Dgus-USV path planning interface
view. The bird's-eye view of three ball is shown in
figure 12. It can be noticed that the goal is ledaat
the minimum point here which is shown with darkeblu
areas. Red areas represent higher grounds in tigeesp
world. Figure 13 is the 3D view of the potentialdi
shown in figure 12.

CONCLUSION

Computer vision and artificial path planning inarknown
cluttered environment are important tasks for aomoous
future generation. We have built an unmanned sbileewith
the goal of reconnaissance and surveillance. Affitee step,
we tested our hardware and basic software compsnanthe
second step, the stereo vision system is integradethe
Dogus-USV for self-localization and object recognitiddsing
potential field algorithm, the obstacle’s locatisrmapped and
a collision free path is driven from the startingim to the
destination point is obtained.

¥ {mm)

433

REFERENCES

y [1] A. Motwani, “A Survey of Uninhabited Surface Velasl,MIDAS
o 568 x{mm) Technical Report: MIDAS.SMSE. 2012.TR.001 , 2012
[2] OwlIMKII, https://www.wamiltons.com/proje@idex.php
Fig. 12 Path planning [3] Springer: The Unmanned Surface Vehicle, Plymoutlivérsity, UK.
WWW.Springer-usv.com

[4] S. Bati, HA. Qul, C. Karagizmeli, D.B. Tukel, “Human-Computer
Interface for D@us Unmanned Sea Vehicle,” Robotic Sailing 2012-
2013, s:61-71

[5] K. A. Baravik.Thesis, Naval Postgraduate Schoobje€t Localization
and Ranging using StereoVision for use on Auton@méehicles,2009

[6] Y. Morvan, Acquisition, Compression and RenderirfgDepth and
Texture for Multi-View VideoJune 9, 2009]

[7] R. Hartley, A.Zisserman, Multiple View Geometidune 1999

[8] J.Latombe, Robot Motion Planning. Norwell, MA: Kar, 1991.

[9] O. Khatib, “Real time obstacle avoidance for matsmrs and mobile
robots”, The International Journal of Robotics Resh, Vol. 5, No. 1,

Fig. 13. 3D view of the potential field 5.90-98, doi.12

[10] Camera Calibration Toolboxhttp://www.vision.caltech.edu/bouguetj/
calib_doc/

Yy'o g
vy'ld,,
- A
vyl

Vision and navigation algorithms we have codedtasted in
the laboratory environment. In figure 14, the uséerface of
our software is shown. The next step of this wosktd



