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CERTIFIED REDUCED BASIS METHODS AND OUTPUT.getBounds
FOR THE HARMONIC MAXWELL’S EQUATIONS

YANLAI CHEN †, JAN S. HESTHAVEN †, YVON MADAY † ‡, AND JERÓNIMO
RODRÍGUEZ §

Abstract. We propose certified reduced basis methods for the efficient and reliable evaluation
of a general output that is implicitly connected to a given parameterized input through the harmonic
Maxwell’s equations. The truth approximation and the development of the reduced basis through a
greedy approach is based on a discontinuous Galerkin approximation of the linear partial differential
equation. The formulation allows the use of different approximation spaces for solving the primal
and the dual truth approximation problems to respect the characteristics of both problem types,
leading to an overall reduction in the off-line computational effort.

The main features of the method are: i) rapid convergence on the entire set of parameters,
ii) rigorous a posteriori error estimators for the output and iii) a parameter independent off-line
phase and a computationally very efficient on-line phase to enable the rapid solution of many-
query problems arising in control, optimization, and design. The versatility and performance of this
approach is shown through a numerical experiment, illustrating the modeling of material variations
and problems with resonant behavior.

Key words. Reduced basis methods; a priori theory; a posteriori error estimation; discontinuous
Galerkin methods; Maxwell’s equations.

AMS subject classifications.

1. Introduction. Many applications related to computational optimization, control
and design, require the ability to rapidly, perhaps even in real time, and accurately
predict some quantities of interest under the variation of a set of parameters. A sim-
ilar need can be found in the development of large simulation based databases or the
development of efficient ways to quantify uncertainty and its impact.

In such cases, an output of interest, here denoted by \( s^e \), is often provided by a func-
tional applied to the solution of a parametrized partial differential equation (PDE)
that describes the underlying physics. More precisely,

\[
\text{For an input } \nu \in \mathcal{D} \subset \mathbb{R}^q \text{ the output is defined by } \\
\quad s^e(\nu) := l(u^e(\nu); \nu) \in \mathcal{C},
\]

where \( u^e(\nu) \in X^e \) is the solution of the linear PDE

\[
\mathcal{L}(\nu)u^e(\nu) = f(\nu). \tag{1.1}
\]

The \( q \)-dimensional set of parameters \( \nu \), here denoting the input, determine a par-
ticular configuration of the system. In practice the parameters can be related to
the description of sources, materials, geometries, uncertainties etc. In such cases we
have an implicit relationship between the input and the output through the partial
differential equation.

Our primary goal is to develop a systematic approach to obtain an accurate and
reliable approximation of the output of interest at very low computational cost for
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applications where many queries, i.e., solutions, are needed. We will explore the use of a reduced basis method by recognizing, and implicitly assuming, that the parameter dependent solution \( u^\nu \) is not simply an arbitrary member of the infinite-dimensional space associated with the partial differential equation, but rather that it evolves on a lower-dimensional manifold induced by the parametric dependence. Under this assumption we can expect that as \( \nu (\in \mathcal{D} \subset \mathbb{R}^q) \) varies, the set of all solutions \( u^\nu \) can be well approximated by a finite and low dimensional vector space. Hence, for a well chosen set of \( N \) parameters \( \nu_i \), there exist coefficients \( c_i = c_i^N (\nu) \) such that \( \sum_{i=1}^{N} c_i u(\nu_i) \) is very close to \( u^\nu(\nu) \) for any \( \nu \in \mathcal{D} \) when measured in an appropriate norm.

The reduced basis method was first introduced in the 1970’s for nonlinear structural analysis [1, 19] and it was subsequently abstracted, analyzed [4, 24] and generalized to other type of parametrized partial differential equations [10, 20]. Most of these earlier works focus on arguments that are local in the parameter space. Expansions to a low dimensional manifold are typically defined around a particular point of interest and the associated a priori analysis relies on asymptotic arguments on sufficiently small neighborhoods [7, 22]. In such cases, the computational improvements are quite modest. In [2, 13] a global approximation space was built by using solutions of the governing PDE at globally sampled points in the parameter space, resulting in a much more efficient method. However, no a priori theory or a posteriori error estimators were developed in this early work.

In recent years, a number of novel ideas and essential new features have been presented [15, 14, 29, 23, 28, 3, 9, 27, 25]. In particular, global approximation spaces have been introduced and uniform exponential convergence of the reduced basis approximation has been numerically observed and confirmed in [16] where the first theoretical a priori convergence result for a one dimensional parametric space problem is presented. The development of rigorous a posteriori error estimators has also been presented, thereby transforming the reduced basis methods from an experimental technique to a computational method with a true predictive value.

Furthermore, in cases where the problem satisfies an affine assumption; that is, the operators and the data can be written as a linear combination of functions with separable dependence of the parameter and the spatial variation of the data, an off-line/on-line computational strategy can be formulated. The off-line part of the algorithm, consisting of the generation of the reduced basis space, is \( \nu \)-independent and can be done in preprocessing. The computational cost of the on-line part depends solely on the dimension of the reduced basis space and the parametric complexity of the problem, while the dependence on the complexity of the truth approximation has been removed, resulting in a highly efficient approach.

When the data of the PDE are not affine, this computational strategy can not be directly applied anymore and the on-line computational cost of the algorithm may be rather high. Recently, in [3], a procedure allowing the treatment of some of these non-affine operators has been presented and shown to recover the off-line/on-line efficiency of the original algorithm. This technique, which also provides asymptotic a posteriori error estimators, has been successfully used in several applications [9, 8, 18, 26].

Following standard techniques, we will consider (1.1) on weak form as
For an input $\nu \in \mathcal{D} \subset \mathbb{R}^p$ the output is defined by
\[
s^e(\nu) := l(u^e(\nu); \nu) \in \mathbb{C},
\]
where $u^e(\nu) \in X^e$ is the exact solution of the linear PDE
\[
a(u^e(\nu), v; \nu) = f(v; \nu), \quad \forall v \in X^e.
\]
(1.2)

In contrast to most previous work, we focus on wave-dominated problems such as acoustic and electromagnetic wave propagation. As we will experience later in this work, this introduces a number of additional complexities when compared to the more straightforward coercive problem.

It is useful to realize that the output $s^e(\nu)$ can also be obtained using adjoint techniques. Let us consider the adjoint problem
\[
\begin{aligned}
\text{Seek } \psi^e(\nu) \in X^e 	ext{ such that } \\
a(\phi, \psi^e(\nu); \nu) = l(\phi; \nu), \quad \forall \phi \in X^e.
\end{aligned}
\]
(1.3)

We will refer to (1.2) as the primal problem, and to (1.3) as the dual problem. One has
\[
f(\psi^e(\nu); \nu) = a(u^e(\nu), \psi^e(\nu); \nu) = l(u^e(\nu); \nu) = s^e(\nu).
\]

As we will discuss later (see also [21, 23] for more details), an efficient and accurate way to compute the output needs to solve both problems, the nature of which might be slightly different except in the simple self-adjoint case. For this reason we will allow the use of different approximation spaces for solving these problems. This yields some additional flexibility and may reduce the off-line computational effort without adversely impacting the accuracy.

To solve the primal and dual problems for specific parameter choices, we will use a discontinuous Galerkin method [11]. These methods have developed rapidly during the last decade and have proven themselves to be an efficient and accurate way to solve general wave problems and Maxwell’s equations in particular. While the analysis of the resulting reduced basis method is influenced somewhat by the choice of the approximation technique for the primal/dual problems, the general framework developed here can be expected to generalize to other techniques such as classic finite element methods.

What remains of the paper is organized as follows. In Sec. 2 we briefly outline the harmonic Maxwell’s equations and discuss appropriate boundary conditions and solution spaces. This sets the stage for Sec. 3 where we discuss the discontinuous Galerkin method for discretizing Maxwell’s equations. Section 4 is the first main part of this work and outlines in detail the development of the reduced basis technique, including a priori theory and a posteriori error estimates. In Sec. 5 we address the second main topic related to the algorithmic aspects of the method while Sec. 6 is devoted to illustrating the performance of the algorithm on a non-trivial test case. Section 7 contains a few concluding remarks and suggestions for future work.

2. The harmonic Maxwell’s equations. Let us consider the harmonic charge-free Maxwell’s equations defined on $x \in \Omega \subset \mathbb{R}^d$ with $\partial \Omega$ representing the boundary of the domain of interest.
\[
\begin{align*}
\begin{array}{ll} 
i \omega \varepsilon E = \nabla \times H + J, & i \omega \mu H = -\nabla \times E \\
\nabla \cdot (\varepsilon E) = 0, & \nabla \cdot (\mu H) = 0.
\end{array}
\end{align*}
\]
(2.1)
Here \( \mathbf{E}(x) = (E_x, E_y, E_z) \), \( \mathbf{H}(x) = (H_x, H_y, H_z) \) represent the electric and magnetic vectors phasor fields, \( \mathbf{J}(x) = (J_x, J_y, J_z) \) the current source, and \((\varepsilon(x), \mu(x))\) are the tensors of electric permittivity and magnetic permeability, respectively. Both of these are Hermitian for the energy conserving case but are complex negative definite tensors for general lossy materials. To simplify matters we assume isotropic materials in which case \( \varepsilon(x) = \varepsilon(x)I \) where \( \varepsilon(x) \) is a scalar and I a 3-identity matrix, and similarly for the permeability. The parameter \( \omega \) reflects the angular frequency of the electromagnetic wave.

The boundary conditions on the electric field are imposed on the tangential components, \( \mathbf{n} \times \mathbf{E} \), which must remain continuous across a material interface endowed with the outward pointing normal vector, \( \mathbf{n} \). The tangential field vanishes along a perfectly electrically conducting metallic wall. For the magnetic field, the tangential components \( \mathbf{n} \times \mathbf{H} \) likewise remains continuous across material interfaces while at a perfectly electrically conducting wall, \( \mathbf{n} \cdot \mathbf{H} \) vanishes.

The natural space for solutions to Maxwell’s equations is \( X^e = \text{H}(\text{curl}) \), defined as

\[
\text{H}(\text{curl}) = \left\{ v \in (L^2(\Omega))^d | \nabla \times v \in (L^2(\Omega))^d \right\}.
\]

If we define the standard \( L^2 \)-inner product and norm as

\[
(u, v)_\Omega = \int_\Omega u \cdot v^* \, dx, \quad \|u\|^2 = (u, u)_\Omega,
\]

the natural norm associated with Maxwell’s equations is

\[
\|v\|_{\text{H}(\text{curl})}^2 = \|v\|^2 + \|
abla \times v\|^2.
\]

The problem can be further simplified to recover the second order curl-curl formulation

\[
\nabla \times \mu(x)^{-1} \nabla \times \mathbf{E} - \varepsilon(x) \omega^2 \mathbf{E} = i\omega \mathbf{J}, \quad x \in \Omega. \quad (2.2)
\]

Naturally, an equivalent equation can be obtained for the magnetic field. If we define the bilinear form \( a(u, v) : X^e \times X^e \to \mathbb{C} \) as

\[
a(u, v) = (\mu^{-1} \nabla \times u, \nabla \times v)_\Omega - \omega^2 (\varepsilon u, v)_\Omega, \quad \forall u, v \in X^e,
\]

then the variational statement for the curl-curl equation is: find \( \mathbf{E} \in X^e \) such that

\[
a(\mathbf{E}, v) = f(v),
\]

provided we consider the simple case of perfectly electrically conducting walls for \( x \in \partial \Omega \). Here,

\[
f(v) = (f, v)_\Omega = \int_\Omega f \cdot v^* \, dx, \quad \forall v \in X^e,
\]

More general situations and the general question of well-posedness of Maxwell’s equations are discussed at length in [17].
The dual problem for this case reads as follows: find \( \psi \in X^c \) such that

\[
a(\phi, \psi) = \ell(\phi) \quad \forall \phi \in X^c.
\]

Here,

\[
\ell(\phi) = (\phi, l)_\Omega.
\]

In the simpler case where the materials in Eq. (2.2) can be assumed homogeneous in \( \Omega \) we can use the solenoidal nature of \( E \); that is, \( \nabla \cdot E = 0 \), to recover the wave Helmholtz equation

\[
\nabla^2 E + \varepsilon \mu \omega^2 E = f, \quad x \in \Omega.
\]

Imposing simple homogeneous conditions of either Dirichlet or Neumann type we recover the classic wave equation for acoustic waves with hard or soft boundaries, respectively. In these latter cases, the solutions are more regular, the natural space is the standard \( H^1(\Omega) \) Sobolev space, and the variational statement and bilinear form follow from standard arguments. While we focus on applications driven by Maxwell’s equations, the methods apply also to this simpler case of harmonic wave propagation.

3. The discontinuous Galerkin approximation. To solve the equations introduced above, we employ a discontinuous Galerkin method [11]. To get started, assume that \( \Omega \) is represented by a set of non-overlapping elements, \( D^k \), as

\[
\Omega = \sum_{k=1}^{K} D^k,
\]

and on each of these elements, often of a simplex type, we assume that we can approximate the solution, \( E \in X^c \), by a \( p \)th order polynomial; that is we assume

\[
x \in D^k : \quad E \simeq E^k_h \in [P^k_p(x)]^d,
\]

where \( P^k_p \) is the space of \( p \)th order complex-valued polynomials defined on \( D^k \). The global space of solutions, \( X^c \), is thus approximated by \( X^c_h = \oplus_k [P^k_p]^d \) and we seek \( (q_h, E_h) \), approximations to \( (\mu(x)^{-1} \nabla \times E, E) \), that satisfy the following elementwise statement

\[
(q_h, \nabla \times v_h)_{D^k} - \omega^2 (\varepsilon E_h, v_h)_{D^k} + \left((\hat{n} \times q_h)^*, v_h\right)_{\partial D^k} = (f_h, v_h)_{D^k}, \quad \forall v_h \in X^c_h,
\]

\[
(\mu q_h, w_h)_{D^k} = (E_h, \nabla \times w_h)_{D^k} + \left((\hat{n} \times E_h)^*, w_h\right)_{\partial D^k}, \quad \forall w_h \in X^c_h,
\]

where we denote the piecewise polynomial representation of \( f \) as \( f_h \).

We have introduced the numerical fluxes, \( (\hat{n} \times q_h)^* \), and \( (\hat{n} \times E_h)^* \), which enforce connectivity between the elements and give stability of the discrete problem. Among several possibilities for the fluxes, we use stabilized central fluxes as

\[
(\hat{n} \times q_h)^* = \hat{n} \times \{\{q_h\}\} - \tau [E_h]_T,
\]
\[
(\hat{n} \times E_h)^* = \hat{n} \times \{E_h\}.
\]

Here we have used the standard notation of

\[
\{u\} = \frac{u^- + u^+}{2}, \quad [u]_T = \hat{n}^- \times u^- + \hat{n}^+ \times u^+,
\]

as the local average and tangential jump, respectively, across an interface between two elements. Here \(u^-\) refers to the interior solution and \(u^+\) to the exterior solution. The choice of flux allows one to locally compute \(q_h\), i.e., expressing the problem as a system is done merely for notational convenience. Furthermore, one easily sees that the system is symmetric for real valued materials but the general problem is indefinite for high-frequency problems, i.e., when \(\omega\) is large.

We can use different meshes for the primal and dual problems to respect their specific natures. As a result, the approximation spaces (denoted by \(X_p^h\) and \(X_d^h\)) are not the same. Neither are the bilinear forms, denoted by \(a_p^h(\cdot, \cdot)\) and \(a_d^h(\cdot, \cdot)\).

If we further reduce the problem by exploring the local nature of the formulation, the problem of finding \(E_h \in X_h^e\) is given as

\[
a_p^h(E_h, v_h) = (f_h, v_h)_{\Omega,h}, \quad \forall v_h \in X_h^e,
\]

where we have defined the discrete bilinear form \(a_p^h : X_h^e \times X_h^e \to \mathbb{C}\) as

\[
a_p^h(u_h, v_h)_{\Omega,h} = (\mu^{-1} \nabla_h \times u_h, \nabla_h \times v_h)_{\Omega,h} - \omega^2 (\varepsilon u_h, v_h)_{\Omega,h} - ([u_h]_T, \{|\nabla_h \times u_h\}|)_{F,h} + ([v_h]_T, \{|\nabla_h \times v_h\}|)_{F,h}.
\]

We have defined \(\nabla_h \times\) as the local discrete curl-operator and the broken norms

\[
(u_h, v_h)_{D^k} = \int_{D^k} u_h \cdot v_h^* \, dx, \quad (u_h, v_h)_{\Omega,h} = \sum_h (u_h, v_h)_{D^k},
\]

and

\[
(u_h, v_h)_{F,h} = \int_F u_h \cdot v_h^* \, dx,
\]

where \(F\) represents all faces in the triangulated grid.

The parameter \(\tau\) is introduced to control the large null-space and is generally taken to be \(\tau \propto p^2/h\), with \(h\) being a measure of the local grid spacing and \(p\) the order of the local approximation. Spectral properties and error analysis of this scheme is discussed in detail in [11] where also further references can be found. The extension to the adjoint problem is straightforward.

4. The certified reduced basis method. In the following we discuss in some detail the construction and analysis of the certified reduced basis method, combined with the discontinuous Galerkin approximation, of the primal (1.2) and dual problem (1.3). The reliability of the formulation is secured via the construction of \emph{a posteriori} error estimators.
4.1. Some notation and basic assumptions. Let \( X_h^p \) (resp \( X_h^d \)) be a discontinuous Galerkin approximation space well adapted to the primal problem (1.2) (resp. to the dual problem (1.3)) and let \( X_h^{pd} \) be a third approximation space satisfying \( X_h^p \subset X_h^{pd}, \quad X_h^d \subset X_h^{pd} \). Associated with these spaces we introduce the corresponding discrete norms and linear and bilinear forms

\[
\| \cdot \|_{X_h^m} : \quad X_h^m \longrightarrow \mathbb{R}^+, \\
f_h^m(\cdot, \nu) : \quad X_h^m \longrightarrow \mathbb{C}, \quad l_h^m(\cdot, \nu) : \quad X_h^m \longrightarrow \mathbb{C}, \\
a_h^m(\cdot, \cdot, \nu) : \quad X_h^m \times X_h^m \longrightarrow \mathbb{C}.
\]

We furthermore assume that the discrete inf-sup parameters, defined as

\[
\gamma^m(\nu) := \sup_{v_h \in X_h^m} \sup_{w_h \in X_h^m} \frac{|a_h^m(v_h, w_h; \nu)|}{\|v_h\|_{X_h^m} \|w_h\|_{X_h^m}} < +\infty, \quad \forall \nu \in \mathcal{D}, \quad (4.1)
\]

are bilinear operators uniformly continuous for \( \nu \in \mathcal{D} \) and that \( a_h^m(\cdot, \cdot, \nu), \quad m \in \{p, d, pd\} \) are bilinear operators uniformly continuous for \( \nu \in \mathcal{D} \); that is,

\[
\gamma^m(\nu) := \sup_{v_h \in X_h^m} \sup_{w_h \in X_h^m} \frac{|a_h^m(v_h, w_h; \nu)|}{\|v_h\|_{X_h^m} \|w_h\|_{X_h^m}} < +\infty, \quad \forall \nu \in \mathcal{D}, \quad (4.2)
\]

We furthermore assume that the discrete inf-sup parameters, defined as

\[
\beta^p,m(\nu) := \inf_{v_h \in X_h^m} \sup_{w_h \in X_h^m} \frac{|a_h^m(v_h, w_h; \nu)|}{\|v_h\|_{X_h^m} \|w_h\|_{X_h^m}}, \quad m \in \{p, pd\},
\]

\[
\beta^d,m(\nu) := \inf_{\psi_h \in X_h^m} \sup_{\phi_h \in X_h^m} \frac{|a_h^m(\phi_h, \psi_h; \nu)|}{\|\phi_h\|_{X_h^m} \|\psi_h\|_{X_h^m}}, \quad m \in \{d, pd\}, \quad (4.3)
\]

are uniformly bounded away from zero

\[
0 < \beta^p,m_0 \leq \beta^p,m(\nu), \quad \forall \nu \in \mathcal{D}, \quad m \in \{p, pd\},
\]

\[
0 < \beta^d,m_0 \leq \beta^d,m(\nu), \quad \forall \nu \in \mathcal{D}, \quad m \in \{d, pd\},
\]

which suffices to guarantee existence and uniqueness of the solution to the discrete problem. It is worth noting that for Maxwell’s equations, this assumption is violated for certain parameters corresponding to pure resonances and we will see the consequence in the section of numerical experiments.

It will furthermore be assumed that for \( m \in \{p, d\} \) we have

\[
\|u_h\|_{X_h^m} = \|u_h\|_{X_h^{pm}}, \quad \forall u_h \in X_h^m,
\]

\[
a_h^m(u_h, v_h; \nu) = a_h^{pd}(u_h, v_h; \nu), \quad \forall (u_h, v_h) \in X_h^m \times X_h^m,
\]

\[
f_h^m(u_h; \nu) = f_h^{pd}(u_h; \nu), \quad \forall u_h \in X_h^m,
\]

\[
l_h^m(u_h; \nu) = l_h^{pd}(u_h; \nu), \quad \forall u_h \in X_h^m. \quad (4.4)
\]

Denote \( \mathcal{N}^m = \dim(X_h^m), \quad m \in \{p, d, pd\} \); that is, \( \mathcal{N}^m \) represents the total number of degrees of freedom for the discrete approximation.

4.1.1. The truth approximation. The approximate primal and dual problems are defined as

\[
\text{Find } u_h^m(\nu) \in X_h^m \text{ such that } (m \in \{p, pd\}) \]

\[
a_h^m(u_h^m(\nu), v_h; \nu) = f_h^m(v_h; \nu), \quad \forall v_h \in X_h^m, \quad (4.5)
\]
Find $\psi^m_h(\nu) \in X^m_h$ such that $(m \in \{d, pd\})$

$$a^m_h(\phi_h, \psi^m_h(\nu); \nu) = l^m_h(\phi_h; \nu), \quad \forall \phi_h \in X^m_h.$$  \hfill (4.6)

We call $u^m_h(\nu)$ (resp. $\psi^m_h(\nu)$) the primal (resp. dual) truth approximation computed on $X^m_h$, $m \in \{p, pd\}$ (resp. $m \in \{d, pd\}$).

The truth approximation of the output of interest is computed as

$$s^{pd}_h(\nu) := l^{pd}_h(u^{pd}_h(\nu); \nu) = f^{pd}_h(\psi^{pd}_h(\nu); \nu).$$  \hfill (4.7)

The approximation spaces are assumed to have been chosen such that

$$\|u^m_h - u^\nu\| \leq \varepsilon, \quad \|\psi^m_h - \psi^\nu\| \leq \varepsilon, \quad \forall \nu \in D.$$  \hfill (4.8)

This implies in general that $N^m$ will have to be large, resulting in a significant computational cost for problems where many instances of $\nu$ must be evaluated. One of the goals of this work is to significantly reduce this cost.

4.2. The reduced basis method. The primary goal here is to reduce the dimension of the approximation spaces to speed up the computations without impacting the accuracy. To facilitate this we introduce nested sets of samples

$$S^p_N = \{\nu^p_i \in D, \ 1 \leq i \leq N\},$$
$$S^d_M = \{\nu^d_j \in D, \ 1 \leq j \leq M\},$$  \hfill (4.9)

and the associated Lagrangian reduced basis spaces

$$X^p_N = \text{span}\{u^p_h(\nu^p_i), \ 1 \leq i \leq N\},$$
$$X^d_M = \text{span}\{\psi^d_h(\nu^d_j), \ 1 \leq j \leq M\}.$$  \hfill (4.10)

By solving the primal and dual reduced basis problems

$$\text{Find } u_N(\nu) \in X^p_N \text{ such that}$$
$$a^p_h(u_N(\nu), v_N; \nu) = f^p_h(v_N; \nu), \quad \forall v_N \in X^p_N,$$  \hfill (4.11)

$$\text{Find } \psi_M(\nu) \in X^d_M \text{ such that}$$
$$a^d_h(\phi_M, \psi_M(\nu); \nu) = l^d_h(\phi_M; \nu), \quad \forall \phi_M \in X^d_M,$$  \hfill (4.12)

we define the reduced basis approximation of the output as [21]

$$s_{N,M}(\nu) = l^p(u_N(\nu); \nu) - a^{pd}(u_N(\nu), \psi_M(\nu); \nu) + f^d(\psi_M(\nu); \nu).$$  \hfill (4.13)

We will observe numerically that when the sets of samples, Eq. (4.9), are carefully chosen, this reduced basis output converges toward the truth approximations of the output at an exponential rate [16].
4.3. The affine assumption and off-line/on-line strategies. One might expect a reduction of the numerical cost as soon as the computation of \( u_N(\nu) \) (resp. \( \psi_M(\nu) \)) involves the solution of an \( N \times N \) (resp. \( M \times M \)) linear system. However, the total computational cost still depends on \( N^m \), \( m \in \{p, d, pd\} \) as for each \( \nu \), the linear systems have to be assembled and (4.13) has to be evaluated. This bottleneck can, however, be removed in many situations.

Let us assume that the operators \( f^m_k(\,;\,;\) and \( l^m_k(\,;\,) \) and \( a^m_k(\,;\,;\) \( m \in \{p, d, pd\} \) can be expressed as

\[
\begin{align*}
a^m_k(u_h, v_h; \nu) &= \sum_{q=1}^{Q_N} \Theta^p_q(\nu) a^m_{q,h}(u_h, v_h), \quad \forall (u_h, v_h) \in X^m_h \times X^m_h, \\
f^m_k(u_h; \nu) &= \sum_{q=1}^{Q_f} \Theta^f_q(\nu) f^m_{q,h}(u_h), \quad \forall u_h \in X^m_h, \\
l^m_k(\phi_h; \nu) &= \sum_{q=1}^{Q_l} \Theta^l_q(\nu) l^m_{q,h}(\phi_h), \quad \forall \phi_h \in X^m_h,
\end{align*}
\]

(4.14)

where the \( a^m_k(\,;\,;\) (resp. \( f^m_k(\,;\) and \( l^m_k(\,) \) ) are \( \nu \)-independent discrete operators and the functions \( \Theta^s_q(\) depend only on \( \nu \). We generally assume that \( Q_h, s \in \{a, f, l\} \) is small although this is not an essential assumption.

Equations in (4.14) are called the affine assumptions for \( f^m_k(\,;\,;\) and \( l^m_k(\,;\) and \( a^m_k(\,;\,;\) \) \( m \in \{p, d, pd\} \). As we will see shortly, this enables the development of an attractive off-line/on-line strategy. The off-line part of the computation, being \( \nu \) independent, can be done entirely in a preprocessing stage. The computational cost of the on-line part is \( N^m \)-independent and thus, very small.

To further emphasize this, we write the reduced basis solutions as linear combinations of the elements of the reduced basis:

\[
\begin{align*}
u_N(\nu) &= \sum_{i=1}^{N} u^i_N(\nu)\xi^p_i, \quad \psi_N(\nu) &= \sum_{j=1}^{M} \psi^j_M(\nu)\xi^d_j.
\end{align*}
\]

(4.15)

Here we have introduced the basis elements, \( \xi^p_i \) and \( \xi^d_j \) which, in the simplest case, are \( \xi^p_i = \psi^p_i(\nu_i) \) and \( \xi^d_j = \psi^d_j(\nu_i) \). However, as we will discuss later, it is computationally advantageous to require the basis elements to be mutually orthogonal.

In this way, solving (4.11) and (4.12) reduces to

\[
\begin{align*}
\text{Find } u^j_N(\nu), \quad j \in \{1, \ldots, N\} \text{ such that }
\sum_{j=1}^{N} \sum_{q=1}^{Q_N} \Theta^p_q(\nu) a^p_{q,h}(\xi^p_i, \xi^p_j) u^j_N(\nu) &= \sum_{q=1}^{Q_f} \Theta^f_q(\nu) f^p_{q,h}(\xi^p_i),
\end{align*}
\]

\[
\begin{align*}
\text{Find } \psi^j_M(\nu), \quad j \in \{1, \ldots, M\} \text{ such that }
\sum_{j=1}^{M} \sum_{q=1}^{Q_M} \Theta^d_q(\nu) a^d_{q,h}(\xi^d_i, \xi^d_j) \psi^j_M(\nu) &= \sum_{q=1}^{Q_l} \Theta^l_q(\nu) l^d_{q,h}(\xi^d_i),
\end{align*}
\]

where we have assumed (4.14). The framed terms are all \( \nu \)-independent and can be precomputed off-line. Once these computations have been done, the number of


operations to be performed in the on-line procedure is proportional to
\[
\#\text{Op} \approx N^2 Q_a + M^2 Q_a + N Q_f + M Q_l + N^3 + M^3,
\]
and it is therefore very fast since it does not depend on the dimension of the truth approximation spaces, \( N^m \).

Using the affine assumption, the reduced basis output can be expressed as
\[
s_{N,M}(\nu) = \sum_{i=1}^{N} \sum_{q=1}^{Q} u_N^i(\nu) \Theta^j_q(\nu) \left[ p^d_{q,h}(\xi^d_j) + \sum_{j=1}^{M} \psi_M^j(\nu) \Theta_q^j(\nu) \left[ f^d_{q,h}(\xi^d_j) \right] \right] - \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{q=1}^{Q} \psi_M^i(\nu) \psi_M^j(\nu) \Theta_q^i(\nu) \left[ a^d_{q,h}(\xi^d_i, \xi^d_j) \right].
\]
The framed terms can be computed in preprocessing as they are independent of \( \nu \).

The number of operations depending on \( \nu \) is of order
\[
\#\text{Op} \approx N Q_f + M Q_l + N M Q_a,
\]
which is again independent of \( N^m \).

4.4. A priori estimates. In this section we discuss the stability of problems (4.11) and (4.12) and the convergence of the reduced basis approximations toward the truth approximations for increasing \( N \) and \( M \).

We begin by pointing out that stability of the reduced basis problem is not implied by the assumptions on (4.3). It will be satisfied only for certain sets of samples (4.9). Let us therefore consider stability of the reduced basis problems.

**Theorem 4.1** (Stability of (4.11) and (4.12)). Assume that the discrete inf-sup parameters satisfy
\[
0 < \beta_0^p \leq \inf_{v_N \in X^p_N} \sup_{w_N \in X^p_N} \frac{|a^p_N(v_N, w_N; \nu)|}{\|v_N\|_{X^p_N} \|w_N\|_{X^p_N}}, \quad (a) \forall \nu \in \mathcal{D}.
\]
\[
0 < \beta_0^d \leq \inf_{\psi_M \in X^d_M} \sup_{\phi_M \in X^d_M} \frac{|a^d_{\phi_M}(\psi_M; \nu)|}{\|\phi_M\|_{X^d_M} \|\psi_M\|_{X^d_M}}, \quad (b)
\]
Then, (4.11) and (4.12) are stable.

**Proof:** The existence and uniqueness of solution of problem (4.11) (resp. (4.12)) are given by assumption (4.16a) (resp. (4.16b)). Moreover, we deduce from the same assumption that, for any \( \varepsilon \in (0, \beta_0^p) \), there \( \exists w_N \in X^p_N \) such that
\[
(\beta_0^p - \varepsilon) \|u_N(\nu)\|_{X^p_N} \|w_N\|_{X^p_N} \leq |a^p_N(u_N(\nu), w_N; \nu)| = |f^p_N(w_N; \nu)|.
\]
This implies
\[
\|u_N(\nu)\|_{X^p_N} \leq \frac{1}{\beta_0^p - \varepsilon} \|f^p_N(\cdot; \nu)\|_{(X^p_N)'}.
\]
We prove the continuity of the solution with respect to the data by taking \( \varepsilon = \frac{\delta_0}{2} \). A similar proof can be done for the dual problem.
Theorem 4.2 (A priori primal and dual estimates). Under the same assumptions as Theorem 4.1 we have

\[
\begin{align*}
\|u_h^m(\nu) - u_N(\nu)\|_{X_h^m} & \leq C_{p,m}(\nu) \inf_{v_N \in X_h^m} \|u_h^m(\nu) - v_N\|_{X_h^m}, \quad m \in \{p, pd\}, \\
\|\psi_h^m(\nu) - \psi_M(\nu)\|_{X_h^m} & \leq C_{d,m}(\nu) \inf_{\phi_M \in X_M^d} \|\psi_h^m(\nu) - \phi_M\|_{X_h^m}, \quad m \in \{d, pd\}.
\end{align*}
\]

where

\[
C_{n,m}(\nu) = 1 + \frac{\gamma^m(\nu)}{\beta_0^n}, \quad n \in \{p, d\}, \quad m \in \{p, d, pd\}.
\]

Proof: Using assumption (4.16) we know that, for any \( \varepsilon > 0 \) and any \( v_N \in X_p^p \), there \( \exists w_N \in X_p^p \) such that

\[
(\beta_0^n - \varepsilon) \|u_N(\nu) - v_N\|_{X_h^m} \|w_N\|_{X_h^m} \leq |a_h^m(u_N(\nu) - v_N, w_N; \nu)| = |a_h^m(u_h^m(\nu) - v_N, w_N; \nu)| \leq \gamma^m(\nu) \|u_h^m(\nu) - v_N\|_{X_h^m} \|w_N\|_{X_h^m}.
\]

Thus, we prove the result for the primal problem, Eq.(4.17(a)), by using triangle inequality. The result for the dual problem, Eq.(4.17(b)), is obtained in a similar way.

Before giving a similar result for the output we note that

\[
s_h^{pd}(\nu) - s_{N,M}(\nu) = a_h^{pd}(u_h^{pd}(\nu) - u_N(\nu), \psi_h^{pd}(\nu) - \psi_M(\nu); \nu),
\]

due to linearity.

Theorem 4.3 (A priori estimate on the output with respect to \( s_h^{pd}(\nu) \)). Under the same assumptions as Theorem 4.1 we have

\[
|s_h^{pd}(\nu) - s_{N,M}(\nu)| \leq \gamma^{pd}(\nu) C_{p, pd}(\nu) C_{d, pd}(\nu) \times 
\inf_{v_N \in X_p^p} \|u_h^{pd}(\nu) - v_N\|_{X_h^{pd}} \inf_{\phi_M \in X_M^d} \|\psi_h^{pd}(\nu) - \phi_M\|_{X_h^{pd}},
\]

\[
|s_h^{pd}(\nu) - s_{N,M}(\nu)| \leq \gamma^{pd}(\nu) \times 
\left[ \|u_h^{pd}(\nu) - u_h^p(\nu)\|_{X_h^{pd}} + C_{p,p}(\nu) \inf_{v_N \in X_h^m} \|u_h^p(\nu) - v_N\|_{X_h^m} \right] \times 
\left[ \|\psi_h^{pd}(\nu) - \psi_h^p(\nu)\|_{X_h^{pd}} + C_{d,d}(\nu) \inf_{\phi_M \in X_M^d} \|\psi_h^p(\nu) - \phi_M\|_{X_M^d} \right].
\]

Proof: Using (4.18) and the continuity of \( a_h^m(\cdot, \cdot; \nu) \) we obtain

\[
|s_h^{pd}(\nu) - s_{N,M}(\nu)| \leq \gamma^{pd}(\nu) \|u_h^{pd}(\nu) - u_N(\nu)\|_{X_h^{pd}} \|\psi_h^{pd}(\nu) - \psi_M(\nu)\|_{X_h^{pd}}.
\]

Then we use inequalities (4.17) with \( m = pd \) to obtain (4.19). To prove (4.20), we employ the triangle inequality on the last expression and apply the first (resp. second) inequality on (4.17) with \( m = p \) (resp. \( m = d \)).
4.5. A posteriori estimates. We are now in a position to provide a posteriori error estimates that certify the reduced basis approximation with respect to the truth approximation. The evaluation of these estimators will be done following an off-line/on-line strategy similar to the one presented in Section 4.3.

We start by introducing some helpful notation. For each \( w_N \in X_N^p \) (resp. \( \eta_M \in X_M^d \)), we define the residual for the primal (resp. dual) problem by

\[
\begin{align*}
R_h^p(\nu) &= f_h^p(\nu) - a_h^p(\nu, \nu), & \forall \nu \in X_h^p, \\
R_h^d(\phi_M, \eta_M) &= l_h^d(\phi_M; \nu) - a_h^d(\phi_M, \eta_M; \nu), & \forall \phi_M \in X_h^d.
\end{align*}
\]

(4.21)

We also introduce their dual norms on the spaces \((X_h^p)\)', \(m \in \{p, d, pd\}\) as

\[
\begin{align*}
\varepsilon_{N}^{p,m}(\nu) &= \|R_h^p(\nu, u_N(\nu); \nu)\|_{(X_h^p)'} = \sup_{\nu \in X_h^p} \frac{|R_h^p(\nu, u_N(\nu); \nu)|}{\|\nu\|_{X_h^p}}, \\
\varepsilon_{M}^{d,m}(\nu) &= \|R_h^d(\nu, \psi_M(\nu); \nu)\|_{(X_h^d)'} = \sup_{\phi_M \in X_h^d} \frac{|R_h^d(\phi_M, \psi_M(\nu); \nu)|}{\|\phi_M\|_{X_h^d}}.
\end{align*}
\]

(4.22)

Note that \(\varepsilon_{N}^{p,m}(\nu)\) also depends on \(u_N\) and \(\varepsilon_{M}^{d,m}(\nu)\) on \(\psi_M\) but we have left out this explicit relationship to simplify the notation.

We assume that we can construct a lower bound for the inf-sup parameters (4.3) denoted by \(\beta_0^{p,m}(\nu), \beta_0^{d,m}(\nu), m \in \{p, d, pd\}\) such that

\[
\begin{align*}
0 &< \beta_0^{p,m}(\nu) \leq \beta^{p,m}(\nu), & \forall \nu \in \mathcal{D}, & \forall m \in \{p, pd\}, \\
0 &< \beta_0^{d,m}(\nu) \leq \beta^{d,m}(\nu), & \forall \nu \in \mathcal{D}, & \forall m \in \{d, pd\}.
\end{align*}
\]

These lower bounds are assumed to be computable at a low on-line computational cost independent of the dimension of the truth approximation spaces. We explain in Section 5.3 one technique to effectively compute this quantity, but for now we simply assume it is available.

4.5.1. A posteriori estimators for the reduced basis solutions. Let us define the a posteriori error estimators for the solution of the primal and dual reduced basis problems as follows:

**Definition 4.4** (Primal and dual estimators). The primal and dual estimators are defined by

\[
\begin{align*}
\Delta_{N}^{p,m}(\nu) &:= \frac{\varepsilon_{N}^{p,m}(\nu)}{\beta^{p,m}(\nu)}, & m \in \{p, pd\}, \\
\Delta_{M}^{d,m}(\nu) &:= \frac{\varepsilon_{M}^{d,m}(\nu)}{\beta^{d,m}(\nu)}, & m \in \{d, pd\}.
\end{align*}
\]

(4.23)

We have the following theorem concerning their efficiency

**Theorem.** The efficiency of the primal estimators, \(m \in \{p, pd\}\)

\[
\eta_{N}^{p,m}(\nu) := \frac{\Delta_{N}^{p,m}(\nu)}{\|u_N(\nu) - u_N^p(\nu)\|_{X_h^p}}.
\]

(4.24)

satisfies, \(m \in \{p, pd\}\)

\[
1 \leq \eta_{N}^{p,m}(\nu) \leq \frac{\gamma_{N}(\nu)}{\beta^{p,m}(\nu)}, & \forall \nu \in \mathcal{D}, & \forall N \in \{1, \ldots, N_{max}\}.
\]

(4.25)
We have a similar result for the dual estimator.

Proof: This result comes from the following set of inequalities

\[
\frac{\beta^p_m(\nu)}{\beta^p_m(\nu)} \leq \inf_{v_h \in X_h^p} \sup_{w_h \in X_h^p} \frac{|a^m_p(v_h, w_h; \nu)|}{\|v_h\|_{X_h^p} \|w_h\|_{X_h^p}} = \beta^p_m(\nu)
\]

\[
\leq \sup_{w_h \in X_h^p} \frac{|a^m_p(u^m_h(\nu) - u_N(\nu), w_h; \nu)|}{\|u_h^m(\nu) - u_N(\nu)\|_{X_h^p} \|w_h\|_{X_h^p}} = \nu^p_m(\nu) \frac{\beta^p_m(\nu)}{\beta^p_m(\nu)}
\]

\[
\leq \sup_{v_h \in X_h^m} \sup_{w_h \in X_h^m} \frac{|a^m_p(v_h, w_h; \nu)|}{\|v_h\|_{X_h^m} \|w_h\|_{X_h^m}} = \gamma^m(\nu).
\]

Dividing by \(\beta^p_m(\nu)\) we obtain (4.25). \(\square\)

4.5.2. A posteriori estimator for the reduced basis output. We recall that our goal is to estimate the output \(s(u)\) rather than the solution of the problem. Using (4.18) we obtain

\[
s^d_h(\nu) - s_{N,M}(\nu) = R^d_h(u^d_h(\nu) - u_N(\nu), \psi_M(\nu); \nu)
\]

\[
= R^d_h(u^d_h(\nu) - u_N(\nu), \psi_M(\nu); \nu) + a^d_h(u^d_h(\nu) - u^d_h(\nu), \psi^d_h(\nu) - \psi_M(\nu); \nu),
\]

which is useful for constructing the estimators. We have the following result

Theorem 4.6 (Estimator for \(s_{N,M}(\nu)\) with respect to \(s^d_h(\nu)\)). The following inequalities are satisfied

\[
|s^d_h - s_{N,M}| \leq \frac{\varepsilon_{N,p}^d(\nu) \varepsilon_{M,p}^d(\nu)}{\beta_{p}^d(\nu)},
\]

(4.29)

\[
|s^d_h - s_{N,M}| \leq \frac{\varepsilon_{N,p}^d(\nu) \varepsilon_{M,p}^d(\nu)}{\beta_{p}^d(\nu)} + \varepsilon_{M,p}^d(\nu) \|u^d_h(\nu) - u^d_h(\nu)\|_{X_h^p},
\]

(4.30)

\[
|s^d_h - s_{N,M}| \leq \frac{\varepsilon_{N,p}^d(\nu) \varepsilon_{M,p}^d(\nu)}{\beta_{p}^d(\nu)} + \frac{\gamma^d(\nu) \|u^d_h(\nu) - u^d_h(\nu)\|_{X_h^p}}{\beta_{p}^d(\nu)} + \frac{\varepsilon^d_{M} \|\psi^d_h(\nu) - \psi^d_h(\nu)\|_{X_h^{pd}}}{\beta_{p}^d(\nu)}.
\]

(4.31)

Proof: We use the (4.27) to write

\[
|s^d_h(\nu) - s_{N,M}(\nu)| = |R^d_h(u^d_h(\nu) - u_N(\nu), \psi_M(\nu); \nu)| \leq \varepsilon_{M,p}^d(\nu) \|u^d_h(\nu) - u_N(\nu)\|_{X_h^p}.
\]

We obtain (4.29) using (4.25) with \(m = pd\).
For (4.30) we use (4.28) to have

\[
|s_h^{pd}(\nu) - s_{N,M}(\nu)| \leq |R_h^d(u_h^p(\nu) - u_N(\nu), \psi_M(\nu); \nu)| + \\
|R_h^d(u_h^{pd}(\nu) - u_h^p(\nu), \psi_M(\nu); \nu)| \\
\leq \varepsilon_M^{d,p}(\nu)\|u_h^p(\nu) - u_N(\nu)\|_{X_h^{pd}} + \\
\varepsilon_M^{d,p}(\nu)\|u_h^{pd}(\nu) - u_h^p(\nu)\|_{X_h^{pd}}.
\]

We conclude with the same argument as above with \(m = p\).

To prove (4.31), we use (4.28) combined with the continuity of the operator \(a_h^{pd}(\cdot, \cdot; \nu)\)

\[
|s_h^{pd}(\nu) - s_{N,M}(\nu)| \leq \varepsilon_M^{d,p}(\nu)\|u_h^p(\nu) - u_N(\nu)\|_{X_h^{pd}} + \\
\gamma^{pd}(\nu)\|u_h^{pd}(\nu) - u_h^p(\nu)\|_{X_h^{pd}}\|\psi_h^{pd}(\nu) - \psi_M(\nu)\|_{X_h^{pd}}.
\]

We employ the triangle inequality and Theorem 4.5 to write

\[
\|\psi_h^{pd}(\nu) - \psi_M(\nu)\|_{X_h^{pd}} \leq \frac{\varepsilon_M^{d,p}(\nu)}{\beta} + \|\psi_h^{pd}(\nu) - \psi_h^d(\nu)\|_{X_h^{pd}},
\]

to recover the result.

The quantity on the right hand side of (4.29) can be used as a rigorous upper bound of the actual error on the output and can be computed using an off-line/on-line strategy. However, the off-line part of the computations involves the solution of linear systems and eigenvalue problems based on the larger space \(X_h^{pd}\), and may, thus, become unnecessarily expensive.

On the right hand side of (4.30) and (4.31) there are some terms that are not easily computable (for example \(\gamma^{pd}(\nu)\)). For the other terms, we can use a crude estimation

\[
\|u_h^{pd}(\nu) - u_h^p(\nu)\|_{X_h^{pd}} \leq 2\varepsilon, \quad \|\psi_h^{pd}(\nu) - \psi_h^d(\nu)\|_{X_h^{pd}} \leq 2\varepsilon,
\]

to provide a rigorous upper bound of the error. Here \(\varepsilon\) estimates the approximation error associated with the truth approximation. However, both quantities are in practice very small and it is reasonable to use

\[
\Delta_{N,M} := \frac{\varepsilon_N^{p,p}(\nu)\varepsilon_M^{d,p}(\nu)}{\beta^{d,p}(\nu)}, \quad (4.32)
\]

as an estimator of the error, keeping in mind that this does not in general provide a rigorous upper bound. In this case, the off-line part of the algorithm involves only the solution of linear systems and eigenvalue problems based on \(X_h^p\) which is likely more affordable when compared to the approach based on \(X_h^{pd}\).

5. Computational Aspects. In the discussions so far, we have laid out the analysis of the reduced basis method but we have paid no attention to the implementation of the method. In the following we address this central issue in more detail.
5.1. Construction of the reduced basis. An essential point in the construction of the reduced basis spaces is the selection of the sets of samples (4.9). All well-posedness and convergence properties depend on this choice. Below we present two algorithms for the construction of the primal and the dual reduced basis sets that generally provide good results. Both methods are based on a greedy approach in which we build a mesh $S$ of the set of parameters $D$, and recursively choose the parameters $\nu_i^m \in S, m \in \{p, d\}$ in such a way that a distance between the reduced basis approximation and the truth approximation is minimized.

5.1.1. First algorithm. The first algorithm builds the reduced basis spaces $X^p_N$ and $X^d_M$ separately. With both constructions being similar, we present the one for the primal problem:

- Choose a $q$-dimensional mesh $S$ of the set of parameters $D$.
- Choose the first parameter $\nu_1^p$ among the elements of the mesh $S$ (randomly for example).
- Compute $u_h^p(\nu_1^p)$.
- Initialize the reduced basis space $X_1^p = \text{span}\{u_h^p(\nu_1^p)\}$.
- For $j = 2, \ldots, N$
  - Choose the next sample as
    \[
    \nu_j^p := \arg\max_{\nu \in S} \Delta^{p,p}_{j-1}(\nu),
    \]
    where $\Delta^{p,p}_{j-1}(\nu)$ is defined in Def. 4.4.
  - Compute $u_h^p(\nu_j^p)$.
  - Update the reduced basis space: $X_j^p = \text{span}\{u_h^p(\nu_i^p), i \in \{1, \ldots, j\}\}$. The dimension of the updated reduced basis is $j$.

Let us make a few comments regarding criteria (5.1) which is used to select the samples $\nu_j^p$. Clearly, we seek to add those values of the parameters for which the error between $u_h^p(\nu)$ and $u_N(\nu)$ is maximized. This means choosing

\[
\tilde{\nu}_j^p := \arg\max_{\nu \in S} \|u_h^p(\nu) - u_N(\nu)\|_{X_h}.
\]

To accomplish this we would need to compute the primal truth approximation for all $\nu \in S$, leading to an expensive procedure. However, as soon as the estimator $\Delta^{p,p}_{j-1}(\nu)$ is accurate, it enables a rigorous upper bound of the actual error with a low evaluation cost and we use it as

\[
\|u_h^p(\nu) - u_N(\nu)\|_{X_h} \leq \Delta^{p,p}_{j-1}(\nu).
\]

In this way, the primal truth approximation is just computed for the $N$ selected parameters. As a consequence, the numerical method is much cheaper while resulting in a basis of comparable quality.

As mentioned previously, it is important to choose a suitable basis for the representation of the space $X^p_N$ to avoid stability issues. If we use the native basis given as $\{u_h^p(\nu_1^p), \ldots, u_h^p(\nu_N^p)\}$ the condition number of the matrix associated with problem (4.11) grows exponentially with $N$. However, this is easily overcome by using an orthogonalization process such as the Gram-Schmidt method. After this, the condition number of the reduced basis problem inherits the properties of the matrix associated with the truth approximation (4.5).
5.1.2. Second algorithm. The second method builds the two basis sets simultaneously by directly minimizing the error on the output rather than the errors in the primal and dual basis. We could therefore expect a reduction in the dimension of the reduced basis spaces in order to obtain a prescribed accuracy on the output.

- Choose a \( q \)-dimensional mesh \( S \) of the set of parameters \( D \).
- Choose \( \nu_1^p = \nu_1^d \) among the elements of the mesh \( S \) (randomly for example).
- Compute \( u_h^p(\nu_1^p) \) and \( \psi_h^d(\nu_1^d) \).
- Initialize the reduced basis spaces

\[
X_1^p = \text{span}\{u_h^p(\nu_1^p)\} \quad \text{and} \quad X_1^d = \text{span}\{\psi_h^d(\nu_1^d)\}.
\]

- For \( j = 2, \ldots, N \)
  - Choose the next sample as

\[
\nu_j^p = \nu_j^d := \arg \max_{\nu \in S} \Delta_{j-1,j-1}^s(\nu).
\]

where \( \Delta_{j-1,j-1}^s(\nu) \) is defined by (4.32).
- Compute \( u_h^p(\nu_j^p) \) and \( \psi_h^d(\nu_j^d) \).
- Update the reduced basis spaces:

\[
X_j^p = \text{span}\{u_h^p(\nu_i^p), i \in \{1, \ldots, j\}\},
\]

\[
X_j^d = \text{span}\{\psi_h^d(\nu_i^d), i \in \{1, \ldots, j\}\}.
\]

The dimension of the updated reduced basis is \( j \).

We note that in this case, the dimension of the primal and the dual basis coincides.

The criteria used to select the parameters is based on the estimator for the output using the same dimension for the primal and dual basis. This may offset some of the advantages of working directly on the output of interest.

5.2. Computing \( \varepsilon_{N}^{p,m}(\nu), m \in \{p, d, p d\} \). In this section we discuss how to compute \( \varepsilon_{N}^{p,m}(\nu) \) following an off-line/on-line strategy. Recall that these quantities, introduced in (4.22), are nothing but the dual norms of the primal residual on the space \( X_h^m \). Using the Riesz theorem we know that

\[
\exists \chi_{R_k^h(\cdot, u_N(\nu); \nu)}^{X_h^m} \in X_h^m \text{ such that } \varepsilon_{N}^{p,m} = ||\chi_{R_k^h(\cdot, u_N(\nu); \nu)}^{X_h^m}||_{X_h^m}.
\]  

(5.3)

Here, \( \chi_{f(\cdot)} \in X \) denotes the Riesz representation of any continuous linear form \( f(\cdot) \) defined on \( X \). Moreover, \( \chi_{R_k^h(\cdot, u_N(\nu); \nu)}^{X_h^m} \) is characterized by

\[
(\chi_{R_k^h(\cdot, u_N(\nu); \nu)}^{X_h^m}, v_N)_{X_h^m} = R_k^p(v_N, u_N(\nu); \nu), \quad \forall \, v_N \in X_h^m.
\]

(5.4)

Inserting (4.15) into (4.21) and using the affine assumption (4.14) we obtain

\[
(\chi_{R_k^h(\cdot, u_N(\nu); \nu)}^{X_h^m}, v_N)_{X_h^m} = \sum_{q=1}^{Q_I} \Theta_q^I(\nu) f_{q,k}^{pd}(v_N) - \sum_{j=1}^{N} \sum_{q=1}^{Q_s} u_{s}^j(\nu) \Theta_q^s(\nu) \alpha_{q,k}^{pd}(\nu_j^p, v_N).
\]

By superposition we have

\[
\chi_{R_k^h(\cdot, u_N(\nu); \nu)}^{X_h^m} = \sum_{q=1}^{Q_I} \Theta_q^I(\nu) \chi_{R_k^h(\cdot, \nu_j^p; \nu)}^{X_h^m} - \sum_{j=1}^{N} \sum_{q=1}^{Q_s} u_{s}^j(\nu) \Theta_q^s(\nu) \chi_{R_k^h(\cdot, \nu_j^d; \nu)}^{X_h^m}.
\]

(5.5)
The methodology is defined for the coercive and then the non-coercive case. Here, we set

Having defined the set

Clearly, the terms in the rectangles can be computed off-line. Each Riesz representation element needs the solution of a linear system of size $N^m$. Finally

The quantities in the rectangles can be precomputed in the off-line part, once and for all. The number of operations in the on-line part is independent of the dimension $N^m$ of the truth approximation spaces and scales as

The computation of $\varepsilon_{M}^{d,m}(\nu)$ can be done in a similar way.

### 5.3. Computing $\mathcal{R}^{p,m}(\nu), m \in \{p, pd\}$.

The off-line construction of the lower bound of the inf-sup parameter is currently the most expensive part of the algorithm, particularly for non-coercive problems with resonances such as Maxwell’s equations. There are several algorithms to achieve this goal and we refer the readers to [12, 5] for the most recent successive constraint method (SCM). It finds, through a greedy algorithm, $K$ points $\nu_1, \ldots, \nu_K$ in the parameter domain $D$. The exact inf-sup numbers at these $K$ points are found by solving the corresponding eigenvalue problems. Then, a rigorous lower bound $\mathcal{R}^{p,m}(\nu)$ for any $\nu \in D$ is obtained by solving a local linear program. This on-line procedure is independent of the dimension of the truth approximation spaces resulting in a low computational cost for $\mathcal{R}^{p,m}(\nu)$. In the following, we describe SCM for a general affine bilinear form denoted by

The methodology is defined for the coercive and then the non-coercive case.

#### 5.3.1. Coercive case.

The coercivity constant is

Here, we set $y_q(w) = \frac{a^N_q(w,w)}{\|w\|_{X^N}^2}$. Obviously, $(y_q(w), \ldots, y_Q(w))$ belongs to the following set

Having defined the set $\mathcal{Y}$, our coercivity constant can be found by solving the following minimization problem:

\[ \alpha^N(\nu) = \inf_{y \in \mathcal{Y}} \mathcal{J}(\nu; y), \]  

(5.7)
where, the objective function $\mathcal{J} : \mathcal{D} \times \mathbb{R}^Q \rightarrow \mathbb{R}$ is defined as

$$
\mathcal{J}(\nu; y) = \sum_{q=1}^Q \Theta_q(\nu)y_q.
$$

Problem (5.7) appears like a minimization problem of a linear functional over a compact subset of $\mathbb{R}^Q$.

We only need to characterize the set $\mathcal{Y}$ now. The idea of SCM is to build two sets $\mathcal{Y}_{LB}$ and $\mathcal{Y}_{UB}$ over which the minimization of $\mathcal{J}$ is feasible and satisfy $\mathcal{Y}_{UB} \subset \mathcal{Y} \subset \mathcal{Y}_{LB}$. Therefore, we can perform the minimization on these two sets to obtain an upper bound and a lower bound for $\alpha^N(\nu)$. For this purpose, we define

$$
\sigma_q^- = \inf_{w \in \mathcal{X}^N} y_q(w), \quad \sigma_q^+ = \sup_{w \in \mathcal{X}^N} y_q(w), \quad 1 \leq q \leq Q,
$$

and let $B_Q = \prod_{q=1}^Q [\sigma_q^-, \sigma_q^+] \subset \mathbb{R}^Q$. Obviously, $\mathcal{Y} \subset B_Q$.

To properly define $\mathcal{Y}_{LB}$ and $\mathcal{Y}_{UB}$, we also need to introduce two parameter sets $\Xi = \{\nu_1 \in \mathcal{D}, \ldots, \nu_J \in \mathcal{D}\}$ and $C_K = \{w_1 \in \mathcal{D}, \ldots, w_K \in \mathcal{D}\}$. $\Xi$ is a (rather large) sample set of grid points in the parameter domain (e.g., defined from a mesh) and $C_K$ is any subset of $\Xi$. Let $P_M(\nu; E)$ denote the $M$ points closest to $\nu$ in $E$ with $E$ being $\Xi$ or $C_K$.

We are now ready to define $\mathcal{Y}_{LB}$ and $\mathcal{Y}_{UB}$: For given $C_K$ (and $M_n \in \mathbb{N}$, $M_+ \in \mathbb{N}$, and $\Xi$), we define

$$
\mathcal{Y}_{LB}(\nu; C_K) \equiv \left\{ y \in B_Q \left| \sum_{q=1}^Q \Theta_q(\nu')y_q \geq \alpha^N(\nu'), \forall \nu' \in P_{M_n}(\nu; C_K); \right. \right. \hspace{1cm}
\sum_{q=1}^Q \Theta_q(\nu)y_q \geq \alpha_{LB}(\nu', C_K-1), \forall \nu' \in P_{M_+}(\nu; \Xi \setminus C_K) \right\},
$$

and $\mathcal{Y}_{UB}(C_K) \equiv \{ y^*(w_k), 1 \leq k \leq K \}$ for $y^*(\nu) \equiv \arg\min_{y \in \mathcal{Y}} \mathcal{J}(\nu; y)$. We then define

$$
\alpha_{LB}(\nu, C_0) \equiv 0; \quad \alpha_{LB}(\nu, C_K) = \inf_{y \in \mathcal{Y}_{LB}(\nu; C_K)} \mathcal{J}(\nu; y) \quad \text{for } K > 0, \quad (5.9)
$$

and

$$
\alpha_{UB}(\nu; C_K) = \inf_{y \in \mathcal{Y}_{UB}(C_K)} \mathcal{J}(\nu; y). \quad (5.10)
$$

We can prove [6] that, for given $C_K$ (and $M_n \in \mathbb{N}$, $M_+ \in \mathbb{N}$, and $\Xi$), $\alpha_{LB}(\nu; C_K) \leq \alpha^N(\nu) \leq \alpha_{UB}(\nu; C_K)$, $\forall \nu \in \mathcal{D}$; and, for any $\nu \in \Xi$, $\alpha_{LB}(\nu, C_K)$ is nondecreasing, $\alpha_{UB}(\nu, C_K)$ nonincreasing and $\frac{\alpha_{UB}(\nu, C_K) - \alpha_{LB}(\nu, C_K)}{\alpha_{UB}(\nu, C_K)}$ nonincreasing as $K$ increases. Note that (5.8), (5.9) is in fact a Linear Program (LP): Our LP (5.9) contains $Q$ design variables and $2Q + M_n + M_+$ (one-sided) inequality constraints: the operation count for the on-line stage $\nu \to \alpha_{LB}(\nu)$ is independent of $N$.

It only remains to determine $C_K$. It is constructed by an off-line “greedy” algorithm. Given $M_n \in \mathbb{N}$, $M_+ \in \mathbb{N}$, $\Xi$, and a tolerance $\epsilon_0 \in [0, 1]$, the algorithm reads:

1. Set $K = 1$ and choose $C_1 = \{w_1\}$ arbitrarily.
2. Find $w_{K+1} = \arg\max_{w \in \Xi} \frac{\alpha_{UB}(\nu, C_K) - \alpha_{LB}(\nu, C_K)}{\alpha_{UB}(\nu, C_K)}$.
3. Update $C_{K+1} = C_K \cup w_{K+1}$.
4. Repeat (2) and (3) until $\max_{\nu \in \Xi} \frac{\alpha_{UB}(\nu, C_K) - \alpha_{LB}(\nu, C_K)}{\alpha_{UB}(\nu, C_K)} \leq \epsilon_0$. 


5.3.2. Non-coercive case.

For the non-coercive case, we need to find a lower bound of the inf-sup number,

$$\beta^N(\nu) \equiv \inf_{\omega \in X^N} \sup_{v \in X^N} \frac{|a^N(\omega, v; \nu)|}{\|\omega\|_{X^N} \|v\|_{X^N}}.$$ 

If we define an operator $T^\nu : X^N \to X^N$ as $(T^\nu w, v)_{X^N} = a^N(w, v; \nu), \ \forall v \in X^N$, it is easy to show that

$$\beta^N(\nu) = \inf_{w \in X^N} \frac{\|T^\nu w\|_{X^N}}{\|w\|_{X^N}},$$

which means

$$(\beta^N(\nu))^2 = \inf_{w \in X^N} \frac{(T^\nu w, T^\nu w)_{X^N}}{\|w\|^2_{X^N}}.$$ 

To expand it, we need to define operators $T^q : X^N \to X^N$ as

$$(T^q w, v)_{X^N} = a^N_q(w, v), \ \forall v \in X^N, \ 1 \leq q \leq Q.$$ 

Realizing $T^\nu w \equiv \sum_{q=1}^Q \Theta^q(\nu) T^q w$, we can expand $(\beta^N(\nu))^2$ as

$$(\beta^N(\nu))^2 = \inf_{w \in X^N} \frac{\sum_{q=1}^Q \sum_{q'=1}^Q Z^q_{q'}(\nu) (T^q w, T^{q'} w)_{X^N}}{\sum_{q=1}^Q \sum_{q'=1}^Q \sum_{q''=1}^Q Z^q_{q''}(\nu) \frac{1 + \delta_{q'q''}}{1 + \delta_{q'q''}}} \frac{1}{\|w\|^2_{X^N}}.$$ 

(5.11)

Here, $Z^q_{q'}(\nu) = \Theta^q(\nu) \Theta^{q'}(\nu)$, $\delta_{q'q''}$ is the Kronecker delta. Next, we identify

$$\frac{Z^q_{q'}(\nu)}{1 + \delta_{q'q''}}, \ 1 \leq q' \leq q'' \leq Q \mapsto \hat{\Theta}^q(\nu), 1 \leq q \leq \hat{Q} \equiv \frac{Q(Q+1)}{2},$$

$$(T^q w, T^{q'} w)_{X^N} + (T^{q''} w, T^{q'} w)_{X^N}, 1 \leq q' \leq q'' \leq Q \mapsto \hat{a}^N_q(w, v), 1 \leq q \leq \hat{Q},$$

and obtain

$$(\beta^N(\nu))^2 = \inf_{w \in X^N} \sum_{q=1}^{\hat{Q}} \hat{\Theta}^q(\nu) \frac{\hat{a}^N_q(w, w)}{\|w\|^2_{X^N}}.$$ 

(5.12)

Hence $(\beta^N(\nu))^2$ can be interpreted as the coercivity constant for the bilinear form

$$\hat{a}^N(\nu) \equiv \inf_{w \in X^N} \sum_{q=1}^{\hat{Q}} \hat{\Theta}^q(\nu) \frac{\hat{a}^N_q(w, w)}{\|w\|^2_{X^N}}.$$ 

And we may then directly apply the SCM procedure defined above to (5.12).
we have that an expansion similar to the real case. The computational implications of the proposed methods, we now demonstrate the validity and efficiency on the following cavity problem associated with the solution of Maxwell’s equations. We consider the two-dimensional Maxwell’s equations on TE-form as

\[
\begin{align*}
X^H (z A + \bar{z} A^T) X &= 2 \Re z \left( \Re X^T \Im X \right) \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix} \\
&+ 2 \Im z \left( \Re X^T \Im X \right) \begin{pmatrix} 0 & -A \\ A & 0 \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix} \\
&= 2 \Re z \left( \Re X^T \Im X \right) \begin{pmatrix} A + A^T \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} A + A^T \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix} \\
&+ 2 \Im z \left( \Re X^T \Im X \right) \begin{pmatrix} 0 \\ \frac{A^T - A}{2} \\ 0 \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix}.
\end{align*}
\]

Here, \( \Re \) and \( \Im \) indicate real and imaginary parts, respectively. We can then obtain an expansion similar to the real case.

6. Numerical examples. After having laid out the theoretical foundation and the computational implications of the proposed methods, we now demonstrate the validity and efficiency on the following cavity problem associated with the solution of Maxwell’s equations. We consider the two-dimensional Maxwell’s equations on TE-form as

\[
(\beta^N(\nu))^2 = \sum_{q'=1}^{Q} \sum_{q''=q'+1}^{Q} \frac{Z_{q'}^q(\nu)}{1 + \delta_{q'q''}} \frac{w^T \left( M_{Tq',Tq''} + M_{Tq'',Tq'} \right) w}{\|w\|^2_{X^N}}.
\]

When \( \Theta^q(\nu) \) is complex, we have

\[
(\beta^N(\nu))^2 = \inf_{w \in X^N} \sum_{q'=1}^{Q} \sum_{q''=1}^{Q} Z_{q'}^q(\nu) \frac{w^H M_{Tq',Tq''} w}{\|w\|^2_{X^N}} \\
+ \sum_{q'=1}^{Q} \sum_{q''=q'+1}^{Q} Z_{q'}^q(\nu) w^H M_{Tq',Tq''} w
\]

\[
= \inf_{w \in X^N} \sum_{q'=1}^{Q} \sum_{q''=q'+1}^{Q} Z_{q'}^q(\nu) \frac{w^H \left( Z_{q'}^q(\nu) M_{Tq',Tq''} + Z_{q''}^q(\nu) M_{Tq'',Tq'} \right) w}{\|w\|^2_{X^N}}.
\]

Here, \( Z_{q'}^q(\nu) = \Theta^q(\nu) \Theta_{q''}^q(\nu) = Z_{q''}^q(\nu) \).

Note that, when \( z \) is a complex number, \( X \) is a complex vector and \( A \) is a real matrix, we have that

\[
X^H (z A + \bar{z} A^T) X = 2 \Re z \left( \Re X^T \Im X \right) \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix} \\
+ 2 \Im z \left( \Re X^T \Im X \right) \begin{pmatrix} 0 & -A \\ A & 0 \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix} \\
= 2 \Re z \left( \Re X^T \Im X \right) \begin{pmatrix} A + A^T \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} A + A^T \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix} \\
+ 2 \Im z \left( \Re X^T \Im X \right) \begin{pmatrix} 0 \\ \frac{A^T - A}{2} \\ 0 \end{pmatrix} \begin{pmatrix} \Re X \\ \Im X \end{pmatrix}.
\]
Fig. 6.1. Sketch of the geometry of the electromagnetic cavity problem.

\[ i\omega \varepsilon E = -\sigma \nabla H_z + J, \quad i\omega \mu H_z = (\nabla \times E) \cdot \hat{z}, \quad \sigma = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \]

where \( \mathbf{E}(x, y) = (E_x, E_y) \) and \( H_z(x, y) \) is the magnetic component pointing out of the \((x, y)\)-plane along \( \hat{z} \). Expressing this using the second order form yields

\[ \sigma \nabla \left( \frac{1}{\mu} (\nabla \times \mathbf{E}) \cdot \hat{z} \right) - \omega^2 \varepsilon \mathbf{E} = i\omega \mathbf{J}. \]

The equations are solved using the discontinuous Galerkin method discussed in Sec. 3 with \( \tau = 0 \) and the spaces \( X_{\mu}^m \) (\( m \in \{p, d, pd\} \)) containing piecewise polynomial of degree 4 on the meshes shown in Figure 6.2. We seek the solution to this problem in the closed geometry, illustrated in Fig. 6.1 where we assume all exterior boundary to be perfectly electrically conducting with vanishing tangential electric fields. The cavity is loaded with two materials, each occupying half of the cavity. For simplicity we assume that \( \Omega_1 \) of the cavity is vacuum filled in which case \( \varepsilon_1 = \mu_1 = 1 \) while the material parameters in \( \Omega_2 \) are the parameters of the problem. As a source, we consider a simple dipole antenna, modeled with a current

\[ J_x = 0, \quad J_y = \cos \left( \omega \left( y - \frac{1}{2} \right) \right) \delta_{\Gamma_1}, \]

where \( \Gamma_1 \) reflects the antenna. We use \( \omega = 5\pi/2 \).

Without any special significance, we choose the functional of interest to be

\[ s(\mathbf{E}) = \int_{\Omega_2} E_x + E_y \, dx. \]

6.1. Computational Tests – first algorithm. We show numerical results for the first algorithm with \( \varepsilon_2 \in [2, 6], \mu_2 \in [1.0, 1.2] \) as two parameters. We use a
Fig. 6.2. The three grids used in the computational example, defining $X^p$, $X^d$, and $X^{pd}$, respectively.

Fig. 6.3. Contour plot of the logarithm of the lower bound of the square of the inf-sup constant computed by the SCM.

Cartesian grid of $512 \times 33$ as the set $S$. The lower bound $\overline{\beta}^{-p,p}(\nu)$ is provided by the SCM as shown in [6], see Figure 6.3. Recall that we assume that the inf-sup numbers (4.3) are uniformly bounded away from zero for the problems to be well defined. However, there are 12 lines in Figure 6.3 along which the lower bound is extremely small, indicating the assumption is violated. These particular parameters configure Maxwell eigen-problems, and we call these lines resonance lines.

We take $N = M = 50$ and build $X^p_N$ and $X^d_M$. See Figure 6.4 for the sets $S^p_N = \{\nu_1^p, \ldots, \nu_{50}^p\}$ and $S^d_M = \{\nu_1^d, \ldots, \nu_{50}^d\}$ chosen by the greedy algorithm.

Then, we use these two spaces to compute the reduced basis solution for any parameter in $[2, 6] \times [1, 1.2]$. See Figure 6.5 and 6.6 for sample primal and dual solutions at $(\varepsilon_2, \mu_2) = (2, 1)$. Here, we show the truth approximation and the RB solutions with the dimension of the RBM spaces being 10, 20 and 30. We observe that, as we increase the dimension of the RBM space, the RB solution converges to the truth approximation exponentially in the $H(\text{curl})$ norm. We also see that, in the last column, the relative CPU time to obtain these RB approximations is essentially negligible compared to that of the truth approximation.

Next, we test our error estimate on a set of 1300 points away from the resonance lines in the parameter domain, see Figure 6.7 for the set $\Xi_{1.1} \subset S \setminus (S^p_N \cup S^d_M)$. We compute, for any $\nu \in \Xi_{1.1}$, the truth approximation and the reduced basis primal/dual solutions for $N = 10, \ldots, 30$ and evaluate the $H(\text{curl})$ norms of the errors $u^p_h(\nu) - u_N(\nu)$ and $\psi^d_h(\nu) - \psi_M(\nu)$, the error estimates $\Delta_{N}^{p,p}$ and $\Delta_{M}^{d,d}$. In the first two rows
The points selected by the RBM to build the bases for the primal (top) and dual (bottom) problems using the error estimate for the solutions.

of Figure 6.8, we plot the maximum, median, and minimum of these values over $\Xi_{t,1}$ and observe that all basically decrease exponentially with respect to $N$.

Finally, we sort $\Xi_{t,1}$ according to the corresponding lower bound and let $\Xi_{t,1}^k$ be the set of the first $k$ points in $\Xi_{t,1}$ for $k = 1, \ldots, 1300$. The last row of Figures 6.8 represents the maximum effectivity indices over $\Xi_{t,1}^k$ versus $k$ for reduced basis spaces of dimension 10, 15, 20, 25. We see that the error estimate is in general sharp and particular sharp when $k$ is small, that is, when the parameter stays far away from the resonances. The error estimates deteriorate as we get closer to the resonances, but they are still legitimate convergence indicators. It is interesting however to note that the effectivity indices are rather independent of the size of the reduced basis that is used for the computation. That is, the effectivity indices remain of the same magnitude when the errors becomes many magnitudes smaller as we increase the dimension of the reduced basis space. To show that our result above is not a coincidence of the fact $\Xi_{t,1} \subset S$, we perform the same test on a set, $\Xi_{t,2}$, that contains 1000 centers of the rectangle cells of $S$. See Figure 6.9 for $\Xi_{t,2}$. Note that, for $\Xi_{t,2}$, we exclude more points in the neighborhood of the resonance lines. This is a consequence of the SCM, which provides more conservative lower bound for $\nu \notin S$ than for $\nu \in S$. Thus, more points are considered to be “too close” to resonance and excluded from the computation. Addressing this shortfall of SCM is one of our ongoing works. Figure 6.10 shows that our method performs equally well on the set $\Xi_{t,2}$. We conclude that the method provides a reliable a posteriori estimator for both primal and dual problems.

Recall that the quantity of our interest is the output. There are two ways to compute the output. One is done similarly to Eq (4.7) where only the primal or dual solution is used, that is, $S_N(\nu) = \ell_{p,d}^0(u_N(\nu))$. The other is by Eq (4.13) where both the primal and dual solutions are included. Figure 6.11 shows the histories of convergence. We see that the latter converges much faster. In fact, the rate is quadratic with respect to that of the error of the solutions [15].

6.2. Computational Tests – second algorithm. Here, we test our second algorithm with the same settings. We build $X_N^p$ and $X_M^d$ simultaneously according to the error indicators for the output. See Figure 6.12 for the points selected to build the two reduced basis spaces. Figure 6.13 shows that this algorithm produces roughly the same result as the first algorithm. However, we remark that it is essential to have this algorithm available which concentrates on the quantity of interest – the output.
It is one of our future works to explore the advantages of the second algorithm over the first one, for example, when the output involves averaging which does not see oscillations which may be present.

7. Concluding remarks. Certified reduced basis methods for the harmonic Maxwell’s equations are developed. We examine several essential ingredients such as the a posteriori error estimates for the solution and output, off-line/on-line computation procedure, two different greedy algorithms to build the reduced basis spaces. We have applied the method to a challenging electromagnetic cavity problem. The rigor and high efficiency of the method are confirmed by the numerical results. Exponential convergence of the reduced basis approximation to the truth finite element approximation is observed. The reduced basis output also converges exponentially. Future work includes efficient extension to many-parameter problems, and investigation of reduced basis element method for electromagnetics.
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Fig. 6.5. Sample solutions of the primal problem from truth (first row) and reduced basis approximations with 10 (second), 20 (third) and 30 (last) bases. Error denotes the $H(\text{curl})$ difference from the truth approximation; Time means the relative on-line computation time.

<table>
<thead>
<tr>
<th>$\Delta E_x$</th>
<th>$\Delta E_y$</th>
<th>Error</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.5e-1</td>
<td>2.1e-4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2e-2</td>
<td>4.2e-4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.6e-5</td>
<td>6.4e-4</td>
</tr>
</tbody>
</table>
Fig. 6.6. Sample solutions of the dual problem from truth (first row) and reduced basis approximations with 10 (second), 20 (third) and 30 (last) bases. Error denotes the $H$\text{(curl)}$ difference from the truth approximation; Time means the relative on-line computation time.
Fig. 6.7. $\Xi_{1,1}$ contains 1300 points.

Fig. 6.8. Results for the primal (left column) and dual (right column) problems on $\Xi_{1,1}$: Plotted on the first row is the dimensions of the reduced basis space versus the $H(\text{curl})$ norm of the errors of the solution. The second row is the dimensions of the reduced basis space versus the $H(\text{curl})$ error estimate. The last row is the size of the test set versus the maximum effectivity index of the error estimates.
Fig. 6.9. $\Xi_{1,2}$ contains 1000 points.

Fig. 6.10. Results for the primal (left column) and dual (right column) problems on $\Xi_{1,2}$: Plotted on the first row is the dimensions of the reduced basis space versus the $H(\text{curl})$ norm of the errors of the solution. The second row is the dimensions of the reduced basis space versus the $H(\text{curl})$ error estimate. The last row is the size of the test set versus the maximum effectivity index of the error estimates.
Fig. 6.11. Comparison of histories of convergence for the two ways to compute the output.

Fig. 6.12. The points selected by the RBM to build the bases for the primal and dual problems using the error estimate for the output.
Fig. 6.13. Comparison of the two different methods to build the reduced bases.