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Abstract

Digital watermarking has recently gained an intense interest in re-
search and applications. An invisible and secret signal, called water-
mark, is added to the host data. With the help of this watermark
issuer of the data can be unveiled, unauthorised users can be identified,
illicit copying can be avoided, any attempt to temper with the data can
be detected and many other security services can be provided. In this
thesis, the relations and differences between watermarking and commu-
nication systems are elaborated. Based on these results new methods
for both watermarking and communication are derived.

A new blind, robust and reversible watermarking scheme based on
Code Division Multiple Access (CDMA) is presented in this thesis. Us-
ing this scheme watermark is arithmetically added to spatial domain or
frequency domain. Watermark is extracted by using spreading codes
only. Proposed watermarking scheme is simple, computationally effi-
cient and can be applied to any image format.

A novel idea that watermark can be part of the image is presented. By
using watermark, which is a part of an image, digital watermarking can
be used beyond simple security tasks. A part of an image is selected
and embedded in the whole image as watermark. This watermarked
image is attacked (transmitted or compressed). By using the extracted
watermark and attacked selected part image quality can be assessed or
jpeg quantization ratio can be estimated or even image can be equalized
blindly.

Furthermore, CDMA based watermarking is used to authenticate ra-
dio frequency signal. Spreaded watermark is added in the form of noise
to the modulated radio frequency signal. If this noise is increased,
watermarked signal automatically becomes a scrambled signal. Later
watermark is extracted and by using reversibility of proposed scheme
watermark is removed. Once the watermarked is removed original signal
is restored, hence descrambled.
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1 Introduction

Cryptography (information hiding) is a very old technique used by man
kind during wars as well as in normal circumstances. Cryptography
books are filled with examples of such methods. Old Greek messengers
tattooed messages to their shaved heads. These messages were con-
cealed when the hairs grew back. Messages were read after shaving the
head again. Wax tables were scraped down to bare wood and the mes-
sages were scratched there. When the tables were re-waxed messages
became hidden [1]. As the time passed these cryptographic techniques
improved in all aspects i.e. speed, capacity and security.

With the rapid development of the world wide web, emergence of
the broadband networks and the cheap digital devices the usage of the
multimedia data increased drastically during the last decade. Digital
(multimedia) data is very easy to copy and it is often copied without
considering the copyright. Because of this the distributors or the own-
ers of the multimedia data forced to use such schemes which prevent
digital right violations automatically. Digital watermarking is one of
the well known techniques serving this cause. Conventional cryptog-
raphy systems only allow valid key holder, to use the encrypted data.
Once the data is decrypted it is vulnerable to manipulation, reproduc-
tion and retransmission. Therefore, conventional cryptography systems
provide less data privacy, which a publisher requires to confront unau-
thorized reproduction. On the other hand, digital watermarking is a
technique which permanently adds security information to host data.
This information remains there even after decryption process1. Dig-
ital watermarking has recently become a very active area of research.
Properties of a good watermarking algorithm depend on its application.
However, general properties of a watermarking algorithm as described
in [2] are as follows:

1an exception is reversible watermarking
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• Unobtrusive: Watermark should be perceptually invisible, it
should not alter host data significantly.

• Robust: Watermark should withstand intentional as well as un-
intentional attacks. It must be difficult (ideally impossible) to
remove the watermark with no or partial knowledge.

• Universal: Same watermarking scheme should apply to all three
media (image, audio and video). This is potentially helpful in the
watermarking of multimedia products.

• Unambiguous: Retrieval of watermark should unambiguously
identify the owner.

1.1 Application of Watermarking Schemes

Watermarking is an enabling technology for a number of applications
[3, 4, 5]. Various possible watermarking applications are [6]:

• Authentication and tamper-proofing: This is the most com-
mon application of digital watermarking. Watermark is used to
verify the authenticity and integrity of digital items. If the ex-
tracted watermark is incorrect, it can be concluded that the orig-
inal data is tempered. Certain watermarking algorithms used for
authentication can provide tampered region localization, e.g. can
identify the tempered region of modified image.

• Owner identification and proof of ownership: Watermark
carry information about legal owner or distributor or any copy-
right holder of digital item. Extracted watermark can be used for
notifying a user that the item is copyrighted, for tracking illicit
copies of the item, or can be used to proving ownership in case of
a legal dispute.

• Broadcast monitoring: Watermark is used for various func-
tions that are related to digital media broadcasting. Embedded
information can be used to verify that the broadcasting of com-

2
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mercials took place as scheduled. It can be used for automated
royalty collection schemes, or can be used for audience metering
(number of users who watched or listen to a certain broadcast).
Broadcast monitoring is usually performed by automated moni-
toring stations.

• Transaction tracking: In this application, a unique watermark
is embedded in each copy of a digital item that is distributed. Wa-
termark is not only used to carry information about owner but also
used to mark the specific transaction copy. This unique embedded
information can be used for identification of entities that illegally
distributed the digital item or did not adopt required measures
for copying. For example, every copy of a movie distributed to
various theaters is watermarked with unique information. Later,
if a camera recording of that movie is available in the market, with
the help of a unique watermark, it can be identified from which
theater the movie is recorded.

• Usage control: Watermarking can play active role in controlling
the terms of use of the digital content. Watermark can be used in
conjunction with appropriate compliant devices to prevent unau-
thorized recording of digital items (copy control) or playback of
unauthorized copies (playback control). [7] showed that digital
watermarking can be used for DVD copy and playback control by
content scrambling.

• Persistent item identification: Digital watermarking is used
for associating an identifier with a digital item. This identifier is
used in conjunction with appropriate databases to convey various
information about the digital item. This information can provide
certain benefit to user, e.g. user can get access to free services and
products, thus, discouraging user from removing the watermark.
If this watermark is removed or digital item is illegally distributed
user will not get added value provided by the watermark.

• Enhancement of legacy systems: Embedded data can be
used for enhancement of functionality or information provided
by legacy systems while ensuring backwards compatibility. For
example, watermark capable of enabling stereoscopic viewing to
stereo-enabled receivers can be embedded in conventional digital

3
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TV broadcast. Conventional TV receiver would continue to re-
ceive the conventional signal with non perceptible degradations.

1.2 Classification of Watermarking Schemes

On the basis of robustness watermarking schemes are classified in three
main categories [6]:

• Robust: Watermarking schemes are designed in such a way that
watermark resist host signal manipulations (called attacks) and
are usually used for Intellectual Property Rights (IPR) protection
applications. Obviously, no single watermarking scheme with-
stands all type of modifications. So, robustness refers to a subset
of all possible attacks and up to certain degree of host signal
degradation.

• Fragile: In fragile watermarking schemes, watermarks are de-
signed to be vulnerable to all attacks, i.e., they become unde-
tectable by even the slight host data modification.

• Semi-fragile: This class of watermarking schemes provides se-
lective robustness to a certain set of attacks which are considered
allowable, while vulnerable to others. Practically, all robust wa-
termarks are actually semi-fragile, but the selective robustness is
not a requirement imposed by system designer but something that
can not be avoided.

On the basis of watermark detection watermarking schemes can be
categorized into two main classes:

• Non-oblivious: In non-oblivious watermarking schemes original
data (image) is required during the watermark extraction process.
The general approach of non-oblivious watermarking schemes is
usually a comparison based algorithm, i.e. the watermark is em-
bedded by altering some coefficients and extracted by comparison
between watermarked and original image [8, 9].

4
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• Oblivious: In oblivious/blind watermarking original data (im-
age) is not required during the watermark extraction process. In
oblivious (blind) watermarking schemes more sophisticated algo-
rithms are used to extract the watermark without using the orig-
inal image.

1.3 Watermarking and Communication

Digital watermarking is a process in which a signal is embedded in
another signal. It can also be described as imperceptible informa-
tion transmitted through a side channel [10]. Watermarking system
is very similar to a communication system. Therefore, it is worthwhile
to elaborate the relations and differences between watermarking and
communication systems. Based on these results new methods for both
watermarking and communication are derived. In the following this
comparison is mainly done for CDMA based watermarking and CDMA
based communication systems.

1.3.1 Simple Spread Spectrum Watermarking and

Communication

[11] defines spread spectrum communication as follows:

“Spread spectrum is a mean of transmission in which the
signal occupies a bandwidth in excess of the minimum nec-
essary to send the information; the band spread is accom-
plished by a code which is independent of the data, and
synchronized reception with the code at the receiver is used
for despreading and subsequent data recovery.”

In spread spectrum communication, data is spread with a spreading
code before transmission and in spread spectrum watermarking, the
watermark is spread before insertion into the cover image. The inser-
tion and later extraction of the watermark from the image may dis-
turb the watermark as the data are disturbed during the transmission.

5
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Unintentional attacks (such as image processing operations, compres-
sion etc.) on the watermarked image can be considered as added noise
during transmission in spread spectrum communications. Malicious at-
tacks (threats to security) are similar to both. The comparison between
spread spectrum communication and spread spectrum watermarking is
shown in Fig. 1.1.
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Figure 1.1: (a)Simple spread spectrum communication. (b)Simple spread spectrum
watermarking.

1.3.2 DS-CDMA Based Spread Spectrum

Watermarking and Communication

In DS-CDMA spread spectrum communication, multiple orthogonal
spreading codes are used to serve multiple users. By doing so, every
user can have the advantage of using the full bandwidth. As the image
has limited pixels it can be considered as providing the limited band-
width to carry data (watermark). Multiple small watermarks can be
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used or a large watermark can be divided into parts. Every watermark
(or part) is spread with different mutually orthogonal spreading codes,
and inserted simultaneously into the cover image (Fig. 1.2). Every
part is spread over the whole image and therefore, the length of every
spreading code can be increased. Hence, one obtains more security. If
k orthogonal spreading codes are used instead of one, each spreading
code can be k-times longer and the eavesdropper has to break k codes.
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1.4 Overview and Contribution

1.4.1 Overview

In chapter 2, a blind, robust and secure watermarking technique based
on DS-CDMA is presented. By using this technique a large watermark
can be embedded in an image and it can be extracted at very high
PSNR value. Multiple spreading codes are used to make this scheme
secure and more robust against a variety of attacks. In practice, very
few watermarking schemes use multiple spreading codes [12, 13]. Al-
though most of the schemes use the name CDMA, but they actually
used only one spreading code. In proposed scheme, spreaded water-
mark is arithmetically added to spatial domain or frequency domain
(both DCT or DWT). A new approach is used to select the coefficients
in the DCT or DWT domain, where the watermark is to hide, which
significantly reduces BER in extracted watermark [14].

In chapter 3, the effect of Error Correcting Codes (ECC) on an
oblivious CDMA based watermarking scheme is studied. Obviously,
ECC is employed to increase the robustness of watermarking algorithms
[15, 16], but in order to accommodate the additional bits of the ECC, the
strength of watermark signal has to be reduced to keep the PSNR value
constant. Therefore, introducing ECC and decreasing the strength of
the watermark signal contradict each other concerning robustness. In
this chapter, it is studied whether it is feasible to apply computation-
ally complex ECC at the cost of watermark strength for CDMA based
watermarking schemes. Furthermore, a new technique called “by parts
interleaving” is introduced. Spreaded watermark bits are in parts in-
terleaved in different regions of the image to make the algorithm robust
against geometric attacks [17].

The biggest disadvantage of general watermarking schemes is that
they permanently distort original data. Reversible watermarking tech-
niques allow the restoration of original data, after watermark detection
[18, 19]. Watermark is arithmetically added in the proposed CDMA
based watermarking scheme. Therefore, it is not difficult to remove it
after detection. In proposed algorithm, watermark is extracted by using
spreading codes only. After extraction, the watermark can be removed

8



1.4 Overview and Contribution

from watermarked data only by using same spreading codes. Further-
more, the original watermark is not required during watermark removal
process [20, 21].

In chapter 4, two algorithms based on digital watermarking are
proposed:

1. Reduced reference image quality assessment for JPEG distortion.

2. Blind quantization ratio estimation for JPEG images.

Reduced Reference Image Quality Assessment for JPEG
Distortion

Objective Image Quality Assessment (IQA) aims to automatically mea-
sure the quality degradation perceived by human eyes. A new reduced-
reference image quality assessment algorithm for JPEG distortion (dis-
tortion specific metric) is proposed. This algorithm uses an 8× 8 block
of the original image (as a reduced-reference) and embeds this block as
a watermark. To assess the quality of the image this block is extracted
from the watermarked distorted image and is compared with the corre-
sponding block from the same image. Proposed scheme results in the
quality factor with which an image was originally compressed, hence
gives a direct measure for quality [22].

Blind Quantization Ratio Estimation for JPEG Images

Most image acquisition and editing tools use the JPEG standard for im-
age compression. A simple quantization ratio estimation scheme based
on digital watermarking is proposed. An 8 × 8 pixel block is selected
from the original image and inserted in the whole image using digi-
tal watermarking. If the receiver does not know the quantization ratio
(quality factor) with which image is compressed, it can apply a set
of all possible quantization ratios to the received compressed image.
The inserted watermark can be extracted correctly only with the same
quantization ratio which was used to compress the image. Hence image

9
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can be decompressed (reconstructed) without the prior knowledge of
quantization ratio [24].

In chapter 5, three watermarking based equalization algorithms are
presented, for three different scenarios:

• Algorithm I: when channel specific training sequence or specific
watermark is required,

• Algorithm II: when watermark/training sequence can be any
sequence (can be a part of data),

• Algorithm III: when original data is required after equalization.

Algorithm I

Equalization is a technique used to cope Intersymbol Interference (ISI)
[25]. A blind equalization method for images based on digital water-
marking is presented. This method uses the watermark of a transmitted
watermarked signal as a reference training sequence. DS-CDMA based
spread spectrum watermarking scheme is used here. In this method, wa-
termark is sent through the channel along with the watermarked image.
On receiving side, watermark is extracted from the watermarked image
and by using received and extracted watermark channel is estimated.
Therefore, the receiver does not require to know the training sequence
in advance. Afterwards, received data (watermarked image) is equalized
by using Normalized LMS algorithm. Simulations have proven that this
scheme is very effective in correcting errors from received watermarked
images[26].

Algorithm II

In algorithm II, a chunk of data is selected from the data to be trans-
mitted. This chunk of data is hidden in the entire data using digital
watermarking. For watermarking, DS-CDMA based spread spectrum
watermarking scheme is used. On receiving side, watermark is extracted

10
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from the watermarked data. With the help of received chunk of data
and the extracted watermark, which is actually extracted version of the
selected chunk of data, the channel is equalized by using Normalized
LMS algorithm. In this method, neither receiver requires to know the
training sequence in advance nor the sender requires to send training
sequence. Proposed algorithm can simultaneously be used for usual
watermarking applications and blind equalization [27, 28].

Algorithm III

A blind equalization method based on reversible watermarking is pre-
sented. Core of algorithm III is same as algorithm II. In algorithm III,
however, reversible watermarking is used. Therefore, after equaliza-
tion, watermark can be removed from the corrected watermarked data
to recover the original data [29].

In chapter 6, a watermarking scheme for physical layer authenti-
cation of radio frequency signals is presented. This scheme is blind,
robust and reversible and it is based on CDMA. In proposed algorithm,
spreaded watermark is arithmetically added to the modulated signal
before transmission. At the receiver watermark is extracted before de-
modulation, by using spreading codes only. After extraction, the wa-
termark can be removed from watermarked data only using the same
spreading codes. High intensity watermark can also serve as scrambler
[30].

1.4.2 Major Contributions

Major contributions of this thesis are:

• A novel blind, robust and secure digital watermarking scheme
based on CDMA is proposed.

• Proposed scheme is transformed to a reversible watermarking scheme.

• Effect of Error Correcting Codes on CDMA based watermarking

11
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is discussed.

• A new idea that the watermark can be a part of the original data
(self reference watermarking) is proposed, and the advantages of
this scheme are elaborated.

• It is shown that digital watermarking can be used for image qual-
ity assessment.

• Digital watermarking is used for implementing an algorithm for
blind quantization factor estimation of JPEG compressed images.

• With the help of digital watermarking blind equalization algo-
rithms for images are developed.

• Authentication of radio frequency signals is done using digital
watermarking and it is shown how high intensity watermarking
serves as scrambling.

12



2 CDMA Based Watermarking

2.1 Introduction

With the emergence of wide bandwidth wireless networks, mobile In-
ternet is set to provide a significant channel of multimedia content dis-
tribution. In the absence of proper digital rights management systems,
there is a real risk of interception, manipulation, misuse and unautho-
rized distribution of information. Digital watermarking is one of those
techniques used for copy rights protection of multimedia data. Digital
watermarking has become a very active area of research in recent years.

An important quality of a good watermarking scheme is security, i.e.
how robust a watermarking scheme is against malicious attacks. A wa-
termarking algorithm similar to spread spectrum communication sys-
tems fulfills this need, because hidden information in spread spectrum
communications is mistaken for noise, such that it goes undetected by
an evedropper. Information is spread by a spreading code in spread
spectrum systems and in Direct Sequence Code Division Multiple Ac-
cess (DS-CDMA) systems multiple orthogonal spreading codes are used.
Code Division Multiple Access (CDMA) systems are considered as one
of the most secure communication systems. The proposed DS-CDMA
based algorithm uses multiple spreading codes and can carry more pay-
load (large watermark) than any other simple spread spectrum based
algorithm [31, 32, 33, 34, 35, 36] (although some of these methods are
also named CDMA-based, the term CDMA is somewhat misleading,
since all these methods actually use one single spreading code). A few
schemes like [12, 13] used CDMA in original sense. [12] implemented
watermarking in spatial domain and [13] used wavelet domain for wa-
termark insertion. In proposed algorithm spatial domain or frequency
domain (DCT or DWT) can be used for watermark hiding. In case of
frequency domain, every bit is hidden in as similar as possible frequency
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coefficients, which significantly improves Bit Error Rate (BER).

A very important topic of DS-CDMA based watermarking is the se-
lection of the spreading codes. The algorithm, which is proposed in this
chapter, is based on simple “zero mean code”, unlike PN code patterns
[31], Gold sequences [32], and decimal sequences [33]. As already men-
tioned above, the “Multiple Access” property of CDMA is emphasized.
Multiple orthogonal zero mean codes are used to improve security and
robustness against a number of attacks. The watermark is permuted be-
fore insertion to the image. Watermark can be added to spatial domain
as well as frequency domain (both DCT and Wavelet). In case of DCT,
watermarking is done by altering middle frequency coefficients to have a
trade off between perceptual transparency and robustness against com-
pression [37]. Experimental results have shown that with an intelligent
selection of frequency coefficients (both in DCT and Wavelet domain),
BER improves a lot.

2.2 CDMA Based Digital Watermarking

2.2.1 Watermark as a Vector

First of all the watermark should be converted into a sequence of bits.
By doing so it can be treated in the same way as a stream of bits is
treated in communication systems. Therefore, the watermark, which
is usually a binary image represented as a two-dimensional matrix, is
converted into a vector by arranging the rows of the matrix sequentially
into a long vector (Fig. 2.1).

. .[ ]...
.

Figure 2.1: Watermark conversion from matrix to vector.
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2.2.2 Zero Mean Code

The spreading codes si = [s1, s2, . . . , sn] should follow the following two
conditions:

si ǫ {−1, 1} (2.1)
n∑

i=1

si = 0 (2.2)

(2.1) can be exempted and floating point numbers can be used to im-
prove security. But in this case complexity increases, as in watermark
insertion and extraction multiplications are required. On the other
hand, if (2.1) and (2.2) both hold, only additions are required for wa-
termark insertion and extraction. For multiple spreading codes, codes
should be orthogonal and their cross correlation or inner product should
be zero.

< si, sj >= si · sTj = 0 if i 6= j (2.3)

2.2.3 Spreading

Before spreading, the zeros of binary watermark w = [b1, b2, . . . , bm]
are replaced by minus ones while the ones remain untouched, such that
biǫ{−1, 1}. This is called antipodal bits in communication systems. Let
ij be the vector formed in spatial, DCT or Wavelet domain (formation
of ij vectors are discussed in Sec. 2.3). ij is the vector in which a data
bit is inserted. The length of ij and si must be same. Then, i′j is the
vector of modified coefficients containing a spreaded data bit:

i′j = ij + αb1s1 (2.4)

where α is the gain factor.

In case of multiple orthogonal codes, i′j can contain k spreaded data
bits:

i′j = ij + α[b1s1 + b2s2 + . . .+ bksk] (2.5)
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2.2.4 Despreading (Extraction of Data)

The data bits can be extracted by computing the cross correlation with
the respective spreading codes. In case of one spreading code:

< i′j , s1 > = i′j · sT1
= ij · sT1 + αb1s1 · sT1

Since (s1 ·sT1 ) is always positive and “α” is also a positive quantity, the
sign of (αb1s1 · sT1 ) is determined by b1. If the magnitude of (ij · sT1 ) is
less than (αs1 · sT1 ) the sign of (i′j · sT1 ) is determined by b1. Therefore,

b1 = sign < i′j , s1 > if |ij · sT1 | < |αs1 · sT1 | (2.6)

If the condition in (2.6) is not fulfilled a bit error may occur. This is
just the implementation of the simple “Matched Filter”.

In case of multiple orthogonal spreading codes the bit bi is extracted
by using spreading code si:

< i′j , si > = i′j · sTi
= ij · sTi + α[b1s1 · sTi + . . .+ bksk · sTi ]

By using (2.3) one obtains:

< i′j, si >= ij · sTi + αbisi · sTi

Again bi is determined as follows:

bi = sign < i′j , si > if |ij · sTi | < |αsi · sTi | (2.7)

So, all the bits hidden in i′j can be extracted by their respective spread-

ing codes. Again, if the condition in (2.7) is not fulfilled a bit error may
occur.
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2.3 Formation of Vectors ij

2.3.1 Spatial Domain

ij vectors should be formed in such a way that magnitude of (ij · sTi )
remains as small as possible. The magnitude of (ij · sTi ) will be small,
if spreading codes are long enough. As number of ones and minus ones
are equally distributed in spreading codes si, according to probability
theory, the magnitude of (ij · sTi ) will be small if the spreading codes
are long. This holds even if the elements of ij are just random numbers.
Simulations have shown that 256 bit long spreading code is enough to
detect the bits correctly. In case of spatial domain watermarking, pixel
values can be considered just random values. ij vectors can be formed
any where, simple formation of ij vectors are row-wise or column-wise.
In case of row-wise ij vectors, elements of same spatial row form an ij
vector.

2.3.2 DCT Domain

Selection of Frequency Coefficients

Different possibilities for the selection of the frequency coefficients into
which the watermark is inserted are presented in [2, 8, 9, 12]. It is
suggested that the watermark should be inserted in perceptually more
significant areas, i.e. in low frequency coefficients. On the other hand it
is also suggested that watermark should be inserted in middle frequency
coefficients, because by altering low frequency coefficients the quality
of the watermarked image is more affected. Everyone agrees, however,
that higher frequency coefficients should not be used for watermark
embedding, as high frequency coefficients are usually discarded in the
compression process.

In the presented method there is another condition:

|ij · sTi | < |αsi · sTi | (2.8)
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If this condition is violated a bit error is expected. Considering (2.2),
the magnitude of (ij · sTi ) is close to zero, if the elements of ij are
similar. So, ij should be formed in such a way that the elements of ij
are as similar as possible. If 8× 8 blocked DCT is applied to the cover
image, the elements in the lower frequency area vary a lot more than
the elements in middle or higher frequency area. But higher frequency
coefficients should not be used, because of the above mentioned reasons.
Therefore, the middle frequency coefficients are chosen. By selecting the
middle frequency coefficients we have better perceptual transparency,
the algorithm is robust against compression, and above all condition
(2.8) is fulfilled with high likelihood.

ij Vectors

The vectors ij are formed in such a way that similar coefficients from
different transformed blocks lay in the same vector. Selecting the same
middle frequency rows from different blocks can be a good choice to
from ij vectors (Fig. 2.2). Selecting the same columns can be another
possibility. However, a better similarity is obtained if the ij vectors
are formed by selecting middle frequency coefficients along the diagonal
(Fig. 2.3) or by selecting these middle frequency coefficients with some
sophisticated algorithm like in [8] (Fig. 2.4).

2.3.3 DWT Domain

Figures 2.5(a) and 2.5(b) shows how frequency coefficients are arranged
in single layer wavelet domain. Here:

cA : Approximation coefficients matrix

cH : Horizontal details coefficients matrix

cV : Vertical details coefficients matrix

cD : Diagonal details coefficients matrix

Approximation coefficients (cA) can be further transformed to get layer
two approximation coefficients cA2 and horizontal, vertical and diag-
onal details coefficients cH2, cV2 and cD2 respectively (Figures 2.5(c)
and 2.5(d)).
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Figure 2.2: Row-wise formation of ij vectors. Every matrix represents a 8 × 8
transformed DCT block. Every matrix represents a 8× 8 transformed DCT block.

As discussed in previous section, the magnitude of (ij · sTi ) can be
minimized if the elements of ij vectors are mutually similar. Mutually
similar elements can be obtained if ij vectors are formed in rows of same
coefficient matrix. In case of single layer wavelet transformation, ij can
be formed in the rows of cA, cH, cV or cD (as shown in figures 2.6(a)
and 2.6(b)). In case of 2 layer wavelet transformation different forma-
tions of ij are shown in figures 2.6(c) and 2.6(d). Watermark can be
added to different coefficient matrices simultaneously but elements of
each ij vector should be in the same coefficient matrix (as shown in
figures 2.6(e) and 2.6(f)).

2.4 Watermarking Algorithm

Fig. 2.7 shows how watermark is inserted in an image. Every watermark
bit is spread using a zero mean spreading code before insertion. Orig-
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Figure 2.3: Diagonal-wise formation of ij vectors. Every matrix represents a 8 × 8
transformed DCT block. Every matrix represents a 8× 8 transformed DCT block.

inal image is transformed to frequency domain. Spreaded watermark
is arithmetically added to frequency coefficients in Wavelet domain or
DCT domain. In case of spatial domain watermarking, watermark is
added to pixel values. After the addition of spreaded watermark bits
the modified frequency coefficients are transformed back to get water-
marked image. Fig. 2.8 explains the extraction process. Watermarked
(attacked) image is transformed to frequency domain and same coef-
ficients are selected. Just by calculating cross correlation between se-
lected coefficients and spreading codes watermark is extracted. So, wa-
termark is extracted blindly only by using spreading codes (which can
be provided in secret key).
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Figure 2.4: Some sophisticated algorithm for the formation of ij vectors. Every
matrix represents a 8× 8 transformed DCT block.

2.4.1 Insertion of Watermark

Let X = [xij] be a gray level image of size N × N and W in = [win
ij ]

be the binary watermark of size M × M . First of all 8 × 8 blocked
Discrete Cosine Transformation (DCT) or Discrete Wavelet Transfor-
mation (DWT) is applied to the image X, In case of spatial domain
watermarking select image pixels to embed watermark. Therefore, we
have the following options:

Y = DCT (X) | DWT (X) | X
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(a)

cA

cV

cH

cD

(b)

(c)

cV2 cD2

cH2cA2

cV cD

cH

(d)

Figure 2.5: (a) Single layer DWT. (b) Single layer DWT coefficient matrices. (c)
Two layer DWT. (d) Two layer DWT coefficient matrices.

Now binary bits of the watermark are converted into antipodal bits
to form the representation of the watermark W = [wij], where wij ={

1 if win
ij = 1

−1 if win
ij = 0

. The watermark bits are pseudo randomly permuted

and the seed is recorded (see e.g. [8, 9]), which is later included in the
private key.

Wper = permute(W )

Wper is a matrix of antipodal bits. It is now converted into a row vector
wper of length m = M ·M (Fig. 2.1). Divide this vector wper in “k”
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Figure 2.6: Different formation of ij vectors in DWT domain.

parts each of length “l”, where k · l = m

wper = [w1,w2, . . . ,wk]

w1 = [b11, b12, . . . , b1l]

w2 = [b21, b22, . . . , b2l]
...

wk = [bk1, bk2, . . . , bkl]

Select “k” zero mean orthogonal spreading codes si, 1 ≤ i ≤ k. Form
“l” ij vectors (see Sec. 2.3). Length of si and ij must be same. Water-
mark is inserted by modifying ij to i′j according to:

i′j = ij + α[b1js1 + b2js2 + . . .+ bkjsk] (2.9)

All ij vectors are modified according to (2.9). Now replace every ij by i
′

j

in Y to form Y ′. By applying Inverse Discrete Cosine Transformation
(IDCT) or Inverse Discrete Wavelet Transformation (IDWT) to Y ′ the
watermarked image X ′ is obtained. For spatial domain watermarking
Y ′ is already a watermarked imageX ′. Therefore, we obtain depending
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Figure 2.7: Insertion of watermark.
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Figure 2.8: Extraction of watermark.

on the used transformation/spatial domain.

X ′ = IDCT (Y ′) | IDWT (Y ′) | Y ′

2.4.2 Extraction of Watermark

Take the watermarked image X ′ transform to same domain used for
watermark insertion.

Ŷ = FDCT (X ′) | FDWT (X ′) | X ′

Use the same vectors îj of Ŷ that were used for the insertion and calcu-
late the cross correlation with the spreading codes. If cross correlation
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value is positive the detected bit is “1” and if the value is negative then
the detected bit is “-1”, i.e.

b̂ij = sign < îj , si >

All parts of ŵper can be extracted by calculating cross correlation be-

tween all îj vectors and all spreading codes si. Arrange these parts
as [ŵ1, ŵ2, . . . , ŵk] to form the vector ŵper and later rearrange it into

the matrix Ŵper. Inverse permute Ŵper with the same seed as used in

insertion to get Ŵ .

Ŵ = Inverse permute(Ŵper)

Replace minus ones with zeros in Ŵ to get the extracted watermark
W out.

2.4.3 Quality of Image and Similarity of Watermarks

The quality of the gray scale watermarked image is measured by the
Peak Signal to Noise Ratio (PSNR).

PSNR = 10log
2552

MSE
db

= 20log
255

RMSE
db (2.10)

Here, MSE is mean square error and RMSE is root mean square
error between original and watermarked pixel values.The similarity of
the original and the extracted watermark is measured in terms of Bit
Error Rate (BER).

BER =
erroneous bits

total number of bits
(2.11)
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2.4.4 Capacity of Watermark

The number of watermark bits that can be inserted in an N ×N image
is given by:

n =
N2k

l
(2.12)

Here,

n : number of watermark bits

k : number of spreading codes

l : length of spreading codes

In case of single layer wavelet transformation if watermark is inserted
in one coefficient matrix (cA, cH, cV or cD), the number of available

frequency coefficients is
N2

4
. In case of DCT watermarking, if only

middle frequency coefficients are used, available coefficients are
N2

2
.

2.4.5 Robustness

Equation (2.8) shows that the robustness of the proposed watermark-
ing scheme directly depends on the value of α and the length of the
spreading codes l. Since frequency coefficients, hence length of spread-
ing codes, are limited, the robustness is controlled by α.

2.5 Experimental Results

The watermarking scheme, presented in this chapter, is tested against
a variety of attacks by using checkmark 1.2 [38]. In all the experiments
thirty 512×512 gray scale images are used (see appendix A for original
image). Fig. 2.9(a) to 2.9(f) show the watermarked images inserted in
cA, cH, cV, cD, DCT coefficients and spatial domain, respectively. Wa-
termarks are added at PSNR value of 40db in all the images. In case
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of DCT, ij vectors are formed in 3rd, 4th, 5th and 6th rows of 8 × 8
DCT coefficients blocks. In spatial domain watermarking, watermark
is added to 256 rows of the images. Checkmark 1.2 only tells whether
the watermark is detected or not. So, the watermark detector is pro-
grammed at threshold 70%. In case of 70% threshold, the watermark
is considered as detected if BER ≤ 0.3. Tables 2.1 to 2.3 present per-
centage of correctly detected watermarks. Every scheme is tested on
all thirty images using a 32 × 32 (1024 bits long) binary watermark.
Tables 2.1 shows the experimental results, each entry shows percentage
of correctly detected watermark from 30 images. Watermark inserted
in spatial domain is not very robust. Watermark inserted in cA gives
the best result, it is far more robust then the watermark inserted in
cH, cV, cD and even in DCT. Watermark inserted in cH, cV, or cD
are not very robust. However, if watermark is inserted in cH, cV or
cD watermarked image is more crisp than the cA based watermarked
image. So, if robustness is not the issue cH, cV, and cD can also be
used for watermark insertion.

(a) (b) (c)

(d) (e) (f)

Figure 2.9: (a) Watermarked image using cA. (b) Watermarked image using cH. (c)
Watermarked image using cV. (d) Watermarked image using cD. (e) Watermarked
image using DCT domain. (f) Watermarked image using spatial domain.

The following experiments are done again on all thirty images using 64
bits long watermark. Watermark is inserted in cA2, cH2, cV2 and cD2

27



CDMA Based Watermarking 2

Table 2.1: 1024 bits Watermark, threshold 70%

Attacks (no. of attacks) Spatial DCT cA cH cV cD
reSample(30) 100% 100% 100% 100% 93% 100%
Filtering(90) 100% 100% 100% 100% 100% 100%
ColorReduce(60) 88% 92% 65% 95% 83% 97%
MAP(180) 85% 74% 92% 67% 67% 32%
Wavelet(300) 0% 63% 74% 47% 61% 43%
JPEG(360) 98% 79% 98% 39% 71% 25%
ML(210) 50% 30% 74% 10% 12% 1%
Remodulation(120) 6% 0% 78% 0% 8% 0%
Copy(30) 0% 10% 60% 0% 10% 0%
Average(1380) 57% 61% 84% 44% 55% 33%

(one 256 bits long spreading code is used). In case of DCT, watermark
is inserted in 4th row of DCT coefficients (one 512 bits long spreading
code is used). In spatial domain watermarking, watermark is added
to 64 rows of the images (one 512 bits long spreading code is used).
The watermark detector is programmed at thresholds 70% and 90%.
Average of all experimental results are shown in tables 2.2 and 2.3.
Images are watermarked at PSNR value of 40db in all the experiments.
Tables 2.2 and 2.3 shows that DWT based watermarking scheme is
more robust than DCT and spatial domain watermarking. Results show
that proposed 2 layer DWT based algorithm is very robust against a
variety of attack, no matter watermark is inserted in cA2, cH2, cV2
or cD2. However cA2 still gives the best result. Results show that
this scheme is very robust against jpeg compression as well as wavelet
compression. Checkmark 1.2 compresses the watermarked images with
a quality factor as low as 10%. Table 2.2 shows that, in case of cA2,
average 100% and 87% of the watermarks are detected against jpeg and
wavelet compression respectively. Details of all the attacks can be seen
in [38].
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Table 2.2: 64 bits Watermark, threshold 70%

Attacks (no. of attacks) Spatial DCT cA2 cH2 cV2 cD2
reSample(30) 100% 100% 100% 100% 97% 100%
Filtering(90) 100% 100% 100% 100% 100% 100%
ColorReduce(60) 100% 100% 100% 100% 100% 100%
MAP(180) 76% 100% 100% 100% 97% 100%
Wavelet(300) 70% 88% 87% 93% 91% 96%
JPEG(360) 90% 99% 100% 100% 99% 99%
ML(210) 30% 83% 100% 84% 96% 84%
Remodulation(120) 0% 0% 100% 29% 93% 36%
Copy(30) 0% 0% 0% 0% 0% 0%
Average(1380) 66% 84% 95% 88% 94% 89%

Table 2.3: 64 bits Watermark, threshold 90%

Attacks (no. of attacks) Spatial DCT cA2 cH2 cV2 cD2
reSample(30) 100% 100% 100% 100% 87% 97%
Filtering(90) 100% 100% 100% 100% 98% 100%
ColorReduce(60) 95% 93% 87% 93% 78% 97%
MAP(180) 52% 89% 91% 92% 84% 92%
Wavelet(300) 50% 61% 55% 70% 64% 78%
JPEG(360) 64% 89% 97% 98% 89% 92%
ML(210) 29% 40% 84% 65% 76% 64%
Remodulation(120) 0% 0% 70% 3% 63% 1%
Copy(30) 0% 3% 17% 0% 37% 0%
Average(1380) 52% 67% 81% 76% 78% 76%
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(a) (b) (c)

(d) (e) (f)

Figure 2.10: (a)Lena image. (b) Milk drop image. (c) Gold hill image. (d)64 bits
Watermarked Image at PSNR=40db using DCT. (e)1024 bits Watermarked Image
at PSNR=40db using DCT. (f)4096 bits Watermarked Image at PSNR=40db using
DCT.

2.5.1 Comparison

Most of the people who implemented CDMA based watermarking schemes
used small watermarks, compared to the one used here (longest 4096
bits long) Fig. 2.10. In [12], Vassaux used comparatively long water-
marks (longest 2048 bits), but BER is quite high (more than 0.3 for 4
spreading codes at wPSNR=40db)1. As suggested, by applying smart
selection of frequency coefficients BER can be fairly reduced. Extracted
watermarks from Lena, Milk drop and Gold hill (at 40db and 45db) by
using proposed scheme for 4 spreading codes are shown in Fig. 2.11.
BER is considerably less than 30% even at PSNR=45db.

A 64 bits long watermark spread with 8 mutually orthogonal spread-
ing codes is inserted in Lena image. This watermarked image is com-
pressed by using JPEG compression. The results are compared with
Xin algorithm [13] (Fig. 2.12). Both watermarked images have PSNR
value of 40db, used CDMA-based watermarking and hide 64 bits long

1This is according to data provided in [12].
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watermarks. By using the proposed algorithm there is no bit error up
to 15% quality factor. It can easily be seen how robust CDMA based
scheme becomes if watermark is inserted in specially selected frequency
coefficients.

2.5.2 Multiple Spreading codes

A watermark can be embedded in an image by using one spreading code.
However by using multiple orthogonal spreading codes watermarking
scheme becomes more robust and carry more payload. Fig. 2.12 shows
that watermarking scheme implemented using 8 spreading codes is more
robust than watermarking implemented using one spreading code in
DCT domain.

2.6 Conclusions

A robust, oblivious and secure digital watermarking scheme is proposed
in this chapter. This scheme is based on CDMA technique and zero
mean code. Simulations proved that this algorithm is a lot better than
other simple spread spectrum (CDMA based with one spreading code)
watermarking algorithms. The algorithm is robust against uninten-
tional attacks as well as malicious attacks. By using multiple spreading
codes the scheme is more secure and can carry more payload. Because
of an intelligent selection of frequency coefficients, where the watermark
is to hide, this algorithm becomes robust against a number of attacks.
Although spatial domain and frequency domain both can be used for
watermark insertion. But simulations have shown that spatial domain is
not a good choice for watermarking. So further only frequency domain
watermarking is discussed and enhanced.
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(a) BER=0 (b) BER=0.0181 (c) BER=0.0198

(d) BER=0.0498

(e) BER=0 (f) BER=0.0588 (g) BER=0.0376

(h) BER=0.1282

Figure 2.11: (a) 64×64 bits original watermark. (b)Extracted watermark from Lena
Image at 40db. (c)Extracted watermark from Milk drop image at 40db. (d) Extracted
watermark from Gold hill image at 40db. (e) 64 × 64 bits original watermark. (f)
Extracted watermark from Lena Image at 45db. (g) Extracted watermark from Milk
drop image at 45db. (h) Extracted watermark from Gold hill image at 45db.
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Figure 2.12: Comparison between proposed algorithm and Xin algorithm against
JPEG compression.
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3 Enhancing CDMA Based
Watermarking

3.1 Introduction

Biggest disadvantage of general watermarking algorithms in practice
is that they permanently distort original image. In sensitive applica-
tions like military or medical imagery original image is required after
watermark extraction. This requirement creates another category of wa-
termarking schemes called reversible watermarking schemes. In these
schemes, the watermark can be removed completely after watermark
extraction (detection) to retrieve original image back.

In proposed algorithm, previous chapter, spreaded watermark is arith-
metically added, in spatial or frequency domain. Therefore, it is not
difficult to remove it after watermark detection [39]. The extracted wa-
termark is spread again using same spreading codes and subtracted from
the modified coefficients to get original image back. In proposed algo-
rithm, watermark can be extracted and removed only by using spreading
codes. Original watermark is not required during extraction as well as
removal process.

Proposed algorithm is very flexible and watermark can be added at
a wide range of PSNR values. It is very robust even if watermark
is added at high PSNR value. So, it can be used as an irreversible
watermarking algorithm for normal distribution of images. When a
very strong watermark is needed, watermark is added at low PSNR
value and visible on watermarked image, but it looks like noise. If a
very noisy watermark is added, watermarked image becomes useless for
unauthorized users. Authorized users can detect the watermark and
later remove it to get noise free original image.
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Compared to previous reversible watermarking schemes, proposed
scheme has certain advantages. Visible watermarks are usually added
to specific areas of image [40], but in proposed algorithm visible wa-
termark is spread over whole image in the form of noise. Reversible
watermarking schemes use properties of image [18], [19] and thus are
image format dependent. Some of these schemes were not applicable
to compressed images. Therefore, some more reversible watermarking
schemes were presented for compressed images [41]. Proposed algorithm
is independent of image format. Watermark is arithmetically added in
frequency domain. It does not matter whether the frequency coefficients
are quantized or not. Presented algorithm is very robust, unlike most of
reversible watermarking scheme which are fragile [42], [43]. In proposed
algorithm original watermark is not needed during watermark removal
process. Therefore, this scheme is perfect for medical applications where
patient name and date of birth are embedded as a watermark.

During the past few years a lot of research has been done to improve
digital watermarking. Many researchers, very truly, consider the water-
marking systems similar to a communication system [10]. Therefore, in
order to improve the robustness of the digital watermarking schemes,
many existing techniques in communication systems are also applied
to the watermarking algorithms. Channel coding (application of Error
Correcting Codes (ECC)) is one of the main examples. A very impor-
tant fact which is continuously being neglected is that in order to apply
ECC in watermarking algorithms one has to reduce the strength of the
watermark per bit, as the number of bits in the coded watermark is
increased compared to the number of bits in the original watermark.
This is necessary to maintain a similar perceptual transparency. So,
ECC is increasing the robustness but at the same time because of ECC
the robustness decreases as the magnitude of watermark signal per bit
is decreasing.

In [15], [16], [44] and [45] Turbo codes are used while in [15] and
[46] Bose-Chaudhuri-Hocquenghen (BCH) codes are used for increasing
robustness against attacks. In [47] Low Density Parity Check (LDPC)
codes are used to improve payload. But none of these works considers
the fact that because of applying these coding schemes one has to reduce
the strength of the watermark.

Length of the spreading codes is a direct measure of watermark
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strength in CDMA based watermarking schemes. In this chapter chan-
nel coding is applied at the expense of a reduction of the length of
the spreading codes. Therefore, one can easily judge whether channel
coding is useful or not in CDMA based watermarking. The simulation
results put a clear question mark on the application of computationally
complex channel coding in watermarking algorithms under strong at-
tacks. ECC can correct the errors when they are small in numbers, at
that very point watermark is easily readable even without ECC. When
the attacks grow stronger, ECC collapse and resultant BER is worse
than BER without ECC.

Furthermore, a new strategy of by parts interleaving of spreaded bits
is introduced. [44] concluded that with the addition of channel coding
the watermarking algorithms become weak against geometric attacks.
By applying by-parts interleaving, BER can be improved against ge-
ometric attacks (Sec. 3.4), whether long spreading codes are used or
shorter spreading codes with channel coding are applied. If these mu-
tually similar frequency coefficients are selected from different regions
of the image, the watermarking scheme becomes more robust against
geometric attacks.

3.2 Reversible Watermarking Algorithm

Fig. 3.1 explains the watermark removal process. Extracted watermark
is spread again using same spreading codes and subtracted from the
selected frequency coefficients of watermarked image. After applying
inverse transformation original image is obtained. So, only by using
spreading codes watermark can be removed. If the intensity of the
watermark “α” is known, watermark can be removed after extraction
using:

ij2 = îj − α[b̂1s1 + b̂2s2 + . . .+ b̂ksk] (3.1)

Now all îj are replaced by ij2 again to get original image back. Another
advantage of the proposed scheme is that original watermark is not
needed during watermark removal process.
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Figure 3.1: Watermark removal.

3.3 Addition of Channel Coding

Equation (2.6) shows that bits of the watermark are correctly detected
if |αsi · sTi | is large. To make the algorithm robust |αsi · sTi | should be
as large as possible. (si · sTi ) is always positive and |si · sTi | is large if
the length of si is large. If α is considered as constant the length of the
spreading code si is the only quantity which determines the value of
|αsi ·sTi |. Hence the length of the spreading codes is the measure of the
robustness in CDMA based algorithms. Obviously there is an upper
bound on the length of the spreading codes as the number of frequency
coefficients is limited.

W W Ŵcc
Encoder DecoderInsertion to Image

.

Ŵ

Figure 3.2: Channel Coding in Digital Watermarking.

Fig. 3.2 shows how addition of channel coding works. Here

length of Wc > length of W (3.2)

where, Wc is the coded watermark and W is the original watermark.
Therefore, in order to accommodate higher number of bits of Wc, the
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Table 3.1: BER in extracted watermarks for variable length spreading codes under
JPEG compression attacks (PSNR=40db).

Quality Factor Spreading Code Lengths
128 256 512

80% 0.1023 0.0439 0.0151
70% 0.1634 0.0925 0.0459
60% 0.2353 0.1545 0.0865

length of the spreading codes must be shorted accordingly. How decreas-
ing the length of spreading codes affects the detection of the watermark
is shown in tables 3.1 and 3.2. Table 3.1 elaborates how change in
the length of spreading codes effects on BER under JPEG compression
and table 3.2 shows change in BER under added random noise. Here
512×512 Lena image, 30 different 1024 bit long watermarks and 512
bit long spreading codes are used. To observe the BER under variable
length spreading codes, in case of 128 bits long spreading codes 384 bits
of original spreading codes are replaced by dummy bits and in case of
256 bits long spreading codes remaining 256 bits are dummy. In the
band of BER 4% to 20% relation between length of spreading codes
and BER is almost linear, i.e. by doubling the spreading codes BER
becomes half. Entries 1 in both the tables shows, in the region below
4% by increasing spreading code by a factor n/k, BER improves more
than a factor k/n. Region above 20% is not considered as in this region
probability of error by using ECC is very high. The probability equa-
tion for errors using linear block codes (n,k,t) in extracted watermark
according to [48] is:

P (E) =
n∑

i=t+1

(ni )p
i(1− p)n−i (3.3)

If ECC is applied and number of bits are increased by a factor n/k,
probability of error also increased by a factor n/k, as spreading code is
decreased by a factor k/n. So, for calculating effective probability of
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Table 3.2: BER in extracted watermarks for variable length spreading codes under
added random noise attack (PSNR=40db).

PSNR Spreading Code Lengths
128 256 512

23.5db 0.1340 0.0595 0.0139
21.5db 0.1788 0.0971 0.0356
20.0db 0.2249 0.1409 0.0652

error equation (3.3) can be modified as:

P (E) =
n∑

i=t+1

(ni )(
n

k
× p)i(1− n

k
× p)n−i (3.4)

Fig. 3.3 shows different BCH codes and their respective effective BCH
codes after increasing the probability of error by a factor n/k. It can be
seen even if a strong linear block code is applied, because of reduction
of spreading code, the effective probability of error is same. So, ECC
can improve BER when it is about 2-3% (without using ECC) and
afterwards probability of error shoots by using ECC.

3.4 By-parts Interleaving

Interleaving [49] is another concept from communication, which is used
in proposed watermarking algorithm. To make the algorithm more ro-
bust against geometric attacks the ij vectors can be formed by using
by-parts interleaving over the whole image, e.g. selecting same rows
from different blocks in different regions, in DCT domain, of the image.
Fig. 3.4 shows an example. By-parts interleaving can be applied to all
the different ways for forming ij vectors discussed in Sec. 2.3.

By forming ij vectors in such a way that it consists of similar coeffi-
cients but in different regions makes the algorithm more robust against
geometric attacks. Consider a geometric attack in which the lower por-
tion of the watermarked image is shrink but the upper portion is un-
touched or less shrink. Probability of correct detection of a watermark
bit which is spread in both upper and lower regions of the image is
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Figure 3.3: Probability of errors in BCH coded watermarks versus effective probability
of errors in BCH coded watermarks.

higher than a bit which is spread in just one region. This is confirmed
by experimental results (Sec. 3.5.3).

3.5 Experimental Results

3.5.1 Reversible Watermarking

DCT Domain

In the following experiments 512 × 512 gray scale images (Lena, Milk
drop and Gold hill) are used. A binary watermark 32 × 32 (1024 bits
long) is spread using four 512 bits long mutually orthogonal spreading
codes. ij vectors are formed in 3rd, 4th, 5th and 6th rows of 8 × 8
DCT coefficients blocks (Fig.2.2). Column 2 of tables 3.3 to 3.5 show
the PSNR values of watermarked images at different α values. All
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Figure 3.4: ij vectors are in parts interleaved in row-wise formation. Every matrix
represents a 8× 8 transformed DCT block.

PSNR values are with respect to original images. Column 3 presents
BER in extracted watermarks. Column 4 shows PSNR values after
watermark removal using respective extracted watermarks. Tables 3.3
to 3.5 show that the PSNR values of restored images are so high (in some
cases infinite) that the distortions can be considered as perceptually
transparent. Generally, for PSNR values, anything over 40db is not
visible.

Fig.3.5(a) presents a watermarked image which is very noisy (PSNR
= 27.4328db). This image is watermarked using a 32 × 32 (1024 bits
long) binary watermark Fig.3.5(e). This image is so noisy that it is
useless for unauthorized users. Extracted watermark with no bit er-
rors is shown in Fig.3.5(f). Fig.3.5(b) shows image after watermark re-

42



3.5 Experimental Results

moval, which is identical to original image (PSNR=70.3462). Fig.3.5(c)
and Fig.3.5(d) present zoom in version of Fig.3.5(a) Fig.3.5(b). Fig.3.6
shows the same results with a 64×64 (4096 bits long) watermark. Now
the spreading codes are 128 bits long.

(a) (b)

(c) (d)

(e) (f)

Figure 3.5: (a)Watermarked Lena image (PSNR=27.4328db). (b)Lena after water-
mark removal (PSNR=70.3462). (c)Zoom in version of 3.5(a). (d)Zoom in version
of 3.5(b). (e)32× 32 original watermark. (f)Extracted watermark (BER=0%).

Wavelet Domain

In the following experiment 512 × 512 gray scale Lena image is used.
A binary watermark 32 × 32 (1024 bits long) is spread using four 256
bits long mutually orthogonal spreading codes. ij vectors are formed in
rows of single layer DWT coefficients matrices (Fig.2.6(a)). Tables 3.6
shows experimental results of reversible watermarking algorithm, here
watermark is added to cA matrix. Tables 3.7 to 3.9 present results when
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Table 3.3: Lena image.

α PSNR (db) BER PSNR (db)
watermarked image extracted watermark after watermark

removal
0.005 42.9034 0.39 % 60.3451
0.007 40.0435 0% Infinite
0.01 36.9268 0% Infinite
0.02 30.9708 0% Infinite
0.03 27.4328 0% 70.3462

Table 3.4: Milk drop image.

α PSNR (db) BER PSNR (db)
watermarked image extracted watermark after watermark

removal
0.005 42.9034 1.46 % 55.0323
0.007 40.0435 0.29% 59.6756
0.01 36.9274 0% 87.1311
0.02 30.9974 0% 59.8520
0.03 27.5148 0% 50.4257

Table 3.5: Gold hill image.

α PSNR (db) BER PSNR (db)
watermarked image extracted watermark after watermark

removal
0.005 42.9034 2.44 % 52.8087
0.007 40.0435 0.59% 56.0854
0.01 36.9268 0% Infinite
0.02 30.9740 0% 73.5252
0.03 27.4588 0% 56.7638

44



3.5 Experimental Results

(a) (b)

(c) (d)

(e) (f)

Figure 3.6: (a)Watermarked Lena image (PSNR=27.4433db). (b)Lena after water-
mark removal (PSNR=84.4629). (c)Zoom in version of 3.6(a). (d)Zoom in version
of 3.6(b). (e)64× 64 original watermark. (f)Extracted watermark (BER=0%).

watermark is added to cH, cV and cD matrices respectively. Column
2 of tables 3.6 to 3.9 show the PSNR values of watermarked images
at different α values. All PSNR values are with respect to original
image. Column 3 presents BER in extracted watermarks. Column 4
shows PSNR values after watermark removal using proposed algorithm.
Tables 3.6 to 3.9 show that the PSNR values of restored images are so
high (in some cases infinite) that the distortions can be considered as
perceptually transparent. Generally, for PSNR values, anything over
40db is not visible.

Fig.3.7(a) presents a watermarked image (ij vectors are formed in
rows of cA) which is very noisy (PSNR=23.0344db). This image is wa-
termarked using a 32×32 (1024 bits long) binary watermark Fig.3.7(e).
Extracted watermark with no bit errors is shown in Fig.3.7(f). Fig.3.7(b)
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shows image after watermark removal, which is identical to original
image (PSNR=60.1466db). Fig.3.7(c) and Fig.3.7(d) present zoom in
version of Fig.3.7(a) Fig.3.7(b).

(a) (b)

(c) (d)

(e) (f)

Figure 3.7: (a) Watermarked Lena image (PSNR=23.0344db). (b) Lena after water-
mark removal (PSNR=60.0344). (c) Zoom in version of 3.7(a). (d) Zoom in version
of 3.7(b). (e) 32× 32 original watermark. (f) Extracted watermark (BER=0%).

3.5.2 Using Error Correcting Code (ECC)

In the following experiments 512×512 (8 bits/pixel, gray scale) Lena
image and 32×32, 1024 bits long (binary) watermarks are used. All
experiments are done using 4 spreading codes, in DCT domain. In case
of long spreading code 512 bits long spreading codes are used. For all
coding schemes (BCH, LDPC and Turbo) a code rate of 1/2 is used,
hence the length of the spreading codes is half of the original spreading
codes i.e. 256 bits. In all experiment where coding is done using BCH
code, BCH(127,64,10) is used. In case of Turbo codes generator matrix
G = [111;101] is used and Log-MAP decoder with five iterations is used
for decoding. In all experiments spreading codes are interleaved in 128
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Table 3.6: Reversible watermarking using cA

PSNR (db) BER PSNR (db)
α watermarked image extracted watermark after watermark

removal
0.008 42.1102 8.98 % 46.5459
0.01 39.3084 5.37% 45.7735
0.03 30.3403 0% Infinite
0.05 25.9056 0% 57.7612
0.07 23.0344 0% 60.1466
0.09 20.9353 0% 49.7728

Table 3.7: Reversible watermarking using cH

PSNR (db) BER PSNR (db)
α watermarked image extracted watermark after watermark

removal
0.008 42.1102 0% Infinite
0.01 39.3084 0% Infinite
0.03 30.3403 0% Infinite
0.05 25.9330 0% 57.2685
0.07 23.0378 0% 58.6406
0.09 20.9503 0% 48.3645

Table 3.8: Reversible watermarking using cV

PSNR (db) BER PSNR (db)
α watermarked image extracted watermark after watermark

removal
0.008 42.1102 0% Infinite
0.01 39.3084 0% Infinite
0.03 30.3403 0% Infinite
0.05 25.9324 0% 57.3089
0.07 23.0383 0% 58.5603
0.09 20.9512 0% 48.2786
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Table 3.9: Reversible watermarking using cD

α PSNR (db) BER PSNR (db)
watermarked image extracted watermark after watermark

removal
0.008 42.1102 0% Infinite
0.01 39.3084 0% Infinite
0.03 30.3403 0% Infinite
0.05 25.9320 0% 57.3175
0.07 23.0380 0% 58.5854
0.09 20.9509 0% 48.3143

bits parts. ij vectors are formed in 3rd, 4th, 5th and 6th rows of 8×8
blocks of DCT coefficients.

JPEG Compression

In this experiment 30 different watermarks are tested against JPEG
compression attack. Fig. 3.8 shows that the long code is clearly better
than LDPC code. BCH code is only better when errors are less than
2% (same as presented in theory) afterwards long spreading codes are
better. Convolution code is a little better but overall behavior of all the
codes is the same. PSNR value is 40db in all tested images.

Uniqueness of Watermark

30 different watermarks are used and BER at different PSNR values
are shown in Fig. 3.9. Again the crossing point of BCH and long code
is somewhere between 2-3%. Convolution code is a little better when
errors are small. But when errors are less watermark can be easily
readable even without ECC. At high PSNR values long spreading codes
give better results.
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Figure 3.8: Results under JPEG compression attack.

Combined Attack

A combined test is also performed. Watermarked images at 40db using
long spreading codes and short spreading codes with ECC are cropped1

(25%) then compressed (quality factor 70%) and finally scaled2 to 50%
of their original sizes. Extracted watermark by using long code is better
than channel coded watermarks under extreme attacks (Fig. 3.10).

3.5.3 Using By-parts Interleaving

The algorithm is also tested against copyright attacks that include geo-
metric attacks. In case of geometric attacks, original size of the image is
provided to the watermark detector as a side information. So whatever
size of the image it gets, it resizes that image to its original size before
extracting the watermark. Providing the dimensions of the original im-

1all the cropped pixels are replaced by white pixels (pixel value=1)
2nearest neighbor interpolation is used to scale the image in both directions
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Figure 3.9: Results at different PSNR values.

age should not be a problem. It can very easily be sent to the watermark
detector in the private key along with the spreading codes. Results are
shown in table 3.10 (PSNR=40db, 64 bits watermark, threshold 51%
and without using by-parts interleaving). Same tests are then performed
again with by-parts interleaving (table 3.11). Every bit is interleaved in
four equal parts. There is a significant improvement against geometric
attacks if by-parts interleaving is used.

3.6 Conclusions

In this chapter, CDMA based watermarking scheme is enhanced by
using by-parts interleaving. It is also shown that CDMA based water-
marking scheme can easily be transformed into reversible watermarking
scheme. Reversible version of proposed algorithm can extract the water-
mark and later recover the original image. Watermark can be extracted
and removed only by using spreading codes. Original watermark is not
required during extraction as well as removal process. Furthermore,
how redundant bits in channel coding affect CDMA based watermark-
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Attacks (no. of attacks) Lena Milk Drop Gold Hill Average
colorReduce(1) 100% 100% 100% 100%
Wavelet(10) 100% 100% 100% 100%
TemplateRemove(1) 100% 100% 100% 100%
Scale(42) 100% 100% 100% 100%
Row col(49) 100% 100% 100% 100%
ML(7) 100% 100% 100% 100%
MAP(6) 100% 100% 100% 100%
JPEG(12) 100% 100% 100% 100%
Filtering(3) 100% 100% 100% 100%
Bending(2) 100% 100% 100% 100%
Aspectratio(35) 100% 100% 100% 100%
Shearing(14) 100% 100% 86% 95%
RotationScale(21) 71% 57% 62% 63%
Linear(21) 67% 62% 33% 54%
Rotation(21) 95% 19% 43% 52%
SampleDownUp(4) 50% 50% 50% 50%
Warping(28) 43% 50% 50% 48%
Projective(70) 23% 43% 30% 32%
Crop(28) 11% 21% 46% 26%
Remodulation(4) 0% 0% 25% 8%
Copy(1) 0% 0% 0% 0%
Collage(2) 0% 0% 0% 0%
Average(1146) 71% 68% 69% 70%

Table 3.10: 64 bits Watermark, threshold 51%
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Attacks (no. of attacks) Lena Milk Drop Gold Hill Average
colorReduce(1) 100% 100% 100% 100%
Wavelet(10) 100% 100% 100% 100%
TemplateRemove(1) 100% 100% 100% 100%
Scale(42) 100% 100% 100% 100%
SampleDownUp(4) 100% 100% 100% 100%
Row col(49) 100% 100% 100% 100%
MAP(6) 100% 100% 100% 100%
JPEG(12) 100% 100% 100% 100%
Filtering(3) 100% 100% 100% 100%
Bending(2) 100% 100% 100% 100%
Aspectratio(35) 100% 100% 100% 100%
Shearing(14) 100% 100% 86% 95%
ML(7) 86% 86% 86% 86%
Collage(2) 100% 50% 50% 67%
Warping(28) 36% 79% 82% 65%
Crop(28) 82% 50% 54% 62%
Projective(70) 53% 56% 54% 54%
Rotation(21) 95% 10% 48% 51%
Linear(21) 67% 57% 29% 51%
RotationScale(21) 90% 19% 14% 41%
Remodulation(4) 0% 0% 0% 0%
Copy(1) 0% 0% 0% 0%
Average(1146) 82% 73% 73% 76%

Table 3.11: 64 bits Watermark with by-parts interleaving, threshold 51%
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(a) (b)

(c) (d) (e)

Figure 3.10: (a)Original Watermark. Extracted Watermarks using (b)Long spread-
ing code, (c)BCH code, (d)LDPC code (e)Convolution code.

ing is discussed in this chapter. Simulations have shown that it is not
favorable to use ECC at the expense of the length of the spreading
codes. Under strong attacks long spreading codes are better than short
spreading codes with ECC. Another important issue is complexity of
the algorithm. ECC also increases the computational complexity of
watermarking schemes a lot. So, it is better to use longer spreading
codes in CDMA based watermarking schemes instead of ECC.
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4 Image Quality Assessment

4.1 Introduction

Objective Image Quality Assessment (IQA) aims to provide an auto-
matic and efficient system to evaluate quality. Based on the existence of
source image, IQA can be classified into: Full Reference (FR), Reduced
Reference (RR) and No Reference (NR) IQA methods. The FR assumes
that the undistorted reference image exists and is fully available. FR
method uses the reference image to predict the quality degradation of
the distorted medium which eases the process substantially and provides
superior quality prediction performance. In the RR method, the refer-
ence image is not fully available. Instead, certain features are extracted
from the reference image and employed by the quality assessment sys-
tem as side information to evaluate the quality of the distorted image.
The NR method does not have any information about the reference
image. The quality assessment is based only on the distorted image
[50]. These methods should produce objective scores well correlated
with subjective quality scores obtained by the human visual system.
The most widely used objective image quality metrics are Peak Signal
to Noise Ratio (PSNR) and Mean Square Error (MSE), although they
have been criticized because they do not correlate well with Human
perception [6].

Image quality assessment algorithms are needed for three types of
application [51]:

1. For optimization purposes, where one maximizes quality at a given
cost.

2. For comparative analysis between different alternatives.
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3. For quality monitoring in real-time applications.

Considerable volume of research has developed objective image/video
quality metrics that incorporate Human Visual System (HVS). How-
ever, most of the proposed metrics based on HVS require the existence
of the reference image (FR) [52, 53, 54, 55].

Wang et al. proposed a general reduced reference image quality as-
sessment based on statistics computed for natural images in wavelet
transform domain [56]. In this method, a generalized Gaussian Den-
sity function is used to model the marginal statistics of the coefficients
in wavelet sub-bands. Then the parameters of the fitting model are
employed as RR features. This method achieves notable success when
tested with individual distortion types (JPEG2000 compression, JPEG
compression, blurring and white Gaussian noise).

In the last decade, the usage of multimedia contents increased ex-
ponentially, due to rapid growth of the Internet. JPEG is one of the
most popular and widespread image formats in Internet. JPEG is a
lossy compression, it means JPEG compressed images, even after recon-
struction, are distorted images with respect to original images. JPEG
distortion is inversely proportional to the quality factor used. If JPEG
quality factor is formulated one can estimate how much the image is
distorted because of the compression. In this chapter, a scheme is pro-
posed that can measure the quality of an image which is compressed
using JPEG. This scheme results in the quality factor with which an im-
age was originally compressed, hence give a direct measure for quality.
Proposed scheme is very help in the situations where images are only
available as bitmaps. It can be used to estimate JPEG quantization ra-
tio with which image was originally compressed. Furthermore, by using
proposed algorithm JPEG quantization ratio can also be estimated. To
use JPEG coded images, knowledge of quantization ratio is required.
Sometimes the the knowledge of quantization ratio is not available, for
example the header information is not available. Proposed scheme can
estimate the quantization ratio, which was used to compress the original
image.

In this chapter, digital Watermarking is used for a new reduced ref-
erence image quality assessment scheme for JPEG compression. This
scheme uses one block from the original image as a reduced reference
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and inserts it over the whole image using digital watermarking. To ap-
ply JPEG compression, before DCT transformation, image is divided
into 8 × 8 pixel blocks, the selected block can any of these 8 × 8 pixel
blocks. Although any 8 × 8 pixel block can be selected, in proposed
algorithm, first (top left) 8 × 8 pixel block from the image is used to
implement reduced reference image quality assessment algorithm. This
selected block is converted to bits and inserted over the whole image
using digital watermarking. For example, in case of gray scale images,
every pixel is represented by 8 bits. One 8× 8 pixel block is composed
of 512 bits, so 512 bits long watermark is embedded in the image, to
construct watermarked image. This block can be extracted at the re-
ceiver side by watermark extraction process. Then this block is used
to generate a set of all possible compressed matrices with all possible
quantization matrices. At the same time, the corresponding block from
the distorted image is used to calculate the real reconstructed block
by applying Discrete Cosine Transformation (DCT) to this block. The
main idea for Image Quality Assessment metric is the comparison be-
tween the two matrices obtained for same block. It is later checked to
which degree, they are similar. The index of matrix which has most
similarities yields the quality factor.

Digital watermarking can also be used for estimating the quantiza-
tion ratio of single JPEG compressed images. One 8 × 8 pixel block
is embedded in the image, same way as described above. Afterwards,
JPEG compression is applied on watermarked image, and watermarked
image is transmitted. Assume that the receiver does not know the quan-
tization ratio, with which image is compressed. At the receiver side, a
set of all possible quantization ratios are applied to the received com-
pressed image. Later, watermark is extracted from all the images, and
compared with the selected block. The inserted watermark can be ex-
tracted correctly only with the same quantization ratio which was used
to compress the original image. Presented algorithm can be considered
as a blind JPEG decompression algorithm, as receiver can decompress
(reconstruct) the image without knowing the quantization ratio (qual-
ity factor) with which the image was originally compressed. Proposed
quantization estimation scheme is simple and computationally efficient
unlike other complex estimation algorithms [57, 58]. Proposed algo-
rithm can also be used for applications like forgery detection [59, 60].
The knowledge of the quantization ratio used in the JPEG compression
is sometimes required at the receiver. It might be used in the cancel-
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lation of blocking and ringing artifacts [61, 62]. Furthermore, proposed
scheme can simultaneously be used for quantization ratio estimation
and usual watermarking applications [63]. The only condition is that
the watermark must be a part of the image.

4.2 Overview of the JPEG compression
standard

The JPEG compression and decompression is illustrated in Fig. 4.1.
First, the original image is split into 8 × 8 block and DCT is applied.
Then the DCT coefficients matrices are divided by the desired quan-
tization matrix. The compression starts with quantization and as a
result the output matrix contains many zeros. After that, zig-zag cod-
ing is usually used to encode the compressed matrix into bit stream.
For decompression, the received compressed image data is decoded and
converted back to the compressed matrix. This compressed matrix is
multiplied with the same quantization matrix which was used for com-
pression. Finally, the IDCT is applied and the image is reconstructed
[64].

The general procedure for JPEG is as follow:

1. The image is split into 8× 8 blocks of pixels.

2. Working from left to right, top to bottom, the DCT is applied to
each block.

3. Each block is compressed through quantization.

4. The array of compressed blocks that constitute the image is stored
in a drastically reduced amount of space.

5. When desired, the image is reconstructed through decompression,
a process that uses the Inverse Discrete Cosine Transform (IDCT).
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The DCT equation computes the i, jth entry of the DCT of an image is:

D(i, j) =
1√
2N

C(i)C(j)∗
[
N−1∑

x=0

N−1∑

y=0

p(x, y)cos

[
(2x+ 1)iπ

2N

]
cos

[
(2y + 1)iπ

2N

]] (4.1)

C(u) =

{ 1√
2

if u = 0

1 otherwise

}
(4.2)

where p(x, y) is the x, yth element of the image represented by the
matrix p, N is the size of the block that the DCT is done on. The
equation calculates one entry (i, jth) of the transformed image from the
pixel values of the original image matrix. Inverse DCT is calculated as
follows:

p(x, y) =
1√
2N

∗
[
N−1∑

x=0

N−1∑

y=0

C(i)C(j)D(i, j)cos

[
(2x+ 1)iπ

2N

]
cos

[
(2y + 1)iπ

2N

]]

(4.3)

For the standard 8× 8 block that JPEG compression uses, N equals
8 and x and y range from 0 to 7. Therefore, Eq. (4.1) can be simplified
as:

D(i, j) =
1

4
C(i)C(j)∗
[

7∑

x=0

7∑

y=0

p(x, y)cos

[
(2x+ 1)iπ

16

]
cos

[
(2y + 1)iπ

16

]] (4.4)

To get the matrix form of Eq. (4.1), the following equation is used:

T i,j =

{ 1√
N

if u = 0√
2
N
cos[ (2j+1)iπ

2N
] otherwise

}
(4.5)
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Figure 4.1: DCT based encoder and decoder

Table 4.1: Original and Reconstructed image blocks
Original(O)

154 123 123 123 123 123 123 136
192 180 136 154 154 154 136 110
254 198 154 154 180 154 123 123
239 180 136 180 180 166 123 123
180 154 136 167 166 149 136 136
128 136 123 136 154 180 198 154
123 105 110 149 136 136 180 166
110 136 123 123 123 136 154 136

Reconstructed(N)
149 134 119 116 121 126 127 128
204 168 140 144 155 150 135 125
253 195 155 166 183 165 131 111
245 185 148 166 184 160 124 107
188 149 132 155 172 159 141 136
132 123 125 143 160 166 168 171
109 119 126 128 139 158 168 166
111 127 127 114 118 141 147 135

4.3 Algorithms

4.3.1 Theoretical Background

Assume that one block (O) from the original image is available and the
corresponding compressed block (N) is taken form the distorted image.
The DCT is applied to both as follows:

RC = T (N − 128)T ′ (4.6)

D = T (O − 128)T ′ (4.7)

where T is the DCT matrix for 8 × 8 block. Now using the matrices
Qj, which represent the quantization tables, where for j = 1 : 100, Rj
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matrices are constructed as under:

Cj = round(
D

Qj

) for j = 1 : 100 (4.8)

Rj = Qj ×Cj (4.9)

With the previous knowledge of the comparison ratio (in this case
50), which has produced the compressed image, the Rj matrices are
generated for both Q50 and Q90. Now, comparisons between RC and
different Rj matrices are done as in Table 4.2. The Rj matrix can be
considered as a sparse matrix due to the quantization process, while
RC matrix contains many small values due to the rounding process.

There is a relation between the Rj matrices and RC matrix. This
relation is at its maximum, only if the Rj matrix is generated with
the same quantization factor that was originally used to produce the
compressed image block (Rj for Q50).

4.3.2 Image Quality Assessment(IQA) Algorithm

In section 4.3.1, a relation between the original block and compressed
version of this block has been concluded. This relation is usually unique
for the same quantization factor. If only one 8 × 8 block is known to
receiver, it can compute the quality factor by which received image is
compressed. In the proposed algorithm, one 8 × 8 block is selected
and it is embedded in the image using digital watermarking. Later, this
image is compressed using whatever quality factor required. At receiver
side, this block is extracted using watermark extraction process. This
extracted block is used to generate a set of all possible Rj matrices with
different quantization factors using equation (4.9). At the same time,
the corresponding block (N) from the compressed image is used to
calculate the RC matrix by applying Discrete Cosine Transform (DCT)
to the N matrix using equation (4.6).

Now, an (8 × 8) RC matrix is in one side and at the other side,
hundred (8×8) Rj matrices are resulted from the extracted block using
the standard quantization matrices (Q1 to Q100). The index of the
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Table 4.2: Comparison between Original and Reconstructed image blocks
Resulting Rj and RC and their division

RC

161 43 22 79 26 -1 1 -1
37 106 16 36 28 -2 1 0
-97 -67 17 -49 -40 -1 0 -1
-42 -84 -1 -29 -1 0 0 0
-37 24 -2 2 -1 1 -1 0
-2 2 -2 2 -2 1 -1 1
-1 2 -2 3 -2 1 -1 0
-2 1 -1 1 -1 1 0 0

R50 for Q
50

160 44 20 80 24 0 0 0
36 108 14 38 26 0 0 0
-98 -65 16 -48 -40 0 0 0
-42 -85 0 -29 0 0 0 0
-36 22 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

R90 for Q
90

162 40 20 72 30 16 -20 -12
30 108 9 32 30 -12 24 0
-93 -60 12 -45 -32 11 0 11
-39 -84 -4 -24 -10 17 0 0
-32 16 -7 -11 14 0 21 0
0 -14 11 0 32 21 0 0
0 0 16 0 -21 -24 0 20

-14 18 0 -20 22 0 0 20
α1(Q50

) after removing non-finite and zero elements
1.00 0.97 1.10 0.98 1.08
1.02 0.98 0.94 1.07
0.98 1.03 1.06 1.02 1.00
1.00 0.98 1.00
1.02 1.09

α1(Q90
) after removing non-finite and zero elements

0.99 1.07 1.10 1.09
0.98 0.93

1.04 1.08
1.07 1.00
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matrix which best matches RC yields the compression factor. After
that, a search for the matrix (or matrices when they are equal) in the
set Rj that best matches RC matrix is processed. This can be done
using different methods. In Fig. 4.2 an algorithm is presented for
searching the best matching matrix. This algorithm is illustrated using
two filtering steps.

The result of element wise division between the RC matrix and every
matrix of the set Rj is calculated and stored again in a new set α(Qj)

α(Qj) = RC ./ Rj , for j = 1 : 100, (4.10)

At this point, the resulting matrices contain some non-finite elements
(due to the division of zero). A replacement for the non-finite elements
by zeros is processed. The resulting new set is stored again in α1(Qj).
Later on, α1(Qj) elements are filtered between (0.90 ≤ αxy ≤ 1.10)
here, αxy are elements of matrix α1(Qj). Then the index(s) of the matrix
(matrices) that have the maximum number of elements represent(s) one
possible candidate for the distortion factors.

If the matching yields only one index (one quality factor), the first
filtering process would be sufficient. Otherwise, a second filtering step
is processed further. For multiple indexes, the RC matrix is filtered by
the replacement of the elements (−1 ≤ rxy ≤ 1) with zeros (this range
is obtained after applying DCT for different images and observes the
DCT coefficients values), here rxy are elements of matrixRC1. Then the
new RC1 matrix and the subset of Rj1 matrices is converted to column
vectors. Now, an element-wise comparison between column vectors is
done. Finally, the index of the column with best matching represents
the Quality factor.

4.3.3 Blind Quantization Ratio Estimation Algorithm

The above proposed algorithm can also be used to develop an algorithm
for blind quantization estimation. If only one original 8× 8 pixel block
is known to the receiver, it can compute the quality factor by which
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received image is compressed. In the proposed algorithm, one 8 × 8
pixel block is selected and it is embedded in the image using digital
watermarking, as done in above quality assessment algorithm. Later,
this image is compressed using the required quality factor. The result-
ing image is encoded into bits stream, transmitted and decoded back at
the receiver side. If the receiver does not know the quality factor with
which image is compressed, it applies a set of all quantization tables
to the received compressed image. As a result, the corresponding set
of watermarked distorted images (Iwdn where n ∈ {1, 2, 3, 4, . . . , 100})
has been generated for each of the received images. From every gen-
erated image two blocks have been extracted. One of these blocks is
the extracted watermark On (where n ∈ {1, 2, 3, 4, . . . , 100}), while the
other block is the corresponding selected block from the watermarked
distorted image Nn.

The proposed algorithm (Fig. 4.3) is based on a comparison between
every pair of blocks for each of the generated watermarked distorted
image. One point must be mentioned here, that the inserted watermark
can be extracted correctly only if the same quantization ratio, which
was used to compress the original image, is used to decompress the
received data.

For n-th image: DCT is applied on extracted watermark block Dn =
T (On − 128)T ′ and it is quantized Cn = round( D

Qn
) to get Rn =

Qn ×Cn. Now DCT is applied on the corresponding selected block to
get RCn = T (Nn − 128)T ′. After that, the ratio between RCn and Rn

is calculated using α(Qn) = RCn ./ Rn and stored as a matrix. The
α(Qn) matrix is filtered between (0.90 ≤ αxy ≤ 1.10) and stored as
α1(Qn). α1(Qn) is calculated for every image of set Iwdn. Only one
image from the set of watermarked distorted images Iwdn is correct,
which has been decompressed with the same quantization ratio (which
was used to compress it). This image is the one which has the maximum
number of elements in α1(Qn).
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4.4 Information Embedding System

To embed a selected block into the image, a dithered uniform scalar
quantization watermarking in wavelet transform domain is used as in
[65]. This watermarking technique is a simple case of a class of quantization-
index-modulation information embedding techniques which allow for
blind decoding and achieve a good trade off between data hiding rate
and robustness. A five-scale separable wavelet transform is used to de-
compose the reference image into 16 sub-bands, including the horizon-
tal, vertical and diagonal sub-bands at each scale and a low frequency
residual band. For inserting one bit of information m ∈ {0, 1} into a
wavelet coefficient c, the coefficient is altered according to the following
rule:

cq = Q(c+ d(m)) ≡ Qm(c), (4.11)

where cq is the altered coefficient, Q(.) is a base quantization operator
with step size ∆ and d(m) is dithering operator defined as:

d(m) =

{
−∆/4 if m = 0
∆/4 if m = 1

(4.12)

At the receiver side, a distorted coefficient cd is obtained and used to
estimate the embedded bit based on the minimum distance criterion:

m̂(cd) = arg min
m∈{0,1}

‖cd −Qm(cd))‖ (4.13)

The hidden messages are embedded into the horizontal, vertical and
diagonal sub-bands at the fifth scale of the wavelet decomposition. Some
other watermarking algorithms can also be used to embed the selected
block.
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4.5 Experimental Results

4.5.1 Image Quality Assessment

This IQA metric has been tested on 28 512 × 512 gray scale images
(the original images are chosen from the LIVE database [66]), and after
the insertion of one 8 × 8 block as a watermark using [56], each of
the resulting images has been distorted with different distortion factors
(i.e. ranging from 51 to 100). As a result, a database consists of 1400
distorted images has been created. Due to watermarking limitation
image under 50% quality factor are not tested. Using watermarking
scheme presented in [65] it is difficult to extract 512 bit long watermark
correctly under 50% quality factor.

Table 4.3 shows the experimental results for this algorithm with dif-
ferent filtering ranges and considering different accuracies of the number
of wrong Image Quality Metrics (IQMs). The results use these two cri-
terion (0.90 ≤ αxy ≤ 1.10) and (−1 ≤ rxy ≤ 1), which are the best
among the others. Only 24 records out of 1400 give wrong prediction
with an accuracy of ±3 (as a percentage less than 2%). Table 4.4 is
the same as the previous table but in percentage. Also, the correlation
between RC and Rj is tested at the same dataset (by using the mat-
lab command corr2(RC ,Rj)). In this case 62 records out of 1400 give
wrong prediction with an accuracy of ±3.

Table 4.3: Number of images with errors for different IQMs

Number of Errors using different Accuracy
±3 ±2 ±1 0

IQA1(RC(−1 ≤ RC ≤ 1) = 0) 62 81 155 340
IQA2((0.90 ≤ αxy ≤ 1.15)
&(RC(−1 ≤ rxy ≤ 1) = 0)) 32 59 143 367
IQA2((0.90 ≤ αxy ≤ 1.10)
&(RC(−1 ≤ rxy ≤ 1) = 0)) 24 39 109 310

IQA1 is computed using correlation function between theRC1 (which
equals to RC from the compressed image after setting all the elements
that ranging from −1 ≤ rxy ≤ 1 to zero) withRj1 and selecting the best
match for the RC1. IQA2 shows experimental results using proposed
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Table 4.4: Ratio of images with errors for different IQMs

Number of Errors using different Accuracy
±3 ±2 ±1 0

IQA1(RC(−1 ≤ RC ≤ 1) = 0) 4% 6% 11% 24%
IQA2((0.90 ≤ αxy ≤ 1.15)
&(RC(−1 ≤ rxy ≤ 1) = 0)) 2% 4% 10% 25%
IQA2((0.90 ≤ αxy ≤ 1.10)
&(RC(−1 ≤ rxy ≤ 1) = 0)) 2% 3% 8% 21%

algorithm.

4.5.2 Quantization Ratio Estimation

This algorithm has been tested on 28, 512× 512 gray scale images (the
original images are chosen from the LIVE database [66]), and after the
insertion of one 8 × 8 block as a watermark using [65], each of the re-
sulting images has been compressed with different quantization ratio
(i.e. Qn where n ∈ {25, 30, 35 . . . , 95, 100}). As a result, a database
consists of 448 distorted images has been created. Using proposed al-
gorithm, quantization ratio (quality factor) is estimated. Out of 448
images only 20 estimates are wrong. Table 4.5 shows the experimental
results, wrong estimations are highlighted. When α1(Qn) is empty the
algorithm returns No Result (NR). This is happened when compression
ratio is very high (quality factor is very small). At very small quality
factors image is distorted so much that it actually destroys the water-
mark. When watermark is lost completely, obviously algorithm can not
work. There are a few wrong estimations e.g. for parrots image, when
image is compressed with a quality factor of 70%, proposed algorithm
estimates the quality factor as 30%, this happens when most significant
bits are detected wrong, although BER in extracted watermark is not
high. When significant bits are detected wrong the reconstructed 8× 8
block becomes very different from the original block which was used as
a watermark.

This algorithm is also tested for quality factors ≤ 20%, but as water-
mark is completely destroyed, almost in all the cases algorithm returns
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no result (NR).

4.6 Conclusions

A new metric for Reduced Reference JPEG Image Quality Assessment
has been proposed. An 8×8 block from the original image is transmitted
to the receiver as a watermark. This block is extracted at receiver
side and by using extracted block and corresponding compressed block
quality of a JPEG image is assessed. Performances are tested on 28-
images, each of them distorted with fifty different quality factors (a
total of 1400 images). In this test only 24 images yield quality scores
with wrong prediction. This algorithm works within an accuracy of
±3 and provides a direct measure for the quality. The proposed Image
quality metric is developed for JPEG distortion. As proposed scheme is
based on comparison between original block and distorted block, similar
schemes can be developed for JPEG2000 or Gaussian Blur. To increase
robustness of this metric, different watermarking technique can be used.

In this chapter, an algorithm is also proposed to decompress JPEG
images at the receiver side blindly. The main idea is that the inserted
watermark can be extracted correctly only with the same quantization
ratio which was used to compress the original image. This algorithm is
tested against 448 images. The percentage of wrong estimation is almost
4%. To increase the robustness of this algorithm, different watermarking
technique can be used. In future, the proposed algorithm can also be
used for image forgery detection. If the image is tempered the hidden
block (watermark) may not be extracted correctly.
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Figure 4.2: JPEG Image Quality Assessment Algorithm

69



Image Quality Assessment 4

Figure 4.3: Blind JPEG Decompression Algorithm
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5 Channel Equalization Using
Watermark as a Training Sequence

5.1 Introduction

Intersymbol Interference (ISI) is a very common type of distortion which
a signal undergoes during transmission [25]. Trained equalization is a
technique widely used to cope with ISI. A training sequence is sent over
the channel and with the help of received and already known training
sequence channel is equalized. Traditional trained equalization scheme
works with simple algorithms like Least Mean Squares (LMS)[67]. Most
crucial drawback of traditional trained equalization is that it consumes
extra bandwidth. To save the bandwidth, some blind equalization tech-
niques, which do not require training sequences, are used to equal-
ize channels. These blind equalization schemes are usually based on
computationally complex algorithms like Constant Modulus Algorithm
(CMA)[68]. So the cost of saving bandwidth is increased computational
complexity.

Digital watermarking can be used beyond simple security tasks if
some meaningful watermark is embedded in host data. Tracing wa-
termarks are used for blind quality assessment for multimedia com-
munication in [69]. A multipurpose public-key cryptosystem based on
image watermarking is developed in [70]. End-to-end QoS provision
and control in wireless communication by means of digital watermark-
ing is presented in [71]. Digital watermarking is used for dynamic and
adaptive equalization in [72] and [73] respectively. However in [72] and
[73] receiver should know the watermark (training sequence) in advance,
which is not required in proposed scheme.

In comparison to blind equalization, traditional trained equalization
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is known to be computationally efficient. But the most crucial draw-
back of trained equalization is that it consumes extra bandwidth. An-
other disadvantage is that the receiver must have prior information of
the original training sequence. There are some blind equalization al-
gorithms, where training sequences are not used and data can still be
equalized [68], [74]. To design a blind equalization algorithm conver-
gence of the algorithm and computational complexity are two important
issues. Constant Modulus Algorithm (CMA) [68] is one of well known
algorithm used for blind equalization. Disadvantage for CMA is its slow
convergence. Therefore, researchers tried to lessen the computational
complexity of CMA and tried to make convergence faster [75], [76].

In this work, a completely different approach to blind equalization is
taken by using digital watermarking. The proposed method does not
require training sequences to be known in advance and works with stan-
dard trained equalization algorithms (e.g. LMS) at low computational
complexity. Furthermore, proposed scheme can simultaneously be used
for blind equalization and usual watermarking applications.

Proposed schemes can be looked from two different viewpoints. First,
how watermarking can be used for blind equalization (the receiver is not
required to know the training sequence). Second, how digital water-
marking can be used to correct errors in transmitted images. Addition-
ally the proposed algorithms can simultaneously be used for blind equal-
ization and usual watermarking applications. In this chapter, three
watermarking based equalization algorithms are presented, for three
different scenarios:

1. when channel specific training sequence or specific watermark is
required,

2. when watermark/training sequence can be any sequence (can be
a part of data),

3. when original data required after equalization.

In the first algorithm (algorithm I), training sequence is embedded
in the data in the form of watermark. This training sequence is also
sent over the channel. On receiving side, the watermark is extracted
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and with the help of received training sequence and extracted water-
mark channel can be equalized. In this algorithm receiver does not
required to know the training sequence in advance. Consider the fol-
lowing scenario: An image (data) distributor distributes watermarked
images (data) containing different watermarks to several clients. Dis-
tributor also sends the watermark along with the watermarked image
(data) through the channel. On the receiving sides, receivers only have
a watermark extractor (all the receivers use the same extracting soft-
ware). Therefore, the receivers can extract the watermark and use it
as a reference training sequence. The watermark which distributor has
sent through the channel can be treated as received training sequence.
Now, the channel can be estimated and hence received, erroneous, wa-
termarked images can be corrected.

In the second algorithm (algorithm II), a chunk of data, which is
a part of the data actually to be transmitted through the channel, is
used as a watermark. This chunk is embedded in the data as a water-
mark. With the help of received chunk and extracted chunk (extracted
watermark) the channel can be equalized blindly.

In the third algorithm (algorithm III), reversible watermarking is used
to recover the original data after equalization. Watermarking algorithm
used for these blind equalization schemes, must have the following two
qualities:

• Robust (to withstand distortions due to transmission).

• Carry enough payload (which can be used as training sequence).

CDMA based spread spectrum watermarking scheme fulfills the above
requirements. The main advantage of spread spectrum watermarking
is that each watermark bit is embedded in a number of pixels. Because
of that it is proved to be robust in transmission. By using multiple
orthogonal spreading codes, CDMA based watermarking scheme can
carry more payload (large watermark). Normalized Least Mean Square
(NLMS) algorithm [67] is used in this scheme for equalization. Other
equalization algorithms e.g. Least Mean Square (LMS) and Recursive
Least Square (RLS) can also be used.

75



Channel Equalization Using Watermark as a Training Sequence 5

5.2 Watermarking-Based Blind Equalization

Fig. 5.1 shows how trained equalization works. In order to equalize the
data receiver must know the reference training sequence in advance.
Error e(n) is calculated with the help of received training sequence and
reference training sequence. Now by minimizing e(n), the inverse of
the channel is estimated and weights (taps) w(n) are updated. The
received data can be equalized by using w(n).

Channel

Training SequenceData

Received
training sequencedata

Received

+

e(n)

w(n)

d(n)

+−

Equalizer control
algorithm

Adaptive

Corrected data

Figure 5.1: Traditional trained equalization technique.

Fig. 5.2 shows algorithm I for blind equalization, where a training
sequence is hidden (or superimposed) in the data by using digital wa-
termarking. After transmission, if this hidden training sequence is
extracted from the received data without much errors, the extracted
training sequence can be used as reference training sequence (which is
supposed to be provided by the sender).

Fig. 5.3 shows algorithm II for blind equalization, where a selected
chunk of data is hidden (or superimposed) in the entire stream of data
(Fig. 5.4 ). After transmission, this hidden chunk of data is extracted
from the received data. This extracted chunk can be used as a reference
training sequence and the received chunk can be used as a received
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Channel

+

e(n)

w(n)

−
+d(n)

Extracted

watermark
Received

WatermarkWatermarked image

Received
watermarked

Corrected
watermarked image

watermark

control
algorithm

Adaptive

image

extractor

Equalizer/
Watermark

Figure 5.2: Algorithm I for blind equalization.

training sequence. Thus e(n) can be calculated and adaptive control
algorithm can be used to update w(n). Hence received data can be
equalized blindly.

Algorithm III is shown in fig. 5.5. This algorithm is similar to al-
gorithm II, the difference is that reversible watermarking is used to
retrieve original image after equalization.

For equalization, in algorithm I, II and III, Normalized LMS algo-
rithm is used. This algorithm works as follows [67]:

Parameter : M = number of taps

a = positive constant

µ̃ = adaption constant (step-size parameter)

0 < µ̃ < 2

Initialization. If prior knowledge on the tap-weight vector ŵ(n) is avail-
able, use it to select an appropriate value for ŵ(0). Otherwise, set
ŵ(0) = 0.
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Channel

+

e(n)

w(n)

−
+d(n)

Extracted

Received
watermarked

Corrected
watermarked image

watermark

control
algorithm

Adaptive

Watermarked image

Received

image

Equalizer/

extractor
Watermark

selected part

Figure 5.3: Algorithm II for blind equalization.

Data

(a)Given : u(n) : M-by-1 tap-input vector at time n

d(n) : desired response at time n

(b)To be computed : ŵ(n+ 1) = estimate of tap-weight

vector at time n+1

Selected chunk

Stream of data

Chunk spread over the stream of data

Figure 5.4: Selecting a chunk of data and hiding it in the stream of data.
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Channel

+

e(n)

w(n)

−
+d(n)

Extracted

Received
watermarked

watermark

control
algorithm

Adaptive

Received

image

Equalizer/

extractor
Watermark

selected part

Watermarked image

Image Watermark
insertion

Watermark
removerCorrected

watermarked image
original image

Corrected

Figure 5.5: Algorithm III for blind equalization.

Computation : n = 0, 1, 2, . . .

e(n) = d(n)− ŵH(n)u(n)

ŵ(n+ 1) = ŵ(n) +
µ̃

a+ ‖ u(n) ‖2u(n)e
∗(n) (5.1)

Normalized LMS is a modified version of LMS algorithm. LMS algo-
rithm also works fine in proposed blind equalization method. In LMS
algorithm weights are updated according to the following equation [67]:

ŵ(n+ 1) = ŵ(n) + µu(n)e∗(n) (5.2)

where:

µ = step-size parameter

0 < µ <
2

tap-input power

tap-input power =

M−1∑

k=0

E[|u(n− k)|2]

79



Channel Equalization Using Watermark as a Training Sequence 5

However simulations have shown that Normalized LMS algorithm
works slightly better than LMS algorithm. LMS algorithm experiences
a gradient noise amplification problem when u(n) is large, because the
correction applied to the tap-weight vector ŵ(n) at iteration n + 1
is directly proportional to the tap-input vector u(n). In normalized
LMS algorithm correction applied to tap-weight vector ŵ(n) at iteration
n+1 is normalized with respect to squared Euclidean norm of tap-input
vector u(n) at iteration n.

5.2.1 Implementation Problem

A very crucial problem arose while implementing proposed scheme us-
ing digital watermarking. A part of an image is selected, and later it is
spread over the whole image forming watermarked image. Obviously,
watermarked image is slightly different from the original image. When
this watermarked image is transmitted, channel can not be equalized.
Because, the extracted watermark is a part of the original image and
received part is from watermarked image. Hence both of them are dif-
ferent and the channel can not be equalized using extracted watermark
and received part of the watermarked image.

One of the simplest solutions to this problem is to hide the selected
part in the remaining image (other than selected part). However, this
simple solution causes problems for usual watermarking applications,
like copyrights protection etc., and for blind equalization. From general
watermarking applications point of view, it is not good to leave a refer-
ence to the original image. Watermark should be spread over the whole
image. If reference to the original image is present in the watermarked
image, some denoising algorithm can detect watermark as noise. So
watermark can be removed easily. Therefore, this scheme can not be
used for usual watermarking applications.

This problem is solved by watermarking selected portion with some
dummy bits first and then hide this dummy watermarked selected por-
tion into remaining image (Fig. 5.6). Now this watermarked image has
same level of noise over whole image and has no reference to the original
image. Therefore, this watermarked image can simultaneously be used
for blind equalization as well as for usual watermarking applications.
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5.2 Watermarking-Based Blind Equalization

Dummy Watermarked

Dummy Watermarked

Watermarked Image

chunk is spread over
remaining image

Dummy watermarked

Original Image Selected part

Figure 5.6: Forming a watermarked image, considering implementation problem.

5.2.2 Possible Security Issue

As watermark is a part of the watermarked image in algorithm II and
III, it can be considered as a possible security issue. By using proposed
scheme, watermark can be any part of watermarked image, which is very
difficult to locate for an evedropper. Furthermore, because of proposed
implementation scheme noise level (watermark intensity) is same over
the whole image. So it is difficult to distinguish between selected part,
watermark, and remaining watermarked image.
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5.3 Experimental Results

In all the experiments 512×512 (8 bits/pixel, gray scale) images (Lena
Fig. 5.7(a) and Milk drop Fig. 5.7(b)) are used. 512 bits long watermark
is hidden in 3rd, 4th, 5th and 6th rows of 8×8 blocks of DCT coeffi-
cients. Two spreading codes, each of length 512, are used to spread
the watermark bits. All the images are watermarked at 40db (here
α = 0.01). Using MATLAB, these images are transmitted over four
different channels:

channel 1: {0.986, 0.845, 0.237, 0.123+0.310i}
channel 2: {0.986, 0.845, 0.537, 0.323, 0.123}
channel 3: Frequency-flat (single path) Rayleigh

fading channel, sample time 1× 10−5 and
maximum Doppler shift 0.09 Hz.

channel 4: Frequency-flat (single path) Rician fading
channel, sample time 1× 10−5, maximum
Doppler shift 0.99 Hz and Rician factor
equal to 1.

Elements of the vectors shown above, for channel 1 and 2, represent
channel coefficients. Channels are simulated by arranging the above
shown vectors into Teoplitz matrices.

(a) Lena image. (b) Milk drop.

Figure 5.7: Original Lena and Milk drop images.
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5.3 Experimental Results

Table 5.1: BER in extracted watermarks using algorithm I

Received images Equalized images
channels Lena Milk drop Lena Milk drop

% % % %
1 8.2 8.59 0 0
2 16.8 16.8 0 0
3 0.39 10.16 0 0
4 2.54 10.55 0 0

Table 5.2: Lena received and equalized using algorithm I

PSNR Erroneous bits
channels Received Equalized Received Equalized

dB dB % %
1 29.0929 77.5595 8.94 0.01
2 28.9833 69.6869 12.2 0.09
3 22.0178 Infinite 33.58 0.00
4 13.8834 42.9292 9.29 0.00

5.3.1 Algorithm I

First of all, training sequence is embedded in an image as watermark.
512 bits long training sequence (watermark) is sent over the channel
followed by the watermarked image. On the receiving side, watermark
is extracted from the watermarked image. The extracted watermark
has a few erroneous bits (table 5.1) but the BER is good enough to use
it as a reference training sequence. Normalized LMS with 8 weights,
µ̃ = 0.01 and ŵ(0) = 0 are used. The calculated weights ŵ(n) are used
to equalize the received image. Received and corresponding equalized
Lena images are shown in fig. 5.8. Errors and PSNR values of received
and equalized images for both Lena and Milkdrop are shown in table 5.2
and 5.3, respectively. Here, second and third columns show PSNR value
of received and equalized images with respect to watermarked images.
Fourth and fifth columns show percentage of erroneous bits in received
and equalized images. Column 4 and 5 of Table 5.1 show the BER in
the watermarks extracted from equalized images. These watermarks
are error free and easily be used for usual watermarking applications.
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Table 5.3: Milk drop received and equalized using algorithm I

PSNR Erroneous bits
channels Received Equalized Received Equalized

dB dB % %
1 29.2870 74.1472 8.51 0.03
2 29.1856 92.3162 11.65 0.00
3 23.0038 Infinite 33.58 0.00
4 13.8618 21.8373 9.29 1.27

5.3.2 Algorithm II

First eight rows of an image are watermarked with eight dummy bits.
First 504 bits are selected from the dummy watermarked part and hid-
den in remaining rows of the image. These watermarked images (wa-
termarked at 40db) are transmitted over the same four channels, men-
tioned above.

On the receiving side, watermark is extracted from the watermarked
image. The watermark extracted from the received image, which forms
the training sequence, has a few erroneous bits (column 2 and 3 of Ta-
ble 5.4). The received selected part is treated as the received training
sequence. ŵ(n) are calculated using Normalized LMS with M = 8
weights, step size µ̃ = 0.01 and ŵ(0) = 0. The calculated weights ŵ(n)
are used to equalize the received image. Received and corresponding
equalized Lena and Milk drop images are shown in fig. 5.9 and fig. 5.10.
Errors and PSNR values of received and corresponding equalized images
are shown in Table 5.5 and 5.6. Here, second and third columns show
PSNR value of received and equalized images with respect to water-
marked images. Fourth and fifth columns show percentage of erroneous
bits in received and equalized images. Column 4 and 5 of Table 5.4
show the BER in the watermarks extracted from equalized images.
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Table 5.4: BER in extracted watermarks using algorithm II

Received images Equalized images
channels Lena Milk drop Lena Milk drop

% % % %
1 4.76 8.93 0 0
2 6.75 10.52 0 0
3 0.2 4.37 0 0
4 24.40 17.26 0 0

Table 5.5: Lena received and equalized using algorithm II

PSNR Erroneous bits
channels Received Equalized Received Equalized

dB dB % %
1 26.8461 87.1311 9.67 0.00
2 26.8677 86.5184 13.04 0.00
3 22.5406 102.3162 33.60 0.00
4 12.3285 88.8920 8.06 0.00

5.3.3 Algorithm III

504 bits long part is selected and is hidden as watermark in 3rd, 4th,
5th and 6th rows of 8×8 blocks of DCT coefficients of the remaining
image. Two spreading codes, each of length 512 are used to spread each
bit. These watermarked images (watermarked at 40db) are transmitted
over same four channels mentioned above.

Table 5.6: Milk drop received and equalized using algorithm II

PSNR Erroneous bits
channels Received Equalized Received Equalized

dB dB % %
1 27.2704 83.6830 4.56 0.00
2 27.3037 74.7575 4.76 0.03
3 22.6232 102.3162 10.32 0.00
4 13.2914 102.3162 14.88 0.00
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On the receiving side, watermark is extracted from the watermarked
image. The watermark extracted from the received image, which forms
the training sequence, has a few erroneous bits (column 2 and 3 of Ta-
ble 5.7). However, the BER is good enough to use it as the reference
training sequence. This is similar to decision feedback equalization,
where there is also no exact training sequence available. The received
selected part is treated as the received training sequence. ŵ(n) are cal-
culated using Normalized LMS with M = 8 weights, step size µ̃ = 0.01
and ŵ(0) = 0. The calculated weights ŵ(n) are used to equalize the
received image. To get the original image back, watermark is removed
from equalized images. Received and corresponding equalized Lena and
Milk drop images are shown in fig. 5.11 and fig. 5.12. Respective PSNR
values are shown in Table 5.8. Here, PSNR value of received and equal-
ized images are with respect to original images.

Table 5.7: BER in extracted watermarks using Algorithm III

Received images
channels Lena Milk drop

% %
1 6.15 4.37
2 8.13 5.75
3 1.19 10.12
4 17.06 17.06

Table 5.8: Images received and equalized using Algorithm III

Lena Milk drop
channels Received Equalized Received Equalized

dB dB dB dB
1 27.1290 42.4570 27.5911 45.7360
2 27.1481 42.3606 27.6239 44.0344
3 22.5211 47.9194 22.6699 60.4883
4 13.5889 60.5992 13.3220 57.5424
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5.4 Conclusions

5.4 Conclusions

How watermarking can be used to equalize transmission channels only
using the received data is discussed in this paper. Simulations have
shown that proposed schemes can correct almost all the errors from
received watermarked images. An important advantage of this scheme
is that it works at the complexity of traditional trained equalization
methods unlike other very complex blind equalization methods. Pro-
posed schemes can simultaneously be used for blind equalization as well
as for usual watermarking applications.
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(a) Lena image. (b) Watermarked Lena.

(c) Received through
channel 1.

(d) Equalized image, re-
ceived through channel 1.

(e) Received through
channel 2.

(f) Equalized image, re-
ceived through channel 2.

(g) Received through
channel 3.

(h) Equalized image, re-
ceived through channel 3.

(i) Received through
channel 4.

(j) Equalized image, re-
ceived through channel 4.

Figure 5.8: Lena received and equalized using Algorithm I.
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(a) Lena image. (b) Watermarked Lena.

(c) Received through
channel 1.

(d) Equalized image, re-
ceived through channel 1.

(e) Received through
channel 2.

(f) Equalized image, re-
ceived through channel 2.

(g) Received through
channel 3.

(h) Equalized image, re-
ceived through channel 3.

(i) Received through
channel 4.

(j) Equalized image, re-
ceived through channel 4.

Figure 5.9: Lena received and equalized using Algorithm II.
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(a) Milk drop image. (b) Watermarked Milk
drop.

(c) Received through
channel 1.

(d) Equalized image, re-
ceived through channel 1.

(e) Received through
channel 2.

(f) Equalized image, re-
ceived through channel 2.

(g) Received through
channel 3.

(h) Equalized image, re-
ceived through channel 3.

(i) Received through
channel 4.

(j) Equalized image, re-
ceived through channel 4.

Figure 5.10: Milk drop received and equalized using Algorithm II.
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(a) Lena image. (b) Watermarked Lena.

(c) Received through chan-
nel 1.

(d) Equalized image, re-
ceived through channel 1.

(e) Received through chan-
nel 2.

(f) Equalized image, re-
ceived through channel 2.

(g) Received through chan-
nel 3.

(h) Equalized image, re-
ceived through channel 3.

(i) Received through chan-
nel 4.

(j) Equalized image, re-
ceived through channel 4.

Figure 5.11: Lena received and equalized using Algorithm III.
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(a) Milk drop image. (b) Watermarked Milk
drop.

(c) Received through chan-
nel 1.

(d) Equalized image, re-
ceived through channel 1.

(e) Received through chan-
nel 2.

(f) Equalized image, re-
ceived through channel 2.

(g) Received through chan-
nel 3.

(h) Equalized image, re-
ceived through channel 3.

(i) Received through chan-
nel 4.

(j) Equalized image, re-
ceived through channel 4.

Figure 5.12: Milk drop received and equalized using Algorithm III.
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6 Authentication and Scrambling of
Radio Frequency Signals

6.1 Introduction

The CDMA based watermarking scheme presented in this thesis is in-
dependent of image format, which gives the flexibility that this scheme
can also be modified to watermark radio frequency signals. Therefore
in this chapter, a CDMA based watermarking is used for physical layer
authentication of radio frequency signals. Each watermark bit is arith-
metically added in a number of modulated data bits. Before demod-
ulation this watermark can be extracted using same spreading codes.
Therefore, signal can be authenticated before demodulation, and water-
mark is mistaken for noise to unauthorized receivers. Authorized users
can detect the watermark and later remove it to get noise free origi-
nal data. Proposed scheme can also be used beyond authentication. If
the intensity of watermark is increased and signal is demodulated it re-
sults in wrong data. So, this automatically serves as a scrambler. Data
can only be demodulated correctly, if watermark is detected and later
removed using reversibility of proposed scheme.

Proposed scheme is independent of the used modulation scheme, i.e.
watermark can be added to any modulated signal before transmission.
Therefore, proposed watermarking algorithm is independent of the host
signal, which is highly unlikely for other radio frequency watermark-
ing algorithms. Watermark generator proposed in [77] is limited to
FM signals. Watermarking presented in [78] is only for authentication
and quality monitoring of analog AM signals. Radio frequency water-
marking algorithm presented in [79] can be applied to OFDM wireless
networks only. In proposed algorithm scrambling is done at physical
layer, unlike usual schemes where scrambling is done at higher layers
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[80].

6.2 Reversible Watermarking Algorithm

Fig. 6.1 shows how watermark is inserted in the data. Every water-
mark bit is spread using a zero mean spreading code before insertion.
Spreaded watermark is arithmetically added to modulated selected bits
(or to all the bits). Fig. 6.2 explains the extraction process.From the re-
ceived watermarked data and same bits are selected. Just by calculating
cross correlation between selected bits and spreading codes watermark
is extracted. So, watermark is extracted blindly only by using spread-
ing codes (which can be provided in secret key). Fig. 6.3 explains the
watermark removal process. To retrieve original data, extracted (or al-
ready known) watermark is spread again using same spreading codes
and subtracted from the selected bits of watermarked data. So only
by using spreading codes watermark can be removed. Furthermore the
original watermark is not required during watermark removal process.

Selected 

+

bits

bits
Remaining 

Spreading

codes
Spreading

Watermark

data

Original

Watermarked

data

Figure 6.1: Insertion of watermark.
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data

Watermarked
bits

Selected Cross
correlation

Extracted
watermark

codes
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Figure 6.2: Extraction of watermark.
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Spreading
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data

bits

bits
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data

Figure 6.3: Removal of watermark.

6.2.1 Watermark Insertion

Let win be a binary watermark which is changed to antipodal bits (sim-
ply replace zeros with minus ones) to form a watermark representation
w = [b1, b2, . . . , bn], where, biǫ{−1, 1}. Select “k” mutually orthogonal
spreading codes si = [s1, s2, . . . , sl] each of length “l”. These spreading
codes should have zero mean and follow the necessary conditions (2.1),
(2.2) and (2.3).

Now X be the modulated data, which is subject to watermark. X =
[i1, i2, . . . , in/k]

T is arranged in the form “n/k” numbers of vectors. ij
represent any vector from X and is described as ij = [i1, i2, . . . , il],
length of each ij vector is equal to the length of spreading codes si.
Elements of ij are modulated signals, e.g. in case of Binary Phase Shift
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Keying (BPSK) signal constellation is {−1, 1} i.e. iiǫ{−1, 1}, and in
case of QPSK iiǫ{π/4 + jπ/4, π/4− jπ/4,−π/4 + jπ/4,−π/4− jπ/4}
and so on for 8-PSK and 16-PSK. Modify these ij vectors according to:

i′j = ij + α[b1s1 + b2s2 + . . .+ bksk] (6.1)

In each ij vector “k” bits are added, here “k” is the number of spread-
ing codes used. “α” is the gain factor, which controls the intensity of
watermark. Higher the value of α, stronger be the watermark and
noisier be the watermarked data. Replace all ij vectors by i′j to form

watermarked data X ′.

6.2.2 Watermark Extraction

Let X̂ be the received data. Select the same ij vectors as before,

which are now îj . Every bit is extracted by calculating cross correlation

between îj and spreading codes si.

b̂i = sign < i′j , si > if |ij · sTi | < |αsi · sTi | (6.2)

All the watermark bits are extracted, using (6.2), to form extracted

watermark ŵ = [b̂1, b̂2, . . . , b̂n]. Fig. 6.4 shows a simulation, how |ij ·sTi |
and |αsi · sTi | looks at different spreading code lengths. Every point in
this plot is an average of thousand tests. Here, ij are random sequences,
such that iiǫ{−1, 1}. It can be seen that |ij · sTi | does not grow linearly
but |αsi · sTi | grows linearly. As the length of spreading codes grows a
point is reached where |ij · sTi | < |αsi · sTi |. So higher the value of α
and longer the spreading codes larger be the magnitude of (αsi · sTi ),
hence more accurate is the watermark extraction. Note that, if value of
α is increased, signal energy required for watermark is increased also.
Fig. 6.4 shows that, to use very low value of α, very long spreading
code is required, e.g. if α = 0.025 to detect watermark bits correctly a
spreading code longer than 1100 or 1200 bits is needed.
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Figure 6.4: Length of spreading code versus |ij · sTi | and |αsi · sTi |.

6.2.3 Removal of Watermark

If the intensity of the watermark α is known, watermark can be removed
after extraction using:

ij2 = îj − α[b̂1s1 + b̂2s2 + . . .+ b̂ksk] (6.3)

Now all îj are replaced by ij2 again to get original data back. If original
watermark is known to the receiver it should be used in watermark
removal process.

ij2 = îj − α[b1s1 + b2s2 + . . .+ bksk] (6.4)

6.2.4 Scrambling using Watermarking

Scrambler is a device, which encode the data in such a way that it
become unintelligible for the receiver that is not equipped with proper
descrambling device. If the intensity of watermark “α” is increased,
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watermarked signal becomes more noisy. If this noisy signal is demodu-
lated it results in wrong data. Data can only be demodulated correctly,
if watermark is detected and later removed using the reversibility of the
proposed scheme. So, high intensity watermarked signal can be consid-
ered as scrambled signal. Watermark extractor and remover is similar
to descrambling device. If unauthorized users receive the watermarked
data, it is useless for them. Authorized users receive the watermarked
data detect the watermark and later remove it to use the data.

6.2.5 Multiple Spreading Codes

By using multiple orthogonal spreading codes, authentication becomes
more secure. First of all evedropper has to break more spreading codes.
Secondly, authentication and scrambling become more tricky. For ex-
ample, in case of BPSK if one spreading code and α = 0.1, 1 become
1.1 or 0.9 and -1 become -1.1 or -0.9. If four spreading codes are used
and α = 0.1, 1 can be 1.4, 1.3, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6 and -1 can
be -1.4, -1.3, -1.2, -1.1, -1.0, -0.9, -0.8, -0.7, -0.6.

6.3 Experimental Results

In all the experiments, 128000 bits long random sequences are water-
marked with 500 bits. These random sequences are modulated using
BPSK, QPSK, 8-PSK and 16-PSK before watermark insertion. Exper-
iments are done using one (l = 256, n = 500, n/k = 500), two (l =
512, n = 500, n/k = 250) and four (l = 1024, n = 500, n/k = 125)
spreading codes. These watermarked signals (α = 0.1) are transmit-
ted over Additive White Gaussian Noise (AWGN) channel. At receiver
watermarks are extracted and then signals are demodulated. Fig. 6.5
shows percentage BER in extracted watermarks at different SNR when
one spreading code is used. Here maximum BER is close to 8% at
SNR = 1db. Fig. 6.6, when two spreading codes are used maximum
BER is less than 3%. There is no bit error using four spreading codes.
If unwatermarked data is transmitted over the same channel BER is
quite high Fig. 6.7. Although because of additive white gaussian noise
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6.4 Conclusion

data is distorted but watermark can withstand distortions introduced
by the channel. This shows the robustness of proposed watermarking
scheme. Fig. 6.8, 6.9 and 6.10 shows BER in extracted watermarks at
different α values using one, two and four spreading codes respectively.

Following experiments show how scrambling works using digital wa-
termarking. Table 6.1 (one spreading code), table 6.2 (two spreading
codes) and table 6.3 (four spreading codes) show the percentage of in-
correctly detected data bits at different α values. Here watermarked
data is demodulated before watermark removal. It can be seen, from
the amount of wrong bits, that watermarked data is useless for unau-
thorized users. In all the cases, if watermark is extracted before de-
modulation and later removed, there is no bit error in demodulated
data.
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Figure 6.5: BER in watermark because of additive white gaussian noise (one spread-
ing code).

6.4 Conclusion

A blind and reversible watermarking algorithm for radio frequency sig-
nals is presented in this chapter. This scheme can be used for authenti-
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Table 6.1: Scrambling with one spreading code

α BPSK QPSK 8-PSK 16-PSK
2 49.98% 74.92% 87.61% 93.77%
1.5 49.89% 74.80% 87.55% 93.83%
1 0% 37.08% 68.86% 84.56%
0.75 0% 0% 49.79% 75.26%
0.5 0% 0% 50.07% 74.96%
0.25 0% 0% 0% 50.16%
0.1 0% 0% 0% 0%

Table 6.2: Scrambling with two spreading code

α BPSK QPSK 8-PSK 16-PSK
2 25.04% 37.51% 43.77% 46.78%
1.5 25.02% 37.30% 43.55% 46.89%
1 25.07% 37.54% 43.75% 46.89%
0.75 24.99% 37.58% 43.62% 46.82%
0.5 0% 18.80% 34.26% 42.18%
0.25 0% 0% 24.95% 37.59%
0.1 0% 0% 0% 12.61%

Table 6.3: Scrambling with four spreading code

α BPSK QPSK 8-PSK 16-PSK
2 30.20% 49.91% 55.90% 60.67%
1.5 30.20% 49.41% 53.37% 57.10%
1 30.78% 49.32% 53.83% 58.86%
0.75 30.85% 46.51% 52.83% 55.66%
0.5 6.69% 28.93% 49.19% 53.14%
0.25 0% 4.55% 34.53% 46.12%
0.1 0% 0% 0% 21.86%
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Figure 6.6: BER in watermark because of additive white gaussian noise (two spread-
ing codes).

cation. Perceptually transparent watermark can be added in the form
of low level noise. Reversible version of proposed algorithm can ex-
tract the watermark and later recover the original data back. A high
magnitude watermark noise can serve as a scrambler. Data can not be
demodulated correctly without watermark removal. Further research
can be done to send some useful information beyond a simple security
tag as a watermark. This information can be extracted after receiving
watermarked data, processed and later removed to get original data
back.
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Figure 6.7: BER in transmitted signals because of additive white gaussian noise (no
watermark).
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Figure 6.8: BER in watermark at different α values (one spreading code).
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Figure 6.9: BER in watermark at different α values (two spreading codes).
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Figure 6.10: BER in watermark at different α values (four spreading codes).
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7 Conclusions and Future Work

In this thesis, an oblivious, robust, secure and reversible watermarking
scheme is proposed. As this scheme is robust it can be used for general
watermarking applications, where watermark should stay in the image,
after watermark detection. Usually robust watermarking schemes are
not reversible and reversible watermarking schemes are not robust. So,
interestingly the proposed watermarking scheme is special because it is
robust and reversible.

In proposed watermarking scheme, watermark can be inserted to spa-
tial or frequency domain. Watermarking scheme based on spatial do-
main is not as robust as frequency domain based scheme. However,
spatial domain watermarking scheme is computationally more efficient
than its frequency domain counterpart. In frequency domain water-
marking, image is transformed to DCT or Wavelet domain which re-
quires some computation. In case of spatial domain watermarking, im-
age is not transformed, watermark is directly added to pixels. Further-
more, watermark is inserted, extracted and removed only using addi-
tion operation, even multiplication is not required. So, on light weight
machines where computational complexity is more important than ro-
bustness spatial domain scheme can be implemented. However, on the
machines where computational complexity is not a big issue, frequency
domain watermarking should be the first choice.

Usually, reversible watermarking algorithms use some properties of
the host image to embed the watermark. Later these properties are
used for blind extraction and removal of watermark. In proposed wa-
termarking algorithm, spreaded watermark is arithmetically added to
host image. Insertion, extraction and removal of watermark are not de-
pendent on host image. Therefore, proposed watermarking algorithm
is independent of host image format, hence can be applied to any for-
mat of images. The fact, that proposed watermarking algorithm is not
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host data dependent, gives the flexibility that proposed CDMA based
watermarking algorithm can be extended to audio, video or some other
multimedia data.

A novel idea of self reference watermarking (watermark is part of the
original image) is presented. A part of an image is selected and this
selected part is embedded in the image as watermark. Later water-
marked image is attacked (transmitted, compressed or any other image
processing operation performed). From that attacked image same part
is selected (which was used as watermark). Later, the watermark is
extracted from the attacked watermarked image. If the watermark-
ing scheme is robust, extracted watermark is the same as the original
selected part. Now one has reference to original image and attacked
version of that reference. With the help of these two references, JPEG
image quantization ratio is estimated and the quality of JPEG com-
pressed images is assessed. Proposed algorithms are based on the ref-
erence to original image and attacked version of that reference. So,
further research can be done to implement some more algorithms based
on self reference watermarking. For example, image quality assessment
algorithm can also be implemented for Gaussian blur or additive noise
using self reference watermarking.

An important application based on self reference watermarking is that
the transmitted images can be equalized blindly. In proposed algorithm,
watermark acts as a training sequence. The received selected part can
be considered as received training sequence and the extracted water-
mark can be considered as reference training sequence. With the help
of received selected part and extracted watermark, images are equalized
blindly. Simulations have shown that proposed scheme can be used for
blind equalization of different channels.

It is seen that CDMA based watermarking algorithms are weak against
copy attack. Copy attack means that the watermark, of the water-
marked image, can be estimated and copied to some other unwater-
marked images. Copy attack is dangerous in applications where water-
mark is used for authentication. If watermark is easily copied to some
unwatermarked images, then some illicit images can be authenticated.
One reason of this failure is that checkmark 1.2 [38] only uses JPEG
compressed images as input. In CDMA based watermarking, spreaded
watermark is added to host image in the form of noise. As JPEG
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compressed images are quantized images, so it is very easy to estimate
noise from the quantized images and then copy it to some other images.
Even JPEG compressed CDMA based watermarked images become ro-
bust against copy attack is self reference watermarking is used. If a
part is selected from an image and added in the from of watermark to
same image. To authenticate that image watermark is extracted from
the image. This extracted watermark is compared to received selected
part. If both are same, image is authenticated. On the other hand, if
that watermark, is copied to some other image, watermark extractor
will not authenticate that image. Because when the watermark is ex-
tracted and later compared to received selected part both are not same.
Hence, self reference watermarking is also an answer to copy attack in
JPEG compressed images.

Last but not the least, CDMA based watermarking scheme for radio
frequency signals is proposed. This scheme can be used to authenticate
radio frequency signals. Spreaded watermark is added to the modulated
signal just before transmission. Spreaded watermark is just low level
added noise to the signal. Evedropper would just mistake watermark
for noise. At receiver, the watermark is extracted before demodulation.
If watermark is present or correctly detected, signal is authenticated.
If high intensity watermark is used, the signal becomes very noisy. If
this noisy signal is received and demodulated it leads to wrong data.
Data can only be demodulated correctly, if watermark is extracted and
removed from watermarked signal before demodulation. So, high inten-
sity watermarking serves as automatic scrambling.

Further research can be done to develop self reference watermarking
scheme for radio frequency signals. Self reference watermarking can be
used for channel estimation/detection and blind equalization of wireless
signals. It is seen in OFDM networks cyclic prefix is used to reduce
complexity and counter intersymbol interference. Cyclic prefix is simply
sending some data bits twice. The disadvantage of cyclic prefix is that it
consumes extra bandwidth. In self reference watermarking we also send
some data twice, first simply over the channel and second in the form
of watermark. Watermark is hidden in the data in the form of noise
and does not consume extra bandwidth. It is interesting to investigate
if self reference watermarking can be used for cyclic extensions.
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A Appendix

Figure A.1: Original images.
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Figure A.2: Original images.
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Figure A.3: Original images.
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Appendix A

Figure A.4: Watermarked images at 40db using proposed watermarking scheme,
watermark is spreaded over whole image.
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A Appendix

Figure A.5: Watermarked images at 40db using proposed watermarking scheme,
watermark is spreaded over whole image.
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Appendix A

Figure A.6: Watermarked images at 40db using proposed watermarking scheme,
watermark is spreaded over whole image.
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